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Problem 1 — General questions (20%)

,

a)

¢)

h)

i ler
S control system INto pra

What are the main approaches for decomposing the i
elements? Make a figure (block diagram) to illustrate the decompoO '

What are the main objectives of the supervisory control layer?

What are the main objectives of the basic (stabilizing) control layer?

Explain the main ideas behind self-optimizing control, RTO and extremum seeking

control. How can these three strategies be combined?

What is back-off and when is it used? When is it important to minimize back-off?

What is a typical cost function in the RTO layer?

What is the difference between economic MPC and setpoint-based MPC? What is @
typical cost function in the two cases?

The “pair-close” rule is the most important for choosing pairings for decentralized
controller. Assume that you have G(s) = k e%/(1s+1). What values does this rule that imply
that you would you like to have for each of the three parameters k, 6 and t (large, no effect or

small)?

What is the “input saturation pairing rule”? When should it be used? If it is satisfied,
what does it imply in terms of MV-CV switching. Give an example.
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Consider a simple steady-state process (fast dy e d during operation is
freedom and two disturbances. The cost function to be minimize

<
J= (U2 + (U2

: 4 ' disturbances are |di| = 1
Nominally we have d1=d2=0, and the expected magnitudes of the dis

and [dz| < 1. We have available three measurements.

Yi=u+0.1 d1,y2=0.1u-d21y3=d1+d2

. (a) Use the nullspace method to find the self-optimizing c=Hy which when kept constant
gives zero loss for the eXpected disturbances (at least locally and with perfect

measurements). What is the optimal setpoint for ¢?

| (b) Explain how to find the optimal H if we include measurements noise of magnitude |nyi|<
|50 for each of the three measurements. (Give the formula for H and give the matrices
GYand Y needed to compute H). What is this method called? Finding the final H js
maybe a bit too much for hang Calculations as it involves matrix inversion; how large

(.
\ IS this matrix in this case?

——

e
) e . =) 2 A Uﬂ
Solution. (a) The optimal input u gives dJ/du = 0, so 2(u-d1) + 2(u-d2) = 0 so uopt = d1+d2.. | - =8
A Note = = g

The corresponding optimal outputs (Mmeasurements) ar
ylopt=1.1 d1 + d2. y2opt=0.1d1-0.9 d2, y3opt=d1 + d2

SD 3 \ 1‘ 0 - OL
dyfopt/dd1 = 1.1, dy20pt/dd1=0.1, dy3opt/dd1= 1 ES% @JNJ wol

dy1opt/dd2 = 0, dy2opt/dd2=-0.9 d}FS_fu:Ll.deL-—-_]F = 9 /| 3 A ‘
Thus, the optimal sensitivity matn‘yﬁ” F = dyopt/dd becomes '

F=[1.10.11;0-0.9 1] T > : LUV\U-NJ §ol Ly (g

We want to find the controlled variable c=Hy where H = [h1 h2 h3].

With no noise we can use the nullspace method. The optimal H satisfies HF=0. To get a unique solution we se@\/e then
get

1.1 +01h2+h3=0

0-0.9h2 +h3=0
Solving gives: h1=1 h2=-1 .1, h3=-0.99, or H = [1 -1.1 -0.99], or c=y1-1.1y2—0.99y3_
Note that this gives (@s expected): clopt = H yopt = 1.1 d1+d2 - 1.1*0.1 d1 + 1.1*0.9d2 - 0.99 g1 - 0.99d2= 0d1+04g2

Optimal setpoint is ¢cs=0.

(b)With noise w exact local method . H = Gy’ (Y Y')-1. ( )
Gy'=dy'/du £[1 0.1 ] A x o) e T3
Magnitude of S and noise: Wd=1*| . ny = 0.2*, This gives

Y =[FWd Wny]=[1.10020 0,01-0.90020:1100 0.2]
GetH=Gy' (YY1 = [7.4858 -7.2355 -6.8739]

Normalized to make h1=1: H = [1 -0.9666 -0.9183]. So in this case the result js similar to nullspa

method puts a little less weight on y1 and y2, but not much). Ra%e Mathad.(the. exact ocal
Note that in this case copt will depend on d1 and d2. Nevertheless, also in this case the optimal setpoint is cs=0.

Check also Wn=l.
Matlab: F =[1.1 0.1 1;0-0.9 17 /
Sl pyydodd .
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Solution.

(@) The optimal input u corresponds to dJ/du = 0, 50 2(u-2d1) + 2(u-2d2) = 0 so uopt = d1+d2
The corresponding optimal outputs (Mmeasurements) are
ylopt=1.1 d1 + d2, y2opt=0.1d1-09d2, y3opt=d1 + d2
S0
dylopt/dd1 = 1.1, dy2opt/dd1=0.1, dy3opt/dd1= 1
dylopt/dd2 = 0, dy2opt/dd2=-0.9, dy3opt/dd2= 1
Thus, the optimal sensitivity matrix F = dyopt/dd becomes
F=[1.1011,0-091]
We want to find the controlled vanable C=Hy where H = [h1 h2 h3].

With no noise we can use the nullspace method The optimal H satisfies HF=0.
To get a unique solution we set h1=1. We then get
1 *01h2+h3=0
0-09h2+h3 =0
Solving gives:
N1=1h2=-11,h3=-099 orH=1[1 -1.1 -0.99], or c=y1-1.1y2-0.99y3.
Note that this gives (as expected): c1opt = H yopt=1.1d1+d2-1.1*0.1d1 +1.1*09d2-099d1-099d2= 0d1 +0d2
Optimal setpoint is cs=0.

(b) With noise we use the exact local method . H = Gy (¥ Y)-1.

Gy=dy/du=[1 0.1 O

Magnitude of disturbances and noise: Wd=1%eye(2) , Wny = 0.2%eye(3). This gives

Y =[FWd Wny]=[1.100200;01-090020;11000.2]

GetH=Gy (Y Y’)-1= [74858 -7.2355 -6.8739]

Normalized to make h1=1: H = [1 -0.9666 -0.9183]. So in this case the result is similar to nullspace method (the exac

method puts a little less weight on y1 and y2, but not much).
Note that in this case copt will depend on d1 and d2. Nevertheless. also in this case the optimal setpoint is cs=0.

YoMatlab:

F=[110110-091],

HO=null(F'); HO=HO'/HO(1) % nullspace method
Gy=[1 0.1 O], Wd=1*eye(2). Wn=0.2*eye(3).
Y = [F*Wd Wn],

H1 =Gy *inv(Y * Y")

H=H1/H1(1) % exact local method

Comment: With noise increased to Wn=1*eye(3) we get more change: H= 11 -0.1422 -0.4046] ’
Comment: With noise increased to Wn=100%*eye(3) we get H= [1 0.1 0] (as expected, H = Gy)
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Problem 3 — Compressor with constraints (15%)

Consider a constant-speed compressor (which means that it has no degrees of freedom for \
control) with an adjustable recycle Fr which should be ini nized Whanever possible. The \

following constraints need to be satisfied: ,F > Fnimz>0,z<1. The first
constraint is because the compressor is feeding areactor and too reactor high flowrates are

bad for the catalyst; the second constraint is to avoid compressor surge,

Z
2 : : :

= (a) ;I:} switch between active copstramts We want to use one or more selectors. Give the

ree selector rules (Rule 1 is about min- or max- selector, Rule 2 is about order of

selectors, Rule 3 is about valve constraints).

© (b) Use the selector rules to Propose a control system étf :; E = 'F“‘t”
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d tuning (25%)

Problem 4 — Cascade control a
e without and with cascade control

d
" l
Y2

of the process G=G1G2 for the cas

Below is shown control

S (a) What motivates the use of cascade control? i)"&\ll“\ﬁi’@ dﬁlp mh X
Bt L I S S
% (b) Derive the transfer function from d. to to y1 for the two cases. ;::% ; P L Lm
In the following let: G = 3/(18s+1), Gz=e%45/(s+1)

. [

s ohlan bamfe
- (c) Do you recommend cascade control in this case? Yﬁ'\"“"“?’;& N Gj;_c, SM;LLI (\_Lu_-\\\\-*tib_ %ﬂg\
5 (d) Suggest “tight” SIMC PI-tunings for c (for the case without cascade). - e

T~

In the rest consider cascade control.

4 (e) Suggest “tight” SIMC PlI-tunings for the slave controller c2.
>

(f) Suggest “tight” SIMC PI-tunings for the master controller c1.

at least 5. What is the motivation for such a requirement? Is this satisfied for your case?

e If not suggest how to change the PI tunings. w

P - 0486 e Tt BB)T s U (050972
Ui) ::3-'—0’-—- ,-;{ PR W= K QX 3 0804 Q/kxm( IJT{’X,
D) (eY ¥ [gTsv)
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%" () Itis given that the time scale separation between the slave and master loops should be
ey

L
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s=tf('s")

k1=3; tau1=138; theta1=0; k2=1; fau2=1, theta2=04;, %
Process parameters

g1 = k1%exp(-thetat*s)/(taut*s+1);

g2 = k2*exp(-theta1*s)/(tau2*s+1),

9% (d) SIMC PI without slave.
%Effective delay in G=G1G2 is theta=tau2/2 + theta2= 0.9,

tau = tau1 + tau2/2 = 18.5
tau=taui+tau2/2:theta=theta2 + tau2/2,

tauc=theta;

figure(2)

Kec = (1/(k1*k2))*tau/(tauc+theta),

taui=min(tau 4*(tauc+theta)), ¢ = Kc*(1+1/(taui’s)),

S0= minreal(inv(1+minreal(g1*g2*c))), Ms0=hinfnorm(S0)
TO#= g1*g2*S0, figure(2), step(T1d,50)

T0=1-S0; figure(3), step(T0,50)

% (e) Slave Controller
tauc2=theta’,

Kc2 = (1/k2)*tau2/(tauc2+theta2),

taui2=min(tau2 4*(tauc2+theial)),

¢2 = Ke2*(1+1/(taui2*s)),

S2 = minreal(inv(1 + minreal{g2*c2)))

T2= minreal(1/ (1 + ((minreal(inv(g2*c2))) ))) % Note. In this
case 12=02=1/5+1)

From APC Exam, Nov. 2023

Setpoint response

14 At bl il R SRRl L AL el L2
Cl=

L.

-

1+ .Ii sy
I( Without cascade, tauc=0.8

20 30
Time (seconds)

o i |
ot L CE L

% (f) Master controller
tau1m=tau1+tauc2/2; thetaim=theta2+tauc2/2, |

tauc1=thetalim %

Kel = (1/k1)ytauim/(tauct+thetaim),

tavit=min(tauim 4*(tauci+thetaim)), c1 =
Ket1*(1+1/(1aui17s)),

% Total system with slave and master

S = minreal(inv(1 + minreallg2*c2) + minreal(g1*c1*g2*cZ}}).
Td =q1702'S,. Ms=hinfnorm(s)

figure(2), hold on, step(1d 50)

F=minreal{a1*g2*c1*c2*S). figure(3), hold on, step(T.,50)

% (c) Simulations show that there is not much improvement

with cascade (as expected since no delay in G1)

% (g) Try now with time scale separation of 5 in masier

controller

fauct1=5*tauc2 %

Ke1 = (1/k1)Ytautm/(tauct+thetaim),

taui1=min(tauim 4*(tauct+theiaim)), c1 =
Ke1*(1+1/(tau1”s));

S = minreal(inv(1 + minreal(g2*c2) + minreal{g1°c1*g2*c2)}}};
Td = g1*g2*S,; Ms=hinfnorm(S)

figure(2), hold on, step(Td, 50}
T=minreal(g1*g2*c1*c2*S); Higure(3), hold on, step(1,50)

oo |
.6
J.0

Cascade with time-scale sep = 5, taucl=2

Input disturbance (d1)

{J.i]ﬁﬂ i ibdeia fan = i 20 il
| |1'r'-
| |; |
0.06 ||
0.04 H |
|
|
002H |
| th time-scale sep = 1.5
|| AR | PR e
|
| r,
002 | | Cascade with time-scale sep = 5, tauc]
fll III.'
004 W{thmut_ cascade, tauc=0.8
“ v 20 30

Time (seconds)
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Problem 5 — Inventory control for reactor process (20%) GL ﬂ(&\f,ﬁdﬂi 1ML @

(@) Consider the flowsheets below. The reactor is exothermic with a liquid feed and gas
product. The feed F1 contains mostly component A and the liquid product F4 contains
mostly component B. The gas from the separator is recycled. The pressure (Pl) and

level (LI) sensors should be used for inventory control.

Suggest a consistent control scheme for the case when the federate is set (F1 is the
TPM). g :

P ' . e
L] L

.1 ¥ : .r-_-l r.'
e e, ' v A e, - Mov e > e,

b







Advanced Process Control 2023 Name: _

(c) Consider a case where the se

case. It is given that we should
for the case where F4 is given (
needed.

Parator is replaced by a split. All flows are liquid in this
have a given ratio R=F6/F1. Propose a control scheme
F4 is the TPM). You can add extra flow sensors [FJ as
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