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Preface

This book is devoted to proportional-integral-derivative (PID) controller theory and its ap-
plication. PID controllers are probably the most widely used industrial controller in the
process industries. They remain important control tools for three reasons: past record of suc-
cess, wide availability, and simplicity of use. Their stability analysis is extremely easy to car-
ry out and the design trade-off between performance and robustness is clearly understood.

PID Control for Industrial Processes presents a clear, multidimensional representation of PID
control for both students and specialists working in the area of PID control. It mainly focus-
es on the theory and application of PID control in industrial processes. It incorporates recent
developments in PID control technology in industrial practice. Emphasis has been given to
finding the best possible approach to develop a simple and optimal solution for industrial
users. This book includes several chapters that cover a broad range of topics and priority has
been given to subjects that cover real-world examples and case studies. The book is focused
on approaches for controller tuning, i.e., method bases on open-loop plant tests and closed-
loop experiments.

Briefly, Chapter 1 presents a novel data-based PID controller tuning method that can be ap-
plied to stable, integrating, and unstable plants. The tuning method is developed under the
virtual reference feedback tuning (VRFT) design framework where the reference model of
VREFT is coordinately optimized with the controller on the basis of the model-reference criteri-
on to ensure the validity of the VRFT approach. Chapter 2 finds the PID setting parameters of
two degrees of freedom control structure based on model uncertainty. This tuning method is
able to obtain reasonable controller parameters even under process uncertainties on standard
two degrees of freedom internal model control. Chapter 3 demonstrates that when using ad-
vanced evolutionary algorithms, whatever the adopted system model (SOSPD, non-mini-
mum phase, oscillatory, or non-linear), it is possible to find optimal parameters of PID
controllers satisfying simultaneously the behavior of the system and a performance index
such as Absolute Integral Error. Multidynamics Algorithm for Global Optimization is used to
solve the control problem with PID controllers. Chapter 4 is a concise survey showing the
persistent demand for PID tuning algorithms that integrate performance requirements into
the tuning algorithm. The proposed frequency-domain PID controller design method guaran-
tees closed-loop performance in terms of commonly used time-domain specifications. Chap-
ter 5 emphasizes the problem of controlling the Takagi-Sugeno fuzzy model by PID
controllers using particle swarm optimization. A new algorithm is proposed that relies on the
use of a new objective function taking into account both the performance indices and the error
signal.
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Preface

In Chapter 6 steady-state simulation and dynamic simulation for a debutanizer column are
performed using a process simulator. The main objective is to study the process variables of
each controller at the column by using different tuning relations. The other part is to identify
the best tuning methods for the controllers to optimize the performance of the column.
Chapter 7 introduces the closed-form analytical design of proportional-integral controller
parameters for optimal control subjected to operational constraints. The main idea of the
design is not only to minimize the control performance index but also to cope with the con-
straints in the process variable, controller output, and its rate of change. The proposed opti-
mization-based approach is examined to regulatory and servo control of integrating
processes. Chapter 8 presents the design and implementation of a decoupling control strat-
egy for an experimental platform pilot plant, dedicated to the study of the fouling phenom-
ena that occurs in industrial tubes. The concept of a soft sensor was applied to monitor the
output variables of the experimental platform for better performance of the decoupling con-
trol. Chapter 9 provides two off-line tuning methods for a digital PID-type controller for a
two-mass resonance system to suppress its mechanical resonance vibrations. These methods
include a coefficient diagram method and a fictitious reference iterative tuning method. The
first method uses a nominal mathematical model of the object while the second method uses
only the initial experimental data without use of the mathematical model.

Dr. Mohammad Shamsuzzoha
ADNOC Refining Research Center
Abu Dhabi, UAE



Chapter 1

Data-Based Tuning of PID Controllers: A Combined
Model-Reference and VRFT Method

Jyh-Cheng Jeng
Additional information is available at the end of the chapter

http://dx.doi.org/10.5772/intechopen.75835

Abstract

This chapter presents a novel data-based proportional-integral-derivative (PID) control-
ler tuning method that can be applied to stable, integrating, and unstable plants. The
tuning method is developed under the virtual reference feedback tuning (VRFT) design
framework, where the reference model of VRFT is coordinately optimized with the
controller on the basis of the model-reference (MR) criterion to ensure the validity of
the VRFT approach. In the proposed MR-VRFT method, a set of closed-loop plant data
are directly exploited without resorting to a process model. Because of its closed-loop
tuning capability, the MR-VRFT method can be applied online to improve (retune)
existing underperforming controllers. Moreover, the tuning method includes a robust-
ness specification based on the maximum sensitivity that enables the designer to explic-
itly address the trade-off between performance and robustness. Simulation studies,
including the application to an unstable biochemical reactor, are presented to demon-
strate the effectiveness of MR-VRFT method.

Keywords: PID controller, process control, data-driven control, model-reference control,
virtual reference feedback tuning, integrating process, unstable process

1. Introduction

Proportional-integral-derivative (PID) controllers have been the most widely used process
control technique for many decades in the chemical process industry. Although a PID con-
troller has only three adjustable parameters, the optimization of these parameters in the
absence of a systematic procedure is not a trivial task. It has been reported that numerous
controllers are poorly tuned in practice [1]. A typical category of methods for tuning PID
controllers is based on the model-based design approach. With the availability of plant

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [(cc) ExgIEN



2

PID Control for Industrial Processes

models, both analytic and empirical rules can be applied for PID design; see Ref. [2] for an
extensive collection of methods. With the development of engineering technologies, indus-
trial plants are becoming more and more complex, and therefore, modeling and identifying
industrial plants are more challenging and demand considerable engineering effort. Further-
more, the performance of model-based controllers is highly dependent on the model accu-
racy. The model-based methods can give satisfactory PID design when the controlled plant
dynamics are reasonably described by the low-order models, but the effectiveness of these
methods degrades for complex and/or higher-order process dynamics owing to the inevita-
ble modeling error.

An attractive approach to relieving the efforts of identifying a complicated process and
mitigating the drawback of a plant-model mismatch is to design controllers directly from
plant input-output data without the intermediate step of model identification. In the
past two decades, a number of data-based control design methods have been developed;
see Ref. [3] for a brief survey of the existing data-based control methods. Virtual reference
feedback tuning (VRFT) [4, 5] is a one-shot discrete-time controller tuning method
that only needs a set of plant input-output data to compute the controller parameters.
Under the VRFT framework, the controller tuning problem is transformed into a controller
parameter identification problem through introducing the virtual reference signal with a
predefined reference model. The controller parameters are then obtained by solving an
optimization problem formulated to minimize the VRFT criterion, that is, the deviation
between the virtual controller output and actual plant input. The closed-loop behavior
with the controller designed by VRFT is determined by the reference model. It is critical
but not an easy step to properly determine a reference model because the plant model is
unknown. However, VRFT is basically studied as an identification problem, and how to
determine the optimal reference model is not addressed in traditional VRFT methods.
Recently, VRFT has been extended to the design of continuous-time PID controllers [6-
10] and, to determine the reference model appropriately, the parameter in the reference
model was optimized by evaluating the VRFT criterion. In fact, the original objective of
VREFT is to search the optimal controller parameters which minimize a model-reference
(MR) criterion. The VRFT criterion shares with the MR criterion the same minimizer only
when the adopted controller structure allows a perfect model matching [5]. However, the
PID controller may not belong to the ideal controller set that allows a perfect model
matching. The reference model determined by minimizing the VRFT criterion does not
guarantee an effective model-reference control and therefore the performance of the
designed PID controller becomes unpredictable.

To solve this problem, a novel model-reference VRFT (MR-VRFT) method is presented in this
chapter. The PID controller is designed with VRFT based on an optimal reference model
determined by minimizing the MR criterion, and consequently, the design objective of model-
reference control can be effectively achieved. The MR-VRFT method can be applied to stable,
integrating, and unstable plants by choosing appropriate reference model structures. The
proposed design method includes robustness consideration that allows the designer to deal
with the trade-off between control performance and system robustness by specifying a desired
robustness level in terms of the maximum sensitivity.
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The rest of this chapter is organized as follows. Section 2 presents the PID controller design
based on VRFT approach. Section 3 presents the specification of the reference model and
proposed MR-VRFT method. Section 4 summarizes the controller tuning procedures. Section
5 presents several simulation examples showing the effectiveness of the proposed method.
Finally, concluding remarks are presented in Section 6.

2. PID controller design based on VRFT approach

Consider the feedback control system shown in Figure 1, which consists of a plant G(s) and a
PID controller C(s) given by

C(S) = K¢ <1 +;+TDS) 1)

where K¢, 71, and 7p denote the proportional gain, the integral time, and the derivative time of
the controller, respectively. Assume that the plant G(s) is unknown and only a set of input-
output data, u(t) and y(f), collected during an experiment on the plant is available for tuning
the PID controller. The target of control design in the proposed method is assigned via a
reference model, M(s), that describes the desired closed-loop transfer function of the system
shown in Figure 1. The control objective is the minimization of the following model-reference
(MR) criterion:

G(s)C(s) 2

Pan(Ke,1,70) = | (15 oroogs = M) )W @

2

where W(s) is a user-specified weighting function.

Because G(s) is unknown, the minimization of J\jr cannot be performed. The traditional
approach is to identify a model of G(s) using a set of input-output data of the plant and
then minimize Jyir by replacing G(s) with its model. However, this renders modeling
difficult and introduces inevitable modeling error. The VRFT approach [5] avoids the proc-
edure of model identification by creating a virtual reference signal 7(¢) from the measured
output y(#):

R(s) = M(s) ™" Y(s) @)

¥is)
-

Figure 1. Feedback control system.
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where R(s) and Y(s) is the Laplace transform of 7(t) and y(t), respectively. Such a reference
signal is called “virtual” because it was not used to generate y(t). As Y(s) is considered to be the

desired output of the closed-loop system when the reference signal is specified by R(s), the
corresponding controller’s output can be calculated by

{(s) = C(s)[R(s) — Y(s)] = Kc (1 + TLIS + 7D5> [M(s)*1 - 1] Y(s) )

When the plant is fed by the measured input signal u(t), it generates y(t) as the output. Therefore,
a controller that shapes the closed-loop transfer function to the reference model is one that

generates u(t) or its Laplace transform U(s) when the error signal is given by R(s) — Y(s), as
depicted in Figure 2. The model-reference control design is then transformed into the problem of

searching for a controller to minimize the difference between U(s) and U((s) given in Eq. (4).

Substituting s = jw into Eq. (4) yields

o) = [0ga) 202 agoyio]p 5

where
Q(je) = [M(jw) " = 1] Y(jw) 6)
p=[Ke & Kew|' )

Minimizing the difference between U(s) and U (s) can be formulated in the frequency domain
to minimize the difference between U(jw) and U (jw) in a frequency range [0, @may]. Choosing
w;, =12+, nsuchthat0 < w1 < wy < *+ < Wy = Wmax. The PID parameters are obtained by
solving

mpin]VRFT(P) = [j¢ *‘l’Plli 8)

R 1 If: Y
ngs_ + ) U{SL 1 {q}r Gs) [SL

e

|

|

|

| I

R T M(s)! (=mmmm e '

Figure 2. Schematic diagram of VRFT.
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where

@ = [Uljar) Uws) = U]
W=[p, ¢, - P, )
= [Qw) 2 Qfja)ja;]

The frequency responses of U(jw;) and Y(jw;) at selected frequency points w; (i=1, 2,..., n) can
be evaluated by performing discrete Fourier transform for plant input and output measure-
ments, which can be efficiently calculated using the fast Fourier transform (FFT) algorithm.
The sampling rate to collect plant data must be large enough so that significant plant informa-
tion is not lost. The frequency wmax denotes the upper bound of the frequency range for the
minimization problem, and it is closely related to the controller design. Because the controller
usually operates under the critical frequency, wmax can be specified as the critical frequency, w,,
at which the phase angle of GC(jw) equals —7. Based on the reference model M(s), the critical
frequency can be calculated according to the following equation:

4% -, =-7 (10)
After algebraic calculations, Eq. (8) is recast as
min Jyrrr(p) = | ~ Wl )
with
_ Re(¢p) LW [Re(‘lf) } 12)
Im(¢p) Im(W

where Re(A) and Im(A) denote the real matrix (or vector), and the elements are the real and
imaginary parts of a complex matrix (or vector) A, respectively. Eq. (11) can be solved by the
least-squares method as

1.~

pr= (W) Wie (13)

which is used to obtain the parameters of the PID controller according to Eq. (7).

3. Specification of the reference model and MR-VRFT method

The reference model must be specified prior to calculation of the PID parameters using
Eq. (13). The specification of the reference model is crucial to the performance of the resulting
closed-loop system. Basically, the condition M(0) = 1 should be satisfied to achieve an offset-

5
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free tracking. In addition, other conditions should be imposed on the reference model when
the controlled plant is integrating or unstable. Here, the reference models for stable, integrat-
ing, and unstable plants are presented.

For stable plants, the reference model can be specified as

1 —0s
M(s) = e 0 (14)

For integrating plants, the following asymptotic tracking constraint must be satisfied to enable
the step-load disturbances to be counteracted to eliminate the offset.

d
lim = [1— M(s)] =0 (15)

In this case, the reference model for integrating plants is chosen as

_ @+ 0)s +1 s

M) == 1y

(16)

For unstable plants, [1 — M(s)] should have zeros at unstable poles of the plant to guarantee
the internal stability of the closed-loop system [11]. When the plant has an unstable pole up, the
following condition should be satisfied:

1—M(s)| 0 17)

s=up

Therefore, the reference model for unstable plants can be chosen as

_as+ 1 g
M(s) = —(/\s T e (18)

where @ must be determined so that Eq. (17) is satisfied. In the reference models, 6 is related to
the apparent time delay of the plant, and A is an adjustable parameter to manage the trade-off
between control performance and system robustness.

The peak value of the sensitivity function (maximum sensitivity), Mg, defined in the following,

has been widely used as a measure of system robustness.

Mg = max

@

(19)

1
1+GC (]a))’
As the maximum sensitivity decreases, the closed-loop system becomes more robust. The use
of the maximum sensitivity as a robustness measure is advantageous because lower bounds

for the gain and phase margins can be assured [1]. Because the plant is not known, Mg can be
evaluated on the basis of the reference model as follows:

Mg = max|1 — M(jw)| (20)
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Therefore, the parameter A can be selected to match a designer-specified robustness level in
terms of the maximum sensitivity. For a given value of the reference model parameter p, where
p = 0 for stable and integrating plants and p = {6, a} for unstable plants, the following corre-
lated robust design criterion provides the required value of A to achieve a specified value of Ms.

—0.7289 M5 + 1.555

A= Mo —1.006 0, 12<Mgs<20; for stable plants (21)
s — 1.
-041 2.044
A= 0 MO5M15 ;—12 0 , 1.2<Ms<2.0; for integrating plants (22)
S — 1.
b b
= 1]\4M57_:110 0, 15<Ms<3.0; for unstable plants (23)
S
where
by = 0.1395(2)"7*° —0.18
= 0.6371(2) " + 0.0521 (24)
a=-0178(3) """ —0.6712

Eq. (24) is valid for 1<a/60<10. With the robust design criterion, the value of A can be deter-
mined conveniently.

When a desired value of M is specified, the optimal solution given in Eq. (13) is a function of
the reference model parameter p, that is, p* = p*(p). As pointed out before, it is unreasonable
to determine the reference model without information on the controlled plant. To determine
the reference model appropriately, we propose for the first time that the reference model
parameter p is optimized by minimizing the model-reference criterion given in Eq. (2). Namely,
the proposed method seeks an appropriate reference model, which is most achievable for the
controlled plant under the desired robustness level, to design the PID controller in the frame-
work of VRFT.

Given a value of the reference model parameter p, the corresponding PID controller parameter
p*(p) can be calculated and a PID controller C(s;p*(p)) is the result. The virtual reference
signal R,(s) that has to be applied in a closed loop employing the PID controller C(s; p*(p)) to
obtain u(t) and y(f) (the available data for controller design) as the closed-loop response can be
calculated by

R,(s) = Cls;p*(p)) " U(s) + Y (s) (25)
Therefore, the closed-loop transfer function resulting from C(s; p*(p)) can be expressed by

G(s)C(s;p*(p) _ Y(s)
1+G(s)Cs:p*(p)  R,(s)

Ty(s) = (26)

and its frequency response can be obtained as follows:
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_ Y(jo) _ Y(jw)

T,(jw) == =
) R,(jw)  Cljw;p*(p)) ' Ujw) + Y(jw)

(27)

A model-reference criterion based on the framework of VRFT for PID controller design is then
defined by

Jmr-vrer(P) = z”: ’ [Tp(fwi) - M(fwi§P)]W(fwi)‘2 (28)

where the weighting function can be simply chosen as W (jw;) = 1/(jw;). The optimal reference
model parameter, p*, is determined by solving the following minimization problem:

p’ = arg H}}“]MR-VRFT(P) (29)

and its corresponding solution p*(p*) is the optimal PID controller parameter proposed by the
MR-VRFT method.

4. Controller tuning procedure

The MR-VRFT method directly utilizes closed-loop plant data for controller tuning without
requiring a priori knowledge of the plant and the existing (possibly roughly tuned) control-
ler. For stable plants, open-loop data can also be used for controller tuning. Suppose that
the existing control system has been brought to a steady state and a closed-loop test
is applied. We recommend using a set-point step test because it is the simplest and most
commonly used test in process control applications. The plant input u(f) and output y(t) are
collected during the set-point change until a new steady state is reached. It is noted that u(f)
and y(t) represent deviation variables and are defined on the basis of the original steady
state.

In sum, the proposed MR-VRFT method for tuning PID controllers can be implemented as
follows:

Step 1. Collect the plant data, u(f) and y(t), from a plant test and calculate their frequency
responses, U(jw;) and Y(jw;). To calculate Y(jw;), the output y(t) is decomposed into
y(t) = Ay(t) +y,, where Ay(t) and y, represent the transient part and the final steady-state
value of y(t), respectively. The Fourier transforms of y(f) at discrete frequencies w; are then
obtained by

Y(jw) = AY(jw;) + ]% (30)

i

where AY (jw;) can be calculated by applying the FFT to Ay(t). Similar procedures apply to the
calculation of U(jw;) from u(t).
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Step 2. Set the prescribed searching range of p and the desired level of system robustness in
terms of Ms. The recommended values for Mg are typically within the range 1.2 < Mg < 2.0
[12]. However, specifying a higher value of Mjs is required for particular unstable plants (e.g.,
those that involve a large time delay).

Step 3. Solve the minimization problem given in Eq. (29) by iteration. For each chosen p,
perform the following steps.

1. Calculate the corresponding A using the robust design criterion and specify the reference
model M(s).

2. Obtain the critical frequency w, using Eq. (10) and set wmax = @
3. Calculate p* using Eq. (13).

4. Calculate the frequency response T, (jw;) using Eq. (27) and evaluate the criterion Jygr-vrer
given in Eq. (28).

Repeat (1) to (4) for other values of p in the searching range until the minimal [yr-vrer iS
identified.

Step 4. Obtain the PID controller parameters from p* corresponding to the optimal value of p,
ie., p*(p*).

5. Illustrative examples

Simulation examples are presented to demonstrate the effectiveness of the MR-VRFT method
for PID controller tuning. In each example, the closed-loop plant data, u(t) and y(t), were
generated by introducing a step change in the set point of an initial (existing) closed-loop
system (Figure 1). To implement the proposed method, a priori knowledge of the existing
controller settings is not required. Therefore, the effectiveness of the MR-VRFT method, pro-
posed as a closed-loop tuning method, is not affected by the existing controller parameters
used for generating the closed-loop data, as confirmed by the following example.

In all simulations, the PID controller was implemented as follows to avoid the derivative kick:
DS

1
U(s) = Kc Kl + %) E(s) — W Y(s) (31)

The derivative filter parameter y was set to 0.1. Two metrics were used to evaluate the
controller performance. The integrated absolute error (IAE) is defined as

IAE = J: () — y(t)| dt (32)

To evaluate the required control effort, the total variation (TV) of the manipulated input u was
calculated:
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TV = i\u(i) —u(i—1)] (33)
i=1

TV is an effective measure of the “smoothness” of a signal and should be as small as possible [13].

5.1. Example 1: stable plant

Consider a fifth-order plant given by the following transfer function:

_ ; —6s
Gl = (2s+1)*(s +1)* ‘ 349

To illustrate that the effectiveness of the MR-VRFT method is unaffected by the plant data used
for controller design, three sets of plant data, that is, one set of open-loop step response data
and two sets of closed-loop data generated by initially poorly tuned PID controllers, collected
with a sampling interval of 0.1, were separately used to implement the MR-VRFT method. As
illustrated in Figure 3, the first set of closed-loop data (initial tuning 1: K¢ = 0.4, 7; = 10, and
7p = 1) exhibited a sluggish set-point step response whereas the second set of closed-loop data
(initial tuning 2: Kc = 0.4, 71 = 4, and 1p = 0.5) exhibited an oscillatory response. Using the
reference model given in Eq. (14) with the desired level of robustness set as Mg = 1.58, the
resulting three PID controllers are summarized in Table 1, where the controller parameters
obtained by the MR-VRFT are almost indistinguishable in spite of different plant data used for
controller design. Furthermore, the resulting closed-loop system has Mg = 1.59, which is close
to the design value. Figure 4 shows the closed-loop responses for the initial and retuned (MR-
VRFT) controllers for a unit step set-point change at t = 0 and a unit step load disturbance at

— Opan-leap data
————— Clesad=loop data (Initial tuning 1)
""""" Clesed-lopp data (Initial tuning 2)

100 150
Time
2
15 s
£
058 -
y
0 50 100 150
Time

Figure 3. Three sets of plant data used for controller design in Example 1.



Data-Based Tuning of PID Controllers: A Combined Model-Reference and VRFT Method
http://dx.doi.org/10.5772/intechopen.75835

%

Data set 0 A K¢ Tr (95} Mg
Open-loop data 8.91 6.26 0.508 7.71 2.58 1.59
Closed-loop data (initial tuning 1) 8.91 6.26 0.508 7.71 2.57 1.59
Closed-loop data (initial tuning 2) 8.94 6.28 0.505 7.69 251 1.59

Table 1. Results of controller design using three different sets of plant data for Example 1.

=====|pitial tuning 1
a9 e | pitial funing 2
- BIMG
|:| 1
0 50 100 154 204 250 300

Tirme

Figure 4. Closed-loop responses for Example 1.

t = 150. Control performance can be improved significantly using the MR-VRFT method,
regardless of the initial controller parameters used for collecting the closed-loop data.

We compared the proposed PID design method with the model-based design method of
Skogestad internal model control (SIMC) [13]. In the SIMC method, the plant in Eq. (34) was
approximated as a second-order plus time delay (SOPTD) model:

1 —9s

Cnls) = Z T 1)

(35)

The controller parameters were obtained as K¢ = 0.278, 1; =5, and tp = 1.2. The resulting
closed-loop system also has Mg = 1.59, which facilitated a comparison of controller perfor-
mance for controllers with the same level of robustness. The closed-loop response for the PID
controller tuned by SIMC method is also shown in Figure 4. The values of IAE and TV for the
controllers are presented in Table 2. Figure 4 shows that the proposed PID controller provides
faster set-point response and disturbance attenuation than the SIMC PID controller, demon-
strating the superior performance of MR-VRFT method.
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Tuning method Kc TI () Set point Disturbance
IAE TV IAE TV
Ex. 1 MR-VRFT 0.508 7.71 2.58 15.9 1.16 15.2 1.00
SIMC [13] 0.278 5 1.2 19.9 1.12 194 1.09
Ex. 2 MR-VRFT 0.209 17.4 2.29 13.0 0.487 8.43 0.156
SIMC [13] 0.177 255 1.41 14.0 0.416 144 0.157
Ex.3 MR-VRFT 3.98 9.79 1.86 7.69 15.6 2.52 3.03
Lee et al. [14] (first-order model) 3.26 10.6 1.63 8.84 12.5 3.31 2.96
Lee et al. [14] (second-order model) 3.99 114 1.89 8.0 15.8 2.86 3.05
Ex. 4 MR-VRFT —0.935 3.84 0.422 0.729 0.954 0.719 0.191
Ref. [15] —0.952 5.62 0.530 0.790 1.36 1.03 0.224

Table 2. PID controller settings and performance indices for the examples.

5.2. Example 2: integrating plant

Consider the following integrating plant:

_ # —0.5s
G(s) = AT e (36)

To implement the MR-VRFT method, an initial control system with a roughly tuned PID
controller (K¢ = 0.3, 71 = 10, and 7p = 1) was considered for generating closed-loop data, with
a sampling interval of 0.05.

Using the reference model given in Eq. (16) with the design target Mg = 1.62, we determined
the optimal 6 value to be 6% = 2.98 (A = 6.75). The corresponding PID controller parameters
are Kc = 0.209, 11 = 17.4, and 7p = 2.29, and the resulting closed-loop system has an M value
nearly identical to the design target. Figure 5 shows the closed-loop responses for the initial
and retuned (MR-VRFT) controllers for a unit step set-point change at t = 0 and a step-load
disturbance of magnitude 0.1 at t = 120. The response for the initial controller is rather
oscillatory. In fact, the initial closed-loop system has an Mg value of 3.92, indicating poor
robustness. Control performance can be considerably improved after the retuning using the
MR-VRFT method.

The proposed PID controller was compared with the SIMC PID controller which was tuned
using the following model:

1 —3s
Gm(S) = me 3 (37)

The SIMC controller parameters were obtained as K¢ = 0.177, 1; = 25.5, and 1p = 1.41. The
resulting closed-loop system also has Mg = 1.62. The closed-loop response for the PID control-
ler tuned by SIMC method is also shown in Figure 5. The values of IAE and TV for the



Data-Based Tuning of PID Controllers: A Combined Model-Reference and VRFT Method
http://dx.doi.org/10.5772/intechopen.75835

—-,

Ll m —am——
s

— LRYRIT
----- Imiia tuning
———— i

N 40 20 120 ‘180 Zon Zin
Time

Figure 5. Closed-loop responses for Example 2.

controllers are presented in Table 2. Clearly, the proposed MR-VRFT method provides favor-
able control performance, especially for disturbance rejection, compared with the model-based

method of SIMC.

In practice, plant data are inevitably corrupted by measurement noise. Figure 6 shows closed-
loop plant data that were corrupted by Gaussian white noise with a variance of 0.005; the data
were used to tune the controller by the MR-VRFT method. The optimal 6 value was deter-
mined to be 6" =2.99 (A = 6.77), and the resulting controller parameters were K¢ = 0.211,
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Figure 6. Noisy closed-loop data used for controller design in Example 2.
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71 = 18.2, and 1p = 2.21. By comparing the controller parameters obtained under noise condi-
tions with those obtained under noise-free conditions, no dramatic change is observed, which
verifies the applicability of the MR-VRFT method under realistic conditions. Moreover, simu-
lation results show that fast sampling of plant data could reduce the sensitivity of the MR-
VRFT method to the effect of measurement noise.

5.3. Example 3: unstable plant

Consider the following third-order delayed unstable plant studied in Lee et al. [14]:

1 —U.0s
GO = G D@+ D0s T D" " 38)

An initial closed-loop system with a roughly tuned PID controller (K¢ =2, 7; =20, and
Tp = 1) was assumed to generate plant data for controller design. The sampling interval was
chosen as 0.1. We applied the MR-VRFT method to design the PID controller using the
reference model given in Eq. (18), with an assigned Mg value of 2.25. The optimal reference
model parameter was determined to be p* = {60%, a*} = {1.389, 8.033} with A =2.09. The
corresponding PID controller parameters are K¢ =3.98, 1, =9.79, and 7p = 1.86, and the
resulting closed-loop system has Mg = 2.20, which is close to the design target. To show the
advantage of the MR-VRFT method over the previous VRFT method, the reference model
parameter was also determined by minimizing the following VRFT criterion for comparison:

p' = argminyer(p) = @ — WP (o) (39)

The result was obtained as p* = {6%, a*} = {1.481, 9.645} with A = 2.41. The corresponding
PID controller parameters are Kc = 3.49, 11 =11.7, and 7p = 1.77, and the resulting closed-
loop system has Mg = 2.07, which deviates from the design target. When a closed-loop system
has an Mg value closer to the design target, the closed-loop system matches the reference
model better. By comparing the Mg value of the closed-loop systems resulting from the MR-
VRFT and VRFT methods, it clearly indicates that the MR-VRFT method achieves a more
effective model-reference control design than the VRFT method does. Figure 7 shows closed-
loop responses for the initial and MR-VREFT controllers for a unit step set-point change at ¢ =0
and a unit step load disturbance at ¢ = 50. The control performance evidently improves
considerably after the retuning using the MR-VRFT method.

The proposed PID controller was compared with two PID controllers tuned by the model-
based method of Lee et al. [14] on the basis of the following first-order and second-order
models, respectively:

1 - 5
Gnls) =5 rees—1¢

_ 1 —0.939s
Cn2ls) = s =0 + 1) °

(40)

Both models provide accurate approximations; however, the second-order model is more accurate.
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Figure 7. Closed-loop responses for Example 3.

The control systems using the model-based controllers were tuned to have the same robustness
level of Mg=2.2. The PID settings are shown in Table 2 and the resulting closed-loop responses are
shown in Figure 7. The values of IAE and TV for all of the controllers are presented in Table 2. As
evident from the results in Table 2 and Figure 7, the proposed MR-VRFT method performs better
than the model-based design method with respect to both set-point tracking and disturbance
rejection. In addition, the model-based controller based on the second-order model provides better
performance than that based on the first-order model, which indicates that the model-based design
method requires an accurate process model to obtain improved PID settings. Because the availabil-
ity of accurate process models cannot be guaranteed, the proposed data-based method provides an
obvious advantage in controller design.

5.4. Example 4: application of a biochemical reactor

The biochemical reactor plays a major role in most of the biotechnological and chemical
industries. The MR-VRFT method was applied to the nonlinear biochemical reactor studied
by Vivek and Chidambaram [15]. The bioreactor modeling equations are as follows.

Biomass balance : ax _ (u—D)x;

dat
a
Substrate balance : % =D(xp5 —x2) — #_;1 (41)

Specific growth rate : yu = %
m + X2 + K1X2

15
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where x; is the biomass concentration, x; is the substrate concentration, x5¢is the substrate feed
concentration, and D is the dilution rate. The yield Y is assumed to be a constant. The model
parameters used for the simulation were

U =053h7 k, =0.12g/L; ki =04545L/g Y =04; xy =4.0g/L (42)
The nonlinear process has three steady-state operating points for a dilution rate of 0.3 h™'. An
unstable operating region with a steady-state value of (x15, x25) = (0.9951, 1.5122) is considered.
The dilution rate is the manipulated variable used to control the biomass concentration at the
unstable steady state. A time delay of 1 h is assumed in the measurement of x;.

Vivek and Chidambaram [15] calculated the PID parameters (see Table 2) on the basis of the
following identified unstable first-order plus time delay model:

—5.5903 6—1.01525

G IO
n(s) =5 emss 1

(43)

An initial closed-loop system with the PID controller proposed by Vivek and Chidambaram
[15] was considered to generate the plant data required to tune the controller. The MR-VRFT
method was applied to retune the PID controller by introducing a step change of 10% in the set
point of x1. To simulate realistic conditions, Gaussian white noise, with a standard deviation of
0.005, was added to the measurements as the measurement noise. The noisy closed-loop data
collected with a sampling interval of 0.01 h are shown in Figure 8. Using the reference model
given in Eq. (18) with the design target Mg = 2.6, the optimal reference model parameter was
determined to be p* = {0*, a*} = {1.084,3.736} with A = 0.966, and the corresponding PID
controller parameters are shown in Table 2.
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Figure 8. Noisy closed-loop data used for controller design in Example 4.



Data-Based Tuning of PID Controllers: A Combined Model-Reference and VRFT Method 17
http://dx.doi.org/10.5772/intechopen.75835

The proposed controller was compared with the initial model-based controller by simulating the
nonlinear model equations of the bioreactor. Figure 9 shows the closed-loop responses to a step
change of 20% in the set point at ¢ = 0, followed by a step disturbance of 4 g/L in the substrate

1.5 ! ! l
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Time (h}
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4] s 10 15 20 25 20 3z 40
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Figure 10. Closed-loop responses under variations in the process parameters for Example 4.
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feed concentration x, at t = 20 h. The corresponding values of IAE and TV, as presented in
Table 2, clearly indicate that the retuned control system using the MR-VRFT method outper-
forms the initial control system. The proposed controller shows a rapid attenuation of the
disturbance. The overshoot in the set-point response for the proposed controller is moderately
large, but the response is less oscillatory with a shorter settling time compared to that of Vivek
and Chidambaram [15] (i.e., the initial controller). It is noted that the excessive overshoot can be
reduced by applying the set-point weighting to the proportional mode of a PID controller.

Figure 10 shows the closed-loop responses of the controllers when a 30% increase in the process
parameters k,, and k; has occurred. The response for the controller of Vivek and Chidambaram
[15] became highly oscillatory compared with that of the proposed controller, indicating the
superior robust performance of the proposed controllers. This example demonstrates that the
MR-VRFT method is promising for industrial applications.

6. Conclusions

In this chapter, a novel and systematic data-based PID design method based on combined
model-reference and virtual reference feedback tuning is presented. With the optimized reference
model using the model-reference criterion, the optimal PID controller can be efficiently designed
in the framework of VRFT. By choosing an appropriate structure of the reference model, the
proposed MR-VRFT method applies to a wide variety of process dynamics and deals with stable,
integrating, and unstable processes using the same unified procedure. Simulation studies show
that PID controllers designed by the MR-VRFT method fulfill the user-defined robustness spec-
ification, indicating that an effective model-reference control design is achieved, and they also
exhibit favorable control performance when compared to the model-based PID controllers.
Therefore, the MR-VRFT method is a promising PID controller design method for industrial
application, and it can be used to improve the performance of existing underperforming PID
controllers through the retuning of the controller parameters using routine operating data.
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Abstract

The specification of controller setting for a standard controller typically requires a trade-off
between set point tracking and disturbance rejection. For this reason, two simple strategies
can be used to adjust the set point and disturbance responses independently. These strate-
gies are referred as controllers that have two degree of freedom. Unfortunately, the tuning
parameters of the model uncertainty at two degree of freedom structure controller are
difficult to obtain. Maximum peak-gain margin (Mp-GM) tuning method has been intro-
duced to obtain the setting parameters of two degree of freedom structure controller based
on model uncertainty. This tuning method is able to obtain reasonable controller parameters
even under process uncertainties on standard two degree of freedom IMC. This research
was conducted to develop maximum peak-gain margin tuning method for another two
degree of freedom structure controller such as two degree of freedom IMC by Kaya [9] and
two degree of freedom PID. The simulation results show that the maximum peak-gain
margin tuning method can give a good target set point tracking, disturbance rejection, and
robustness in two degree of freedom structure controller system.

Keywords: two degree of freedom structure controller, IMC, PID, maximum peak,
gain margin

1. Introduction

The process control is one of the important component parts in industries which is useful to
keep and maintain the operating conditions of processes working on the desired performance.
The development of this issue had begun since 1940. It is characterized by using PID controller
in industries. Nowadays, PID control system is widely used as the basic control technology,

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [{cc) ExgINEN
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because the PID controller uses a simple control algorithm [1]. Although the development of
PID controller is rapid, it still does not produce maximum results especially for the process
with large time delay. This is due to the disturbance that is not detected immediately (only can
be detected until a certain time with delay) and also control actions based on the delay that are
not in accordance with the purpose of information and need some time to determine its effects
on the process.

To overcome this weakness, a new structure controller has been developed. This structure
controller is called as internal model control (IMC) controller (Figure 1) [2, 3]. The philos-
ophy of this structure stated that if the process model is an exact representation of the
process that will be controlled, then it is possible to obtain the ideal control in 1IDOF-IMC
without any feedback. But in fact, the process model may not be invertible and some
disturbances may enter the system so that the feedback path control is still necessary.
Unfortunately, IMC design is intended only for the set point problem and the disturbance
rejection responses still cannot be expected in many cases. So, this controller provides
a good response for the set point tracking and a very slow response for the disturbance
rejection case [4].

The specification of controller settings for a standard controller typically requires a trade-off
between set point tracking and disturbance rejection. For many single-loop controllers, it is
extremely difficult to obtain the specification in one degree of freedom structure controller
settings. Fortunately, there are two simple strategies that can be used to adjust the set point
and disturbance responses independently. These strategies are referred as controllers with
two degree of freedom structure controller [5]. The design of these control systems is a
multiobjective problem, so that a two degree of freedom (abbreviated as 2DOF) controller
system has more advantages than a one degree of freedom (abbreviated as 1DOF) controller
system. This fact was already stated by Horowitz, but it did not attract the general attention
from engineers for a long time, until 1984, two decades after Horowitz’s work, when a
research to exploit the advantages of the 2DOF structure for PID control systems was
eventually started [6].

—_—> Gy

Figure 1. The structure of one degree of freedom IMC controller.
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Many researches have proposed new various configurations of 2DOF structure control for PID,
IMC, fuzzy logic controller, etc. Unfortunately, this is not followed by the study of 2DOF
controller tuning method. The research conducted for 2DOF tuning method is still very rare,
especially for the process with uncertainty. Maximum peak-gain margin (Mp-GM) tuning
method has been proposed to obtain setting parameter of 2DOF structure controller based on
model uncertainty. This tuning method is able to obtain the good controller parameter even
under process uncertainties on standard 2DOF IMC structure controller [7]. The stability and
robust Mp-GM tuning method has potential to be implemented into the other 2DOF structure
controllers, both 2DOF PID controller and 2DOF IMC controller. This chapter studies the
analytical procedure of implementation of Mp-GM tuning method to the other 2DOF structure
controller under process uncertainties.

2. Two degree of freedom PID structure controller

For many single-loop controls, disturbance rejection is more precedent to be attained than set
point tracking. Hence, the tuning methods hold a dominant role to reach this goal. Unfortu-
nately, 1DOF structure controller can only arrange one parameter so that a trade-off between
set point tracking and disturbance rejection cannot be reached. If the parameters give good
enough response for set point tracking, it will give a slow response for the disturbance
rejection and vice versa. This leads to the difficulty for stabilizing the control response simul-
taneously between set point tracking and disturbance rejection [5]. To overcome this weakness,
a new simple control strategy has been developed to arrange the set point tracking and
disturbance rejection controller independently without affecting each other. This method is
called as (2DOF) strategy controller. The research of 2DOF strategy control for PID controller
began since 1984. In 2DOF PID structure control, controller which is used to control set point
tracking and disturbance rejections can be in PI, PD, or PID form controller. In 2003, there are
some new variations developed for 2DOF PID structure controller such as 2DOF PID filter set
point as shown in Figure 2 [6].

d p| Gd

A

—»| F(s) _L@_. C'(s) o P(s) _..Y

Ysp -

Figure 2. 2DOF-PID filter set point.
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The structure of 2DOF-PID filter set point was developed by adding filter function in PID
controller conventional (F(s)) that was used for controlling set point tracking, whereas PID
parallel controller with approximate derivative was used for controlling disturbance rejection.
Algorithm of F(s) and C'(s) controller for controlling set point tracking and disturbance rejec-
tion can be seen in Egs. (1) and (2), respectively.

14+ 1 —a)ty(s) + (1 — B)ti(s)tpD(s)

) = ® + () wDE) ®
C'(s) =k, {1 + Tils + TDD(S):| @)
D(s) = —> €)

Another variation of 2DOF-PID that is showed in Figure 3 was developed by added feedback
loop from output y directly to input u which will be compared with conventional PID control-
ler (Cy(s)), which is called as feedback compensator that is used for controlling disturbance
rejection). Ci(s) will be used as set point tracking controller. Algorithm for C.(s) and Cy(s)
controller was given by Egs. (4) and (5) [6]:

C(s) =k |(1—a)+ Tils + (1 - B)wpD(s) (4)
Cy(s) = ky[a + ptpD(s)] (5)

In 2011, another structure called as 2DOF-PID Vilanova was developed and was given in
Figure 4. Figure 4 shows that C(s) is used as set point tracking, Cyq(s) as disturbance
rejection control, and P(s) as transfer function process. Cy4(s) was placed in the feedback loop
to give a significant influence in maintaining stability without depending on the weighting
factor set point tracking. For set point tracking controller, a filter is inserted in the path of the

4—>»| Gd

+ E

Cils) —:@——a P(s) + Y
Yip - -

Figure 3. 2DOEF-PID feedback.
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Figure 4. 2DOF-PID Vilanova.

conventional PID controller. Transfer function of Cg, and Cyq was given by Egs. (6) and (7),
respectively [8].

Clo) =k [p o) ©
C,(s) = k. {1 + % n TD:| @)
I

where k;, is proportional to gain controller, t; the is integral time constant, tp, is the derivative
time constant as “basic parameters,” and a and {3 variables as parameters for 2DOF controller.
The range value of parameters a and 3 is between 0 and 1. All parameters in 2DOF-PID filter
set point and feedback will be treated as adjustable parameters. The t parameter in approxi-
mate derivative Eq. (3) is set as tp/d, where 0 is called the derivative gain. The fixed value of &
can be determined by traditional step. The research stated that the change of d does not
influence the optimal value of all parameters in this structure drastically [6], while in 2DOF-
PID Vilanova, the controller parameters will be determined by analytical robust tuning (ART)
method. This tuning method used approach of the robustness-performance to determine
controller parameters [8].

Beside 2DOF-PID, research on 2DOF controller also performed on controller with model
principle like 2DOF-IMC. 2DOF IMC (Figure 5) structure controller was developed which
aimed to cover a very slow response for disturbance rejection at IDOF-IMC. This controller
consists of controller for set point tracking (G¢) in the open loop and disturbance rejection
(Ge2) in the feedback path as shown in Figure 6. This structure configuration shows if there are
no errors in the model and there are no disturbance enter to the process, it will need open loop
path control only to get the ideal control response where the output will be same with set
point. In fact, none of the models exactly same with the process and disturbance will always
enter to the process in the field so that will be required a feedback loop to overcome these
problems [2].
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GaGyyy, + (1~ GaGp) Ga

_ 8
¥ 1+ Gcz (Gp - Gpm) ( )

If Gp = Gpm,

e = (1-GpGa)d — (1 - GpGa)Ysp )

From Eq. (9), it can be assumed that G., was designed for disturbance rejection (d). If G, was
designed exactly with G, then the disturbance rejections cannot be eliminated optimally.
Therefore, it is necessary to do tuning to get an optimal control result [2]. Unfortunately, the
research for 2DOF controller tuning method is still extremely rare. Most studies were
conducted only on the development of the new structure configuration of 2DOF structure
controller. As in 2004, a new structure configuration was proposed for 2DOF IMC called as
2DOF IMC Kaya. This structure was designed for controlling integrating process with small
time delays. Besides that, this structure is also used for the tuning of proportional derivative

PY:
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l e
Figure 5. 2DOF-IMC standard.
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Figure 6. 2DOF-IMC Kaya.
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(PD) controller using gain and phase margin stability principle. As show in Figure 6, G; and
G, in 2DOF-IMC Kaya are going to be located in the close loop of the structure. G will be
used for set point tracking and G, for disturbance rejection [9]. Besides 2DOF IMC controller,
there is another controller that has model principle like Smith Predictor (SP), and nowadays, it
is developed in 2DOF controller form. 2DOF SP structure controller has been applied on the
integrating process with large time delay. The results show that 2DOF SP controller is able to
gain fast and stable response for disturbance rejection [10].

3. Tuning method for two degree of freedom structure controller

The purpose of controller tuning is to determine the controller parameter to obtain appropriate
control parameters in order to achieve stable closed-loop performance robustly. The controller
performance is expected to be stable and robust when the variable control at desired set point
and the disturbance can be eliminated as soon as possible [11]. The proposed 2DOF controller
tuning method has been started since the structure developed in 1984. Tuning of 2DOF
controller is developed in the form of proportional derivative (PD) or proportional integral
derivative (PID) controller. Unfortunately, this tuning did not provide an analytical explana-
tion for the controller parameters. Besides that, there is no guarantee that a stable response and
robust process can be produced [4]. Furthermore, another tuning has been developed for
2DOF PID structure controller with principle multiplication from dominant pole on sensitivity
and complementary sensitivity function [12]. This tuning has only been developed for the
integrating process with small time delay. Additionally, this tuning involves weighting factor
in variables for both proportional and derivative part in PID controller which is used for both
set point tracking and disturbance rejections. In 2008, another research has been done to
develop a tuning for 2DOF PI/PID structure controller with analytical approaching. This
tuning was called as analytical robust tuning (ART), which is also using a weighting factor in
variable of proportional controller for the case with perfect models. Analytical approaching in
this tuning depends on the process being controlled. To control FOPDT process, the propor-
tional integral (PI) controller will be used for set point tracking and disturbance rejection.
Nevertheless, when SOPDT process is to be controlled, the proportional integral derivative
(PID) controller will be used [4]. Tuning for 2DOF-PID filter set point has been done by Zhang
et al. at 2006, but the tuning was used for integrating process and the dead time of process is
approximated with two-order Pade approximation so that the equations become more com-
plicated [13].

For the 2DOF IMC structure controller tuning, most of them are still being developed for the
case with perfect model, where the transfer functions process and model are exactly equal. One
of the researchers who developed a tuning for the case of uncertainties is Brosilow and Joseph.
They used the principle of the resonant peak of the complementary sensitivity function to
develop a tuning for 2DOF IMC structure. The tuning was called as maximum peak (Mp)
tuning [14]. Unfortunately, this tuning can only be used for IDOF IMC structure. Furthermore,
it can be done by using the maximum peak (Mp) principle that was developed by Brosilow
and Joseph, Stryczek et al. to propose IMCTUNE. This tuning can be implemented not only in
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the 1DOF and 2DOF structure controller but also on the other structures, such as 1DOF PID
and model state feedback (MSF)-IMC. Unfortunately, IMCTUNE needs partial sensitivity
functions from the transfer function of disturbance which is difficult to be modeled [3]. To
overcome this weakness, in 2013, maximum peak-gain margin (Mp-GM) tuning has been
proposed to obtain setting parameter of 2DOF structure controller based on model uncertainty.
By using maximum value of complementary sensitivity function of 1DOF IMC structure to
determine parameter control for set point tracking and gain margin (GM) values to determine
parameter control for disturbance rejection, this tuning method is able to obtain a good
controller parameter when it is even under process uncertainties on standard 2DOF IMC. The
steps for Mp-GM tuning will be explained more clearly in the next section [7].

4. Maximum peak-gain margin tuning method

Orne of the newest tuning method that was developed to handle the case control with para-
metric uncertainty is maximum peak-gain margin (Mp-GM) tuning method. This tuning
method consists of three steps with all figure to determine the parameter value of Mp-GM
tuning given in Figure 7. The initial step in Mp-GM tuning is determining the worst case of
uncertainty model. Worst case is a condition when transfer function process is not same with
model. The worst case can be found from the limit of the uncertainty model in terms of upper
and lower on process model parameters. This condition usually occurs at the uncertainty
model with the larger (upper limit) steady-state gain process, the larger the (upper limit) time
delay, the smaller the (lower limit) process time constant. The worst case can be identified as
the biggest maximum value of magnitude of frequency response of complementary sensitivity
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Figure 7. Magnitude of |T(jw)| vs. frequency response (w) to get the worst case.
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function which can be seen in the Figure 7. When determining the worst case, the filter time
constant (t) value will be set equal to the time delay of no error in the model [7].

The second step is specifying the parameter of set point controller (Gc;) using complementary
sensitivity function of 1DOF-IMC structure, based on the maximum peak stability criterion. By
using algorithm of Eq. (10) below:

_1Tps+1
CkMAs+1

Ga (10)

where k is the gain process, T is the time constant process, and A; is the filter time constant
parameter, the parameter A; is the parameter of set point controller. The filter time constant
parameter can be obtained by looping the value of A; (the filter time constant Gc;) in calculat-
ing complementary sensitivity function so that acquired max |T(jw)| will be 1.05 in the range of
frequency w equal to 107°~10°. For the first looping, A; will be set equal to the time delay (6) of
no error in the model divided by 20. Calculation results are displayed in the graphical fre-
quency form which is shown in Figure 8 [7].

The third step is obtaining parameter of disturbance rejection controller (G,) using open loop
transfer function of 2DOF structure controller based on the gain margin criterion. The distur-
bance rejection parameter is obtained by looping the value of a in calculating transfer function
open loop so that the acquired GM will be 2.4. For the first looping, « is set equal to the filter
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Figure 8. Magnitude of |T(jw)| vs. frequency response (w) to determine A;.
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time constant parameter disturbance rejection controller (A;) by setting ratio of A, to A; as
much as 0.9. This calculation is using Eq. (11) below:

_Ims+las+1
7k/\15+1/\25+1

@ 11)

where A, and a are the filter time constant parameter and lead parameter at disturbance
rejection controller, respectively. The result will be plotted into the Nyquist plot as can be seen
in the Figure 9 [7].

To see the results of Mp-GM tuning, the used IMCTUNE will be required as the comparison. To
get parameter controller by IMCTUNE, Mp-tuning software was used [2]. Based on Figure 10, it
can be seen that this tuning method is able to obtain a good controller parameter when it is even
under process uncertainties on standard 2DOF IMC [7].

5. Maximum peak-gain margin tuning method for 2DOF IMC Kaya and
2DOF PID feedback

Four examples of FOPDT cases can be considered to illustrate the use of the Mp-GM tuning
method on 2DOF structure control. The examples cover FOPDT cases model with ¢ < 1 and
9> 1 where process time constant or dead time is fixed. The assumption for uncertainty model
is the deviation £20%. As described earlier, the worst case will be determined as the maximum
value of the calculation of complementary sensitivity function of 1DOF-IMC controller that
was given in Eq. (13), with Eq. (12) as process and model transfer function.

ke—@s
Gy = Gom = (12)
. GqG
T(jw) = Ty, (13)

"1+ Ga(Gy — Gym)

The first FOPDT case model where the variables are gain and dead time with < 1 is described

as below.
ke_Hs
Gp = ,0.8<k<12,16<7<24 and 9.6<0<12 (14)
s+ 1
e—lOs
Gp, = 15
Pm = 205 + 1 (15)
0.5
Gd = 16
2541 (16)

By using Mp-GM tuning, it is obtained that the worst case of the plant is the condition with
k=1.2, t=16, and 0 = 12. The second FOPDT case where the variables are gain and dead time
with € > 1 is described as below.

31



32

PID Control for Industrial Processes

—0s
Gp = ke ,0.8<k<1.2,1.6<7<24 and 9.6<6<12 (17)
s+ 1
e—lOs
= 1
CPn=2511 (18)

where the parameter of the worst case of the plant is the condition with k = 1.2, T =24, and
0 =12, respectively. The third FOPDT case model where the variables are gain and process time
constant with ¢ < 1 is described as below.

—0s
Gp:ke ,1.6<k<2.4,2.4<t<3.6and 1.2<0<18 (19)
s+ 1
8_1‘55
Gp, = 20
P 3s+1 (20)

The worst case plant is obtained under the condition with k = 2.4, Tt =2.4, and 0 = 1.8. The
fourth FOPDT case model where the variables are gain and process time constant with 2 > 1 is
described as below.

—0s
Gp:ke ,1.6<k<2.4,2.4<t<3.6and 64<60<9.6 1)
s+ 1
6785
Gp, = 22
P 3s+1 (22)

The worst case plant is obtained under the condition with k=2.4, 1=3.6, and 6 = 9.6.

Parameter value of set point tracking (A;) of 2DOF-IMC Kaya was also determined by calcula-
tion in Eq. (13), so that acquired maximum value of complementary sensitivity function will be
1.05. The implementation of the Mp-GM tuning in 2DOF-PID feedback has been done with the
same method as the one of 2DOF-IMC Kaya. Therefore, by using Eq. (23) for approximation of
set point tracking, controller form in structure 2DOF-PID feedback was obtained. The value of

filter time constant G (A1) of 2DOF-IMC Kaya was also used to get parameter controller in
2DOEF-PID feedback.

Gcl (S)

Gl =12 GomGa (5)

(23)

In order to improve the controller’s performance, the dead time can be approximated using a
first-order Taylor series expansion such as Eq. (24);

e ®=1-06s (24)

By substituting Egs. (10) and (12) into the Eq. (23), Eq. (25) can be obtained. Eq. (25) can be
approximated into the proportional integral (PI) controller form as Eq. (26).
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1 7s+1
- 2
Gl = ks 1 05 @5
Ci(s) =k 1—|—i (26)
r = K¢ s
where:
1 1
ke= kA1 +6
T = Tp

To determine the parameter value of A, and a as parameter disturbance rejection controller in
2DOF-IMC Kaya, the same steps are used. By using Eq. (27), one can obtain parameter
disturbance rejection by looping the value of a in calculating transfer function open loop, so
that the acquired GM will be 2.4 by setting ratio of A, to A; as much as 0.9.

Gy = GQGP + Ga (Gp — Gpm) (27)

whereas disturbance rejection controller at 2DOF-PID feedback will have same transfer func-
tion form with controller that is used in 2DOF-IMC Kaya. The transfer function is given in
Eq. (11). As a correction factor, parameter gain of disturbance rejection controller will be
multiplied by 0.5 in 2DOF-IMC Kaya and by 0.3 in 2DOE-PID feedback. Parameter values of
2DOF-IMC Kaya and 2DOF-PID feedback are given in Table 1.

The implementation of Mp-GM tuning method into 2DOF-PID filter set point and Vilanova
structure control has been done with the analogies that of 2DOF-IMC standard, so that one
uses Eq. (29) for approximation of set point tracking controller form in structure 2DOF-PID
filter set point and Eq. (30) for approximation of set point tracking controller form in structure
2DOF-PID Vilanova. The parameter A, (the filter time constant) was obtained by using Eq. (13)
so that acquired maximum value of complementary sensitivity function will be 1.05.

Variation of FOPDT cases that used Parameter values of PI for Parameter values of 2DOF-IMC controller and

set point tracking disturbance rejection in 2DOF-PID feedback

controller controller

ke Lt Aq Ay a
First case 0.7051 20 18.366 16.5294 22.2694
Second case 0.2539 2 14.792 13.3128 16.4128
Third case 0.0807 3 2.776 2.4984 3.3784
Fourth case 0.0759 3 11.772 10.5948 13.0948

Table 1. Parameter values of 2DOF-IMC Kaya and 2DOF-PID feedback.
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To get the parameter value of A, and a, one can use Eq. (28) as the open-loop transfer function
of 2DOF-IMC standard. By looping the value of a in the calculation of open-loop transfer
function, one can get the acquired GM of 2.4 by setting ratio of A, to A; as much as 0.9.

Gor = G (Gp - Gpm) (28)
o Gcl (S)

F(S) B GCZ (S) (29)

Cyls) = 218 0)

1= GyuGals)

Substituting Egs. (10) and (11) into Eq. (29) will give PD controller as set point tracking
controller in 2DOF-PID filter set point;

As+1

as+1 (1)

F(s)

Substituting Egs. (10) and (12) into Eq. (30), one can obtain Eq. (32). This equation will be used
to approximate the function into PID series with derivative filter controller form in Eq. (33) as
set point tracking controller in 2DOF-PID Vilanova.

1 AMts? + (A +1)s+1
C == 32
() k(AAs +a0)s? + (A + Ay —a+0)s (32)
s+ 1 ps+1
s =k
C”p(s) C( T8 ) (ATDS + 1) (33)
where:
05xT
ke =
k(/\l +A2+6 —0()
T =T
D = /\2
A A1Ar + af

Az(/\l + A+ 0 —0()

For the disturbance rejection on 2DOF-PID filter set point and Vilanova controller, one can
obtain the same controller form like Egs. (34) and (35).

Gcz (S)

CY=Cul) =7=G, Gald)

(34)

b 1 ats? + (a+1)s + 1
€)= Culs) = i ¥ a2 + (h + M —a+ 0% 55)
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Eq. (35) for disturbance rejection controller will be approximated into PID series with deriva-

tive filter form as Eq. (36)
) :kc<715+1) ( Tps+1 ) (36)

TI8 Atps+1
where:
K — 05xt
k(M +A+0—a)
=1
=«
A1y + aB

:a()\1+/\2+6—a)

The gain parameter controller of PID series with derivative filter that is used on 2DOF-PID
filter set point and 2DOF-PID Vilanova will be multiplied with weighting factor equal to 0.5 as
factor correction. As a comparison to see performance of Mp-GM tuning, analytical robust
tuning (ART) proposed by Vilanova was used [4]. Parameter values of 2DOF-PID filter set
point are given in Table 2 and 2DOF-PID Vilanova is given in Table 3.

The response of 2DOF IMC Kaya and 2DOF-PID which had been tuned with Mp-GM in the
FOPDT case model with variations of ratio of dead time (0) and process time constant (t) for 0
fixed is presented in Figures 11 and 12, while t fixed is presented in Figure 12. The worst case
in FOPDT case with ratio dead time and time constant process lower than 1 was found from
the larger (upper limit) steady-state gain process, the larger the (upper limit) time delay, the
smaller the (lower limit) process time constant. On the other hand, in FOPDT case with ratio
dead time and process time constant more than 1, the worst case was found on the upper limit
on all parameters of process model. Figures 11 and 12 with the control action of 2DOF-IMC
Kaya that was tuned by Mp-GM showed that processes with ratio dead time and process time
constant more than 1 at fixed dead time gave smaller IAE and faster settling time toward
desired set point. On the other hand, processes with ratio less than 1 produce sluggish control

Variation of FOPDT cases that used Parameter values of 2DOEF- Parameter values of PID series with derivative
IMC standard for disturbance rejection controller
A A A k. T D A
First case 12.35 11.115 20.295 1.5186 20 20.295 1.2789
Second case 11.365  16.4128 237185  0.2539 2 23.7185 1.8922
Third case 1.854 1.6686 3.0486 0.7599 3 3.0486 1.2739
Fourth case 9.543 8.5887 20.1687  0.2516 3 20.1687 2.0231

Table 2. Parameter values of 2DOF-PID filter set point.
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Cases Mp-GM tuning Parameter values of PI
controller using ART
Parameter values of PID series with Parameter values of PID series with method
derivative for set point tracking derivative for disturbance rejection
controller controller
k. Ty ™D A ke Ty D A ke T
Ist 1.5186 20 11.115 2.3241 1.5186 20 20.295 1.2728 0.582 19.867
2nd  0.2539 2 10.229 4.3877 0.2539 2 23.719 1.8922 0.116 1.7867
3rd 0.7598 3 1.6686 2.3275 0.7598 3 3.0486 1.2739 0.291 2.98
4th 0.2515 3 8.5887 4.7508 0.2515 3 20.169 2.0231 0.091 2.7055

Table 3. Parameter values of 2DOF-PID Vilanova.

===FOPDT cave with ratio dead time and fime constant fower than 1, TAE = 36.66
—— FOPDT case with ratio dead fime and time constant more than I, TAE = 34.49

Output Response (y)

0 =0 m

%
L
Time (1)
Figure 11. Responses of 2DOF-IMC Kaya with dead time fixed.

action. The reason was that at processes with ratio less than 1, it produced bigger process time
constant, so that it gave sluggish control action. While for the case in which process time
constant is fixed, then processes with ratio dead time and process time constant greater than 1
produce smaller IAE and faster settling time to reach desired set point. Processes with ratio
less than 1 have a smaller dead time so that it can produce faster control action with smaller
overshoot. The use of the same transfer function of disturbance rejection cause control action
that was produced in 2DOF-PID feedback was almost the same as response that was resulted
in 2DOF-IMC Kaya controller.

Using the 2DOF-IMC standard that was tuned by Mp-GM method to be applied for 2DOF-PID
filter set point and 2DOF-PID Vilanova causes both of the them to produce somewhat the same
response. Figures 13 and 14 showed that the processes with ratio dead time and process time
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Figure 12. Responses of 2DOF-IMC Kaya with fixed time constant process.

constant more than 1 produce a faster response with smaller IAE and overshoot in either dead
time or process time constant is fixed. The output response of 2DOF-PID Vilanova structure
which was tuned by Mp-GM tuning and ART method showed that Mp-GM produced control
action with smaller overshoot and smoother than ART method even though Mp-GM method
gave bigger IAE value with dead time fixed. On the other hand, Mp-GM gives sluggish control
action with bigger IAE than ART method in case FOPDT with ratio dead time and process time
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Figure 13. Responses of 2DOF-PID Vilanova with fixed dead time.
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Figure 14. Responses of 2 DOF-PID Vilanova with fixed time constant process.

constant larger than 1 at process time constant fixed. As for the case with ratio less than 1, Mp-
GM and ART methods gave somewhat same results. All cases showed that Mp-GM can give
same and better response with an easier way than ART method. But in overall, all of the
FOPDT cases that are used showed good results for set point tracking and disturbance rejec-
tion both on 2DOF-IMC Kaya or all of 2DO-PID controller that used in this research. This can
be seen from controller response, which can be returned to its desired condition when there is a
change of the set point and the load. The weighting factor which was added as a correction
factor at the equation for calculation of parameter gain controller can have faster response, so
that it needs less time to reach a desired set point. These results show that Mp-GM tuning
method can be implemented in other 2DOF structure controllers.

6. Mp-GM implementation for simulation of temperature control on CSTR
reactor using Simulink and HYSYS

In the previous section, the Mp-GM tuning has been proven capable of being implemented on
2DOF controllers to control various processes using Simulink simulation to see the control
response. Furthermore, Mp-GM method will also be used for tuning the control of a real
process modeling using HYSYS program. The process to be used as a model is the process of
hydrolysis of propylene oxide to produce propylene glycol. The hydrolysis reaction is
assumed to be of one-order with the expected 50% reaction conversion. Propylene oxide as
limiting reactant and water as an excess reactant. This reaction is a type of exothermic reaction,
so that a CSTR reactor with coolant is used as a heat absorbing medium generated from the
reaction. Design data for the CSTR are provided in Table 4.
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Based on the derivation of the equation, one can obtain the function transfer equation in the
form of second-order Laplace transform for the influence of the feed temperature to the
reaction temperature as in Eq. (37)

_1,45825 + 12,249
P52 43,1937s + 13,1413

G 37)

To facilitate the implementation of the Mp-GM tuning method, the second-order function
transfer equation is approximated by the Skogestad’s “Half rule”

6_0’ 12s

~0,082s2 + 0,261s + 1,0728

Gy (38)

Furthermore, to obtain the first-order function transfer form, Eq. (38) is then approximated by
Panda method so that the Eq. (39)

0,932¢ 020

P 70,2435 + 1 39)

The inconsistency parameter is assumed to be +20% of the transfer of the process model
function in Eq. (39) as 0.7456 < k.<1.1184; 0.1616 < t < 0. 2424 dan 0.1944 < 0 < 0.2916.

Input Output
Manual Simulation Error (%)
The concentration of propylene oxide (Ibmol/ft’) 0.132 0.066 0.06587 0.002
The concentration of propylene glycol (Ibmol/ft’) — 0.066 0.06613 0.002
Temperature (°F) 60 102.64 102.64 -
Pressure (psia) 16.17 16.17 16.17 -
Energy Coolant (Btu/hr) ~7.837 x 10° —

Table 4. The simulation data of input and output of CSTR reactor on propylene oxide hydrolysis process to produce
propylene glycol.

Reactor
Vent

PropOxide l‘ '
Mixer Out

VWater Reactor

Mix-100 Reactor Prods

Coolant

Figure 15. Steady-state simulation of propylene oxide hydrolysis process to produce propylene glycol using CSTR
reactor with HYSYS.
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Figure 16. Comparison of temperature control responses in the process of hydrolysis of propylene oxide with CSTR
reactor with disturbance +20% change in feed temperature simulation Simulink.

Based on transfer function of process, the value of process model parameters, respectively, for
kp, tp, and 0O is 3.22, 0.97, and 0.15 was obtained. The parameter values for the worst case
process are each of 3.864, 0.776, and 0.18.

Based on the simulation using Simulink and HYSYS software, the control result profile for
disturbance change +20% from the propylene oxide feed temperature is given in Figures 16
and 17. Figures 16 and 17 show that the resulting control profile gives almost the same result.
From simulation using Simulink and HYSYS, it is shown that the use of Mp-GM tuning gives
faster control response to achieve stability with smaller IAE compared with autotuner method.

Time
{minute}
200F FID Controller with autatungr  ——-—- 200F PID contreller with Mp-Gr tuning

Figure 17. Comparison of temperature control responses in the process of hydrolysis of propylene oxide with CSTR
reactor with disturbance +20% change in feed temperature simulation HYSYS.
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Based on the calculation with Simpson rule method 1/3 obtained IAE value for 2DoF PID
controller with autotuner and 2DoF PID controller with a Mp-GM tuning of 1221.721 and
528.3267. Similar results were obtained from the control response profile with disturbance
—20% of the propylene oxide feed temperature as given in Figures 16 and 17. The control
response with 2DOF PID controller with Mp-GM tuning gives better results when viewed
from the control response profile or the resulting IAE value. Where based on Simpson rule
method 1/3 obtained IAE value for 2DoF PID controller with autotuner and Mp-GM tuning is
equal to 924.2412.

7. Conclusion

A maximum peak-gain margin (Mp-GM) tuning method has been used for 2DOF-IMC Kaya
and 2DOF-PID. The simulation results show that the maximum peak gain margin tuning
method can give a good target set point tracking, disturbance rejection, and robustness in
system 2DOF structure controller with a little addition step. All of the process of FOPDT with
different ratio of dead time and process time constant showed good responses. Mp-GM tuning
is able to give better response than analytical robust tuning (ART) at the 2DOF-PID Vilanova
structure control. The implementations of Mp-GM tuning on another model controller like
2DOF-IMC Kaya follow the similar steps by adding a correction factor of 0.5 multiplied by
transfer function disturbance rejection. The implementations of Mp-GM tuning on another
2DOE-PID consist of three ways:

1. Determining the worst case as maximum value of complementary sensitivity function of
1DOF-IMC controller.

2. Determining parameter A; by looping A; in calculating Eq. (13) so that acquired maximum
value of complementary sensitivity function will be 1.05 (for first looping, A; will be set
equal to 0), while for parameter A, and a will be obtained by looping the value of a in
calculating Eq. (27) for 2DOF-PID feedback and Eq. (28) for 2DOEF-PID filter set point and
Vilanova so that the acquired GM will be 2.4 by setting ratio of A, to A; as much as 0.9.

3. Substituting the value of k, 1, 0, A1, A, and « into the previous equations that have been
derived to obtain parameter value of PID controller (k. T, ™, A) that will be used in
2DOF-PID controller.
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Abstract

In this chapter, it is demonstrated that when using advanced evolutionary algorithms,
whatever the adopted system model (SOSPD, nonminimum phase, oscillatory or
nonlinear), it is possible to find optimal parameters for PID controllers satisfying simulta-
neously the behavior of the system and a performance index such as absolute integral
error (IAE). The Multidynamics Algorithm for Global Optimization (MAGO) is used to
solve the control problem with PID controllers. MAGO is an evolutionary algorithm
without parameters, with statistical operators, and for the optimization, it does not need
the derivatives, what makes it very effective for complex engineering problems. A selec-
tion of some representative benchmark systems is carried out, and the respectively two-
degree-of-freedom (2DoF) PID controllers are tuned. A power electronic converter is
adopted as a case study and based on its nonlinear dynamical model, a PI controller is
tuned. In all cases, the control problem is formulated as a constrained optimization
problem and solved using MAGO. The results found are outstanding.

Keywords: evolutionary algorithms, PID controller, nonlinear model, MAGO, 2DoF
PID-based controllers, SOSPD model, control benchmark, power electronic converters

1. Introduction

It is well known that most of 90% of the closed-loop implemented strategies are PI or PID
controllers [1]. Since its introduction in 1940, researchers’ interest has been focused on the
development on simplistic but effective tuning rules for PID controllers [2]. For any industrial
plant without resonant characteristics, a SOSPD model can represent the dominant dynamics

© 2018 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of the Creative
InteChOpen Commons Attribution License (http://creativecommons.org/licenses/by/3.0), which permits unrestricted use,
distribution, and reproduction in any medium, provided the original work is properly cited. [{cc) ExgNN
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and that a suitable PID tuning can be achieved [3]. Moreover, Astrém and Hagglund proposed
a collection of systems models with various difficulties of control that are suitable for testing
PID controllers. Those models illustrate systems with various difficulties of control. Neverthe-
less, SOSPD representation is limited, and a wide range of process dynamics can be found, for
example, process with a non-minimum phase behavior or oscillations. Therefore, PID control
traditional tuning is not well suited for most of the complex problems. The trend remains in
the so-called two degree-of-freedom (2DoF) PID controllers [4]. The 2DoF PID control struc-
ture has two components: one to tune the controller considering the regulatory closed-loop
mode performance and robustness and the second one to improve the servo-control behavior.
2DoF PID tuning could be also based on a system transfer function. A 2DoF PID control
structure is the option to achieve simultaneously a good system performance as both regulator
and servomechanism modes what is a challenge of control requirements for a traditional PID
controller.

Evolutionary algorithms (EA) have been proved to be an effective tool to optimal PID control-
lers tuning [5]. In general, EA is considered as an optimal algorithm that is able to deal with ill-
defined problem domain such as multimodality, discontinuity, time variance, randomness and
noise [6]. MAGO as EA does not work with genetic operators. MAGO operators are inspired in
numerical derivation applying the Nelder-Mead method, the estimation distribution of the
actual population and a statistical quality control technique. Additionally, MAGO has only
two tunable parameters: the population size and the number of generations. These two param-
eters could be removed, but they remain because in real situations they help to understand the
context of the problem. Particularly, MAGO has been successfully tested for the tuning of PID
controllers based on SOSPD models [7]. MAGO has been used in various fields of engineering
[8], LOR tuning [9-11], drivers in tuning PID controllers [12, 13], showing successful solutions
in each case applied.

Despite a lot of works in PID controllers tuning, a general concern remains because real
processes have multiple operational constraints, and some exhibit high nonlinear dynamics
that cannot successfully be captured by transfer functions. This chapter shows that advanced
evolutionary algorithms are suitable to solve the control problem with PID controllers when
the control system is formulated as an optimization problem. The evolutionary algorithm
MAGO is used to solve the control problem with traditional PI and with 2DoF PID controllers.
MAGO is an evolutionary algorithm without parameters; it is based on statistical operators
and does not need the derivatives of the nonlinear optimization problems. Furthermore, this
chapter demonstrates that whatever system model is adopted (SOSPD, non-minimum phase,
oscillatory or nonlinear), it is possible to find optimal parameters for PID controllers satisfying
the system behavior and a performance index such as absolute integral error (IAE). This
chapter is divided into four sections as follows: in Section 2, the general problem statement of
PID controllers tuning is introduced and formulated as an optimization problem. In Section 3,
the (EA) MAGO is presented and the evolutionary design procedure of a PID controller is
established. In Section 4, a selection of some representative benchmark systems from [5] is
carried out, and the respectively 2DoF PID controllers are tuned. In Section 5, a power elec-
tronic converter (DC-DC buck converter) is adopted as a case study, and based on its nonlinear
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dynamical model, a PI controller is tuned by MAGO. PI-MAGO controller performance is
tested, and a comparison is carried out against a PID controller tuned by the pole placement
method. In all cases, the control problem is formulated as a constrained optimization problem
and solved using MAGO.

2. Problem statement

2.1. Control system representation

Consider a single-input single-output (SISO) control system depicted in Figure 1. In this
system, r(t) is the set-point, u(t) is the controller output signal, d(t) is the load-disturbance,
and y(¢) is the controller process variable.

The system output y(t) simultaneously depends on r(t) and d(t). Two operation modes should
be taken into account for the controller design, one as a servomechanism and the other as a
regulator. In the first case, the control objective is to track the set-point r(t). In the second case,
the control objective is to reject a change in d(t) while y(t) is keeping as close as possible to r(t).
However, it is not always possible to specify distinctly performance criteria for both operation
modes. Furthermore, a trade-off between servo-regulator modes must be specified as in the
traditional PID controller tuning case.

The general form to represent a dynamical system is given by Egs. (1) and (2), where x is the
system state and x is the time derivative of the system state; y(t) is the system output and
functions g and h are nonlinear and represent the dynamical system evolution.

x(t) = g(xvuad) 1)
y(t) = h(x7u7d) 2

Through Taylor linearization, it is possible to obtain a linear representation of Egs. (1) and (2)
given by Egs. (3) and (4). Where A € R™" is the system Jacobian, B€ R™" is an input matrix,

C e R is an output matrix and D € R¥™ is a direct transmission matrix.

|'I"I' !

it} ¥ wit)
Controller + —— Plant ———
e —a————.

Figure 1. Single-input single-output (SISO) feedback control system.
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X =Ax+ Bu (€))

y=Cx+Du 4)

Egs. (3) and (4) are usually employed in control theory for designing multi-input multi-output
(MIMO) control structures. However, transfer functions are a better approximation for design-
ing SISO control structures. The realization given by Eq. (5) is obtained by applying the
Laplace transform to Egs. (3) and (4).

adj(sT — A)"

G(s) = {m B+D 6)

On the other hand, the control policy of an ideal PID controller is expressed by Eq. (6).
Where, e(t) = r(t) — y(t), K, is the proportional gain, T; is the integral time constant and T is
the derivative time constant.

1( de(t)
u(t) = Kp{e(t) +TiL e(t)dt + TdT} (6)
PID frequency domain representation is given by Eq. (7).
1
C(s) =K, (1 + Ts + Tds) (7)

The closed-loop transfer function form for the system represented in Figure 1 considering a
PID controller is given by Eq. (8).

C(s)G(s) G(s)

Y6 =1 cmem R i cmem P@ ®)

If the system operates in the servomechanism mode, that is when disturbances are not consid-
ered, the output signal can be represented as in Eq. (9).

Cls)G(s)
= 9
SP(S) 1 +C(S)G(S) (S) ( )
If the system operates in the regulation mode, that is when the signal reference is not consid-
ered, the output signal can be represented as in Eq. (10).

G(s)

Yi(s) = T4 C()G0E)

D(s) (10)

From Egs. (9) and (10), both control objectives cannot be optimally achieved because the
controller parameters simultaneously affect the servo and regulatory operation modes. At
most, a tuning PID controller process can be carried out by establishing a servo-regulatory
trade-off to obtain a closed-loop performance that is not optimum for neither servo nor
regulatory operation modes, but it has an acceptable performance in both cases.
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Controllers of the form given by either Egs. (6) or (7) are known as one degree of freedom
(1DoF) PID controllers. Two degree of freedom (2DoF) PID controllers are an alternative to
overcome the 1DoF PID controller operation limitations. The control policy for a 2DoF PID
controller is given by Egs. (11) or (12). Considering the proportional, integral and derivative
error, respectively in Egs. (13), (14) and (15), where K, is the proportional gain, T; is the integral
time constant and T, is the derivative time constant, § and y are the set-point weights. In
Figure 2, the 2DoF PID controller block diagram is depicted.

u(t) = Kp{ep(t) +%L €,‘(E)d£+Td%} (11)
Copor(s) = Kp{ep(s) + Tisei(s) + Tded(s)} (12)
with
6y(s) = BR(s) — Y(5) (13)
6i(s) = R(s) — Y(5) (14)
eq(s) = yR(s) — Y(s) (15)

The parameter y is more frequently applied as a derivative mode switch (0 or 1) for R(s). y is
normally set to zero to avoid an extreme instantaneous change in the controller output when a
set-point step change occurs. In consequence, Eq. (12) can be arranged as in Eq. (16).

Copor(s) = Kp <ﬁ + Tils) R(S) — K, (1 + Tizs + Tds> Y(s) (16)

A compact form of Eq. (16) consistent with Figure 2 is given by Eq. (17). Where C,(s), is the set-
point controller transfer function and C,(s) is the feedback controller transfer function.

Capor(s) = Cr(s)R(s) — Cy(s)Y(s) (17)

The closed-loop transfer function form for the system represented in Figure 2 considering a
2DoF PID controller is given by Eq. (18). Where M,,(s) is the transfer function from the set

EI.‘:;I
C.(5) Lifs) Y+ Yia)
—-I-;_: —— Plant —_—
| Gy(s) N
Mt

Figure 2. 2DoF closed-loop block diagram.
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point to the controlled output (servo-control closed-loop), and M,(s) is the transfer function
from load-disturbance to the controller output (regulatory control closed-loop).

Y(S) = Myr(S)R(S) + MydD(S) (18)
With
_ C(s)G(s)
My, (s) = 1+ G,(65)G6) (19)
_ Gy
M =1C 516m) 20

From Egs. (19) and (20), both control objectives can be achieved separately because of the
possibility of tuning two different controllers, one for each operation mode.

2.2. Optimum control problem formulation

The usual criterion for tuning a controller is directly related to the desired closed-loop
system response. Integral performance indexes allow quantifying the closed-loop system
performance due to a unit step load disturbance. Most common employed indexes are
integral of absolute error (IAE) (see Eq. (21)) and integral of absolute control action u(t)
(IAU) (see Eq. (22)).

oo

ME:J|dMﬂ 1)
0

=

MU:J|q®Mt 22)
0

For the PID case, e(t) and e,(t), Eqgs. (21) and (22), respectively, can be calculated as
e(t) =r(t) —y(t,0) and e, (t) = uo — u(t, 6), where ug is the initial condition 6 = [K, T; T4].

The load disturbance may enter at many different places, and extreme cases occur when it
enters at the process input or output. However, when a feedback error appears, integral
performance indexes evaluate the controller performance indistinctly, whereas load distur-
bance appears [14]. The abovementioned fact is the main motivation to adopt integral perfor-
mance indexes.

The integrated error for a unit step disturbance at the process input is the inverse of the
controller integral gain, IE = 1/k;. For a unit step output disturbance, it is instead, IE = 1/Kk;,
where K is the static gain of the process. When the closed-loop system is well-damped, IE = [AE
are approximately the same [1]. The criteria IE and IAE are widely employed to measure
controllers performance. IAE and IAU performance indexes are initially adopted in this work
because of its interpretability from the PID controller parameters, but other criteria could also
been used.
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The controller tuning process that minimizes an integral performance index can be seen as an
optimization problem where the ultimate goal is to find a controller parameters combination
such that the value of an Integral Performance Index is minimized.

For the 1DoF PID controller, the optimal tuning problem consists of minimizing the objective
function given by Eq. (23), where the minimum is the result of obtaining a suitable combina-
tion of the 1DoF PID parameters 6 = [K, T: Ty].

tkf
Mine{]m); => |e(fk)|} (23)
t

Subject to a process model (see Egs. (1)—(5)), a control action (see Eq. 6) and

Ky, <Kp<Kp,,
Timin S Tl S Timnx
T <T;<Ty

min max

Similarly, for the 2DoF PID controller, the optimal problem consists of minimizing the objec-
tive function given by Eq. (24), where the minimum is the result of obtaining a suitable
combination of the 2DoF PID parameters 6 = [K,, T, Tq B ]

fkp %
Miﬂe{flAE+1Au =D et +> |3u(tk)|} (24)
te te

Subject to a process model (see Egs. (1)-(5)), a control action (see Eq. 11) and

Kpm’_” < Kp < Kp“m
i STi<Ti

Ty, <Ta<Ty,.
ﬁmin Sﬁsﬁmax

3. Tuning of PID controllers using an evolutionary algorithm

From the observation of living beings, we can see that these reproduce, adapt, and evolve in
relation to the environment where they develop. Some of the characteristics acquired during
life may be inheritable by the next generation. The synthetic theory of evolution has been able
to explain these processes and biological variations in detail [15]. This theory bases on genes as
units of inheritance transfer, that is, functional units of basic information for the development
of an organism. The genetic material of an individual is in its genotype. The genotype consists
of an organization of hierarchical structures of genes. The complex information contained in
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the genotype is expressed in the phenotype, that is, the visible characteristics and functionality
of individuals. In the evolutionary process, the occurrence of small variations in the phenotypes,
apparently random and without a clear purpose, is recognized. Such variations which are
usually called mutations prove their efficacy in the light of the environment and prevail through
the selection of the individual, or otherwise they disappear. The natural needing to produce
offspring motivates the selection of individuals. Because of a severe competition for reproduc-
tion, which only the fittest individuals achieve, it is assumed that the offspring overcome their
parents by inheriting their mixed characteristics. When resources in the environment become
insulfficient, only the fittest individuals will have a better chance of survival and reproduce. The
selective pressure on individuals of a species makes them continually improve with respect to
its environment. Evolutionary algorithms (EA) emulate the synthetic theory of evolution.

As natural evolution, an EA begins with an initial set of potential solutions to a specific
problem. This set can be composed at random in a delimited searching space or using infor-
mation of the problem. EA include operators that select and create new individuals. Crossover
operator exchange of genetic material among “parents” to generate new “sons,” and the
mutation operator makes small variations. The new set of possible solutions is evaluated using
a “fitness” function. When evaluating, the fittest are favored, leaving them as new “parents.”
The process is cyclically repeated to find the best solution to the problem in a delimited
searching space.

EA encompass different approaches that transfer the behavior of adaptation and evolution of
species, giving rise to several methods. Among the most popular approaches are genetic
algorithms, genetic programming, evolutionary strategies, and evolutionary programming.
Nowadays, EA are not only based in the biological evolution, rather EA are identified as
algorithms that search iteratively for a solution through a population in evolution. Some of
the main reasons for new optimization heuristics are the need to identify the interrelationships
between the variables used to represent individuals according to the coding applied and the
need to reduce the own parameters of the classical EA. New EA use operators different to the
genetic ones. Some of those algorithms are differential evolution, estimation of distribution
algorithms, and the multidynamics algorithm for global optimization.

Differential evolution at first glance is not based on any natural process. The proportional
difference of two randomly chosen individuals from the population is added to a third indi-
vidual, also randomly chosen. From this differential mutation, a fourth individual appears.
This individual is compared against its parent, the third one. The best of them is selected to the
next generation. The process is repeated until a stop criterion [16].

Estimation of distribution algorithms also bases their search on populations that evolve. The
new population is recreated in each generation from the probability distribution obtained from
the best individuals of the previous generation. The interrelationships between the variables
are expressed explicitly through that distribution. There are no crossing or mutation operators.
The process is repeated until a stop criterion [17].

In MAGQO, a differential crossover is applied between the target individual and its mutant coming
from a numerical derivation. A tournament chooses the best of them. The interrelationships
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among the variables are explicit through a distribution of the population in each generation. The
new population is sampled from a set composed of the best individuals until now, the historical
trend and other individuals completely new. Next, this algorithm is explained in detail.

3.1. Multidynamics algorithm for global optimization

EA emulates the mechanisms of natural selection and genetic inheritance inspiring from the
Neo-Darwinian theory of biological evolution. EA have evolved themselves to treat with
artificial evolution processes. MAGO is a good example of this evolution. MAGO does not
work with genetic operators [18]. MAGO starts with a random initial population on a search
space bounded by the problem. To guarantee diversity and increase the exploitation of the
search space, MAGO creates new individuals by means of three different subgroups of
the population simultaneously. Each group has its own dynamics: a normal distribution over
the searching space, a conservation mechanism of the best individual, and a strategy for
maintaining diversity [19]. Because introducing statistics operators, MAGO provides a strong
way to demonstrate the evolution. The mutation based on numerical derivation, generalizes
the searching space where MAGO can acts. MAGO takes advantage of the concept of control
limits [20] to produce individuals on each generation simultaneously from the three different
subgroups. The size of the population is fixed, but the cardinality of each subgroup changes in
each generation according to the first, second and third deviation of the actual population,
respectively. The exploration is performed creating new individuals from these three subpop-
ulations, individuals that are governed by any of their dynamics, the exploration is performed.
For the exploitation, MAGO, looking for the goal, uses a greedy criterion in the first subset.

MAGO is evolutionary in the sense that works with a population of possible solutions ran-
domly distributed throughout the searching space approaching iteratively to the final solution.
MAGO is autonomous in the sense that it regulates its own behavior and does not need human
intervention. Unlike other EA, MAGO has only two parameters: the population size and the
number of generations. These two parameters could be removed, but they remain because in
real situations they help to understand the context of the problem.

In each generation, MAGO divides the population into three subgroups. To know how many
individuals will belong to each subgroup, the actual entire population is observed as having a
normal distribution. The average location, the first, second and third dispersion of the whole
population are calculated to form the three groups. To each subgroup is assigned many
individuals as the cardinality of each different level of standard deviation. Each group has its
own evolution. The cardinality of these subgroups changes autonomously in each generation.

The subgroup named Emerging Dynamics (G;) creates a subpopulation of individuals around
the individual with better characteristics; this group is the evolutionary elite of each genera-
tion, that is, the fittest individuals contributing with their genes to the next generation. The
Crowd Dynamics (Gy) creates a group of individuals but around the current population mean,
configuring the historical trend. This dynamic is applied to the largest portion of the popula-
tion, and it is always close to the emerging dynamics, but never close enough to be con-
founded. These two dynamics could be merged within a same territory only until there are
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sufficient and necessary conditions to ensure a full exploration of the searching space, usually
at the end of the evolutionary process. The Accidental Dynamics (G3) is a small group created
by quantum speciation. It is established in isolation from individuals of the other two dynam-
ics generation after generation. This portion of the population is always formed spontaneously
and contains entirely new individuals. MAGO uses the covariance matrix of the population of
each generation to establish a distribution of exploration. With the Accidental Dynamics, the
main diagonal of the covariance matrix is different from zero, ensuring numerical stability of
the evolutionary process. Because in each generation, the population is treated for its division
by a normal distribution for its division according to the first, second, and third deviation, the
subgroups G;, Gy, and Gz not interbreed.

Emerging Dynamics: This subset is created with the N1 fittest individuals in each genera-
tion. The N1 fittest individuals within the first standard deviation of the average location of
the current population of individuals move in a line toward the best on