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Foreword

The process industries are subject to increasing changes. These include globaliza-
tion, increased earning per share expectation, increasing safety and environmental
legislation, staff retirement, shortage of engineers and increasingly rapid evolution
of technology.

To be successful, process manufacturing companies must respond by:

• Consistently improving safety and environmental performance
• Becoming more responsive to customers
• Reducing manufacturing costs
• Reducing working capital
• Improving equipment life

There are many approaches to achieving these improvements such as improvement
of process equipment and flowsheets, staff training, work process improvement,
organizational restructuring and, in particular, process automation.

Process automation covers the breadth of technologies that can be deployed
to improve the performance of a plant including measurement, control, sequence
automation, optimisation and decision support. These technologies have been de-
ployed increasingly since the 1970s and the benefits are widely documented. Typical
improvements include:

• Capacity increases of 2–5%
• Reduction of variable energy use by up to 15% or more
• Increases in yield of more valuable product of 2–10%

along with a breadth of other improvements such as reduced equipment wear and
better manufacturing responsiveness. Payback times are often measured in weeks
and months rather than years.

Many control texts focus on the theory and mathematics associated with control.
This handbook, and the associated MSc course, whilst covering relevant theory,
addresses thepractical issuesof applying these technologies in theprocess industries.

The text covers a wide range of topics from instrumentation and control systems
to advanced control technologies as well as management aspects. It therefore pro-
vides an important new reference to those seeking to apply automation in the drive
to improve business performance.

Andrew Ogden-Swift
Director

Honeywell Process Solutions, Southampton



Preface

Unlike the chapters of this text, which hopefully are entirely factual and objective,
this preface is unashamedly coloured with the author’s opinions and prejudices.

Scope of Subject
The terms “process” and “automation” mean different things to different people.
In order to define the scope of this text, it is useful to attempt to articulate them in
relation to the industry sector and to thenatureof theoperations carriedout within it.

Process sector.This consists of those industries in which raw materials are processed.
It is wide ranging and embraces oil, petrochemicals, agrochemicals, fine and special-
ity chemicals, dyestuffs, drugs and pharmaceuticals, biochemicals, food and drink,
pulp and paper, plastics and films, synthetic fibres, iron and steel, minerals, cement,
fuel and gas, power and water, nuclear processing, etc.

Economy. The importance of this sector to prosperity is not generally appreciated.
TheChemical IndustriesAssociation reported (in January 2006) that theUK chemical
industry, which is just part of this sector, had an annual turnover of some £32 billion
(i.e. £3.2×1010) with a trade surplus (exports over imports) of £4.5 billion and made
capital investments of £1.9 billion. To put this into an international context, the sales
of chemicals for the UK, EU and US were £32, £314 and £253 billion respectively.

Structure. The sector is essentially comprised of three categories of company: oper-
ating companies (end-users) who own the plant and undertake the manufacturing
activity; contractors who design,build and commission the plant and provide project
management capability; and suppliers (vendors) and integrators who produce the
equipment from which the plant is built and who provide technical support and
services.

Operations. Raw materials are processed in specialist plant and equipment using
operations such as blending, distillation, filtration, reaction, etc. They invariably
involve activities such as conveying, cooling, heating, mixing, pumping, storage, and
so on.

Control. Process control concerns the design and specification of systems for the
automatic control of process plant and equipment. It involves the measurement
and manipulation of process variables such as flow, level, weight, temperature and
composition. The objective is to drive measurements towards, and then maintain
them at, a set of desired operating conditions. Modern process control is largely
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implemented by means of digital control systems and involves the application of a
variety of techniques.

Automation. Process automation includes the immediate objectives of process con-
trol but also addresses the wider issues of enterprise management: operability, qual-
ity, reliability, safety and viability. This requires an integrated approach to plant
operations, fundamental to which is real time data, the tools to extract information
from that data, and the means for utilising the information.

Process automation is distributed throughout the sector. All but the smallest oper-
ating companies and contractors have whole groups dedicated to the automation
aspects of projects and production. A large proportion of the supplier companies’
sole business is instrumentation and control.

Control Viewpoint
It is interesting to take stock of the position of process automation in relation to the
discipline as a whole.

From a design point of view, it has a major impact. Gone are the days when
control was something of an afterthought, bolted onto the steady state plant design
rather like some decoration on a Christmas tree.Gone also is the catalogue approach
to control, a euphemism for the minimalist and cheapest solution.Nowadays,process
automation is an early and integral part of plant design.Advancedcontrol systemsare
seen as theprimary meansof reducing capital costs,increasing flexibility,maximising
throughput, and so on.

From an operational point of view, control is central. It is inconceivable that any
process plant of consequence would be built today without a comprehensive control
system of some sort. It is through such control systems that plant is commissioned
and through which all subsequent operations take place. Control systems provide
the facility for making changes and for monitoring, controlling and optimising per-
formance. In short, it is process automation that makes a plant or process come
alive.

Through process monitoring, alarm and shut down systems, automation has a
major part to play on the environment, protection and safety fronts. Indeed, for
an existing plant, it is often the case that the only effective way to reduce its envi-
ronmental impact or to enhance its safety is through the installation of additional
measurements, typically of an analytical nature, linked in to alarms, trips and inter-
locks.

From a business point of view,automation is becoming the lead function.Control
systems provide a platform of real time data for management information systems.
Such systems, and the tools they support, enable decision making across a variety of
applications such as production scheduling, plant utilisation, energy consumption,
inventory control, performance monitoring, asset management and environmental
audit.

On the technology front, the advances in electronics,digital devices and software
are inexorable.These mostly find their way into instrumentation and control systems
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which make for a rapidly changing field. Functionality is forever increasing, leading
to improvements across the board in reliability, flexibility and speed of response.
This is in stark contrast to the evolution of pipes, pumps, exchangers, vessels and so
on, the nuts and bolts from which the plant itself is built.

From a research point of view, whilst chemical engineering as a discipline is
relatively mature, and all the obvious research has been done, there is much activity
at its interfaces with other disciplines. Process automation is no exception. There is
major interest and investment in the application of a range of advanced techniques,
such as predictive control and optimisation, many of which are covered in the latter
sections of the text.

Process automation can justly claim to be right at the heart of chemical engi-
neering. The capital cost of instrumentation and control systems, as a percentage of
the total cost of new plant, has steadily risen over the years. Typically from as little as
6% in the 1960s to some 12% at the millennium. Retrofits to existing plant invariably
involve much higher percentage investments in automation. The continual striving
for increased productivity, combined with the pressures due to legislation on the
environmental and safety fronts, will ensure the trend continues. This is basically
good news: there will never be a shortage of employment for control engineers. It is
an exciting, rich and varied area to work in.

It is a simple fact that, in terms of the technology involved and the depth of
understanding required, the design of a plant’s control systems is usually more com-
plex than the design of the plant itself. To function effectively, a control engineer
requires a tremendous variety of technical expertise and practical experience. This
not only embraces the technology of instrumentation and control systems, aspects
of electrical and software engineering, and a host of underlying control theories
and techniques, but also a good working knowledge of process dynamics and plant
design. You can’t design a process control system unless you understand how the
plant works. Developing that understanding is both challenging and satisfying.

Approach
It is this variety that attracts personnel from a range of backgrounds into control en-
gineering. The most common backgrounds are chemical and electrical engineering,
but there are many chemists,physicists,mathematicians and computer scientists too.
They are found throughout the sector working for suppliers in the development of
systems, for contractors in their design, installation and commissioning,and for-end
users in their operation and support. This text is aimed at all of them.

The philosophy has been to attempt to provide a sufficient coverage of most top-
ics rather than an in-depth treatment of a few. There is a law of diminishing returns:
something like 20% of the total knowledge available on any particular subject is
probably sufficient to cope with 80% of all situations.A primary objective, therefore,
has been to distil into a single volume the essentials of process automation in suffi-
cient depth for most purposes. The challenge has been to strike a number of sensible
balances: between breadth and depth, technique and technology, conventional and
modern, theory and practice, information and understanding.
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Fundamental to getting across that essential 20% is the presentation of key prin-
ciples in as simple and concise a way as is practicable.An overly academic approach
creates barriers: for that reason much of the usual mumbo-jumbo, red herrings and
minutia have been deliberately filtered out. The keeping of feet on the ground and
relating theory to practice is the paradigm.

The text is aimed at both advanced students and practising engineers. The 20/80
balance should enable students to get up the learning curve fairly quickly on quite
a broad front. At the same time, it is intended to serve as a useful working reference
for practising engineers. If the coverage of a particular topic isn’t comprehensive or
deep enough for the reader’s purposes, there are many excellent specialist texts that
are referenced to which the reader should refer. No apology is made for this: it is
simply a consequence of striving for the 20/80 balance.

Getting that balance right is also important for another reason. There is a gulf
between the perceptions of theoreticians and practitioners in control engineering,
a gulf that is wider than in all other branches of engineering. It is all too easy
for academics to get lost amongst the curly brackets and to dismiss implementation
issues as being trivial: the simple truth is that theory is useless unless it can be related
to practice in a meaningful way. Likewise, many practitioners are contemptuous of
advanced control techniques on the basis of ignorance and perceptions that they
don’t work and cause too much grief.A primary objective of this text, therefore, is to
help bridge that gulf.

The emphasis on practice stems from a strongly held conviction of the impor-
tance of doing the job properly. For that reason, aspects of what is generally con-
sidered to be good practice are woven into the text throughout. However, it must
be recognised that this is not a substitute for experience: that can only be acquired
through designing, building and operating real systems. It does nevertheless estab-
lish a basis for asking the right questions and provides a yardstick for interpreting
the answers.

As far as changing technology is concerned, the text has been deliberately written
in such a way that it stands the test of time. Wherever possible, the emphasis is on
generic principles, common approaches and standards. In particular, it focuses on
functionality and is not locked into any particular technology. The stance taken has
been that, in general, issues suchas processor power,display resolution, transmission
rates, etc., are all of little relevance provided they are sufficient for the purpose.
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This text is organised in two parts. The first cov-
ers, to a large extent, the less theoretical aspects
of process automation. As such, it focuses on the
basic technology and practice of the discipline. It
is surprising how much material comes into this
category.The second part develops a range of tech-
niques,many ofwhichare inherently mathematical
in nature, and focuses on more advanced aspects
of control and automation.

The text has been carefully structured into rel-
atively self contained sections and partitioned into
chapters in a logical way. Extensive cross referenc-
ing enables the connections between the topics to
be readily established. Whilst most of the topics
are generic and relatively timeless, some will in-
evitably become dated: these have been isolated
into single chapters to simplify updating in future
editions. The structure also enables new chapters
to be added as the technology evolves.

Part 1
1. Introduction. This section introduces a variety
of concepts, technology and terminology as a ba-
sis for subsequent sections. It is, hopefully, self ex-
planatory: if not, the reader has problems!

2. Instrumentation. For common process mea-
surements such as temperature, pressure, level,
flow, weight and even composition, there is good
quality instrumentation available off the shelf. It

isn’t necessary to know exactly how an instrument
works, although it helps to understand the princi-
ples. The key issues are specifying the right instru-
ment for the job, installing it correctly, and know-
ing how to use it.Remember,you can’t control what
you don’t measure properly in the first place.Many
a control system has foundered on the rocks of
measurement.

3. Final Control Elements. This section covers
the various control elements other than those di-
rectly concerned with measurement: these are of-
ten loosely referred to as instrumentation too. De-
spite the variety of applications there are relatively
few such elements to consider. Of particular inter-
est are actuators and valves used for manipulating
the process and for isolation purposes. It is im-
portant to appreciate that the quality of control
achieved is a function of all the elements in the
loop. There is no point in striving for perfection
with the measurement if the valve is sized wrongly.

4. Conventional Control Strategies. The 3-term
PID controller is the basis of feedback control. It
accounts for something like 80% of all continu-
ous control as used in the process industries, so a
thorough treatment of the use and application of
3-term control is easily justified. PID control pro-
vides the basis for a variety of other strategies, e.g.
cascade and ratio control, and is often used as the
basis for feedforward control. These together ac-
count for another 15% or so andarediscussed fully.
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5. Process Control Schemes. For any given plant
there are invariably many ways of controlling it.
Seldom is any single way correct; it is just that
some ways are better than others. So deciding what
strategies to use and formulating a control scheme
is a question of judgement. Fundamental to this is
an understanding of how the process works and a
feel for how the items of plant and equipment in-
teract. An approach to “determining” strategies is
outlined and develop in relation to schemes for the
control of a selection of items of plant.

6. Digital Control Systems. These are the norm for
new plants, both continuous and batch: the bene-
fits are well understood. They support both con-
ventional and advanced strategies, and a variety of
other activities such as alarm handling and oper-
ator interaction. To be able to apply digital control
effectively it is necessary to havea reasonable grasp
of how the systems work. Their functionality is ex-
plained from an applications point of view. Focus-
ing on their functionality is the best approach: this
enables the specifics of any particular system to be
mastered relatively easily, no matter how large or
complex it may be.

7. Control Technology. The realisation of mod-
ern control systems has to be achieved within a
rather mundane framework that is properly engi-
neered and is both safe and operable. Signals have
to be physically routed to and from instrumenta-
tion scattered around the plant. Different types of
i/o channel are used to illustrate layout and related
issues such as intrinsic safety. The concept of “lay-
ers of safety” is introduced as a basis for consider-
ing various aspects of goodpractice.This embraces
reliabilityprinciples and protection system design.
The inexorable drive for safety, and environmental
constraints, place a major responsibility on those
involved in process automation.

8. Management of Automation Projects. It does
not matter a great deal how sophisticated a control
system is if its not “fit for purpose” or commer-
cially viable. Fundamental to this is knowing when
and how to apply control technology. This section,

therefore, concentrates on the formulation of spec-
ifications and good practice with regard to project
management. All aspects of the project life cycle
covering justification, design and development,
testing and acceptance, installation, commission-
ing and maintenance are covered. The time and
effort necessary to produce properly documented
specifications, and their role as the only mean-
ingful basis for quality assurance, especially in
relation to application software, is emphasised.

Part 2
9. Maths and Control Theory. Advanced process
control is inherently quantitative and has a theo-
retical basis for which no apology is given. This
section summarises various aspects of both clas-
sical and modern control theory. Coverage is suf-
ficient to provide an understanding of subsequent
sections.The reader is spared the full-bloodedaca-
demic rigour of most texts on control theory. In-
terspersed amongst the chapters on control theory
are others on the essential mathematics. A knowl-
edge of differentiation and integration is assumed.

10. Plant and Process Dynamics. Usually it is suf-
ficient to have a qualitative feel for the way a plant
behaves.However,sometimes thedynamics arenot
easy to understand, perhaps because the plant is
highly integrated or the process is complex.In such
circumstances it may be necessary to build a quan-
titative model. In this section, models are built of
a selection of items of plant and operations. Sev-
eral modelling techniques and a variety of classical
assumptions are introduced. The golden rules are
to never start model building unless it is essen-
tial, and to keep the model as simple as possible
consistent with reality.

11. Simulation. Occasionally, the equations of a
model may be solved analytically. More usually,
because of non-linearities, discontinuities and the
like, solutions have to be obtained by means of
simulation. Various packages exist for simulating
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the behaviour of plant and their control systems.
They enable “what-if” scenarios to be investigated
as a basis for making design decisions. Use of
such packages is relatively straightforward pro-
vided certain common sense rules are followed.
The principles of simulation are introduced. Key
issues such as validation of results are discussed.

12. Advanced Process Automation. This section
covers a diverse range of modern techniques and
technology. To a large extent these are concerned
with information and its manipulation. Database
structures, such as relational and object oriented,
and client-server technology are fundamental to
this.Major topics covered include management in-

formation systems (MIS), statistical process con-
trol (SPC), optimisation, expert systems, fuzzy
logic and neural nets. The emphasis throughout
is on the underlying technology and on its appli-
cation.

13. Advanced Process Control. This section covers
adiverse rangeof modern control techniques.They
are non-trivial in a mathematical sense.Major top-
ics covered include state feedback, identification
and estimation, self-tuning,model predictive con-
trol (MPC) and non-linear control. The coverage
of these topics concentrates on their underlying
principles and on the known practical problems in
applying them.
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2.1 Bubbles and Symbols

2.2 Tag Numbers

Piping and instrumentation (P&I) diagrams are
of fundamental importance in process automation
and are discussed, for example, by Coulson (2004).
Their formulation is a major stage in the design
of a process plant. They are subsequently used as
the basis for the detailed design of the plant’s con-
trol system, and become reference documents for
other purposes such as HAZOP studies. P&I dia-
grams depict, from a process point of view, mea-
surements and control schemes in relation to items
of plant and their interconnecting pipework. They
are represented by means of symbols and tag num-
bers.

2.1 Bubbles and Symbols
Symbols are used to represent individual elements
such as sensors and valves, or combinations of el-
ements such as measurement channels or control
loops. They are linked together by signal lines. Tag
numbers are written inside circles, referred to as
bubbles or balloons. They consist of letter codes
and reference numbers. Letter codes indicate the
function of the elements and are generic. Refer-
ence numbers are specific to particular elements
and are used for identification purposes.

The amount of detail shown on a P&I dia-
gram varies throughout a project according to the
amount of information available.In the early stages
it tends to be sketchy and functional only; later on
the information becomesmore comprehensive and
specific. An important point to appreciate is that

the same set of symbols, signals and letter codes
is sufficient to enable elements to be represented
whether the version of P&I diagram be outline or
detailed.

Consider Figure 2.1 which is a section ofan out-
line P&I diagram that depicts a flow control loop
associated with a centrifugal pump.

FC

Fig. 2.1 P&I diagram of flow control loop

The diagram states that the function of the loop
is flow control, a feedback strategy is implied and
a regulatory type of control valve is indicated. No
information is given about the type of measure-
ment or signals involved. The elements of the loop
are shown in their correct positions in a func-
tional sense, i.e. the control valve is downstream
of the pump and the flow measurement is between
the valve and the pump. However, the symbols do
not necessarily indicate their relative positions in a
physical sense,e.g. the flow measurement and valve
could be a long way from the pump.

Arrows are normally put on the signals to in-
dicate the direction of flow of information. How-
ever, if this is obvious as in Figure 2.1, they may be
omitted. Power and air supply lines to the various
elements are not normally shown on P&I diagrams
to avoid confusion with the signals.
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Broken lines are used in Figure 2.1 to depict the
signals. Strictly speaking, broken lines should only
be used for electrical signals. However, on outline
P&I diagrams it is common practice to use broken
lines for most signals on the basis that they will
probably be electrical anyway. Representations for
the most common signal types are as shown in
Table 2.1.

Table 2.1 Representation of signal types

Signal type Representation

Capillary

Data link

Electrical

Electromagnetic

Hydraulic

Mechanical

Pneumatic

Process

Consider Figure 2.2 which is a section of a detailed
P&I diagram that depicts the same flow control
loop.

The process stream flows through a sight glass FG
47, an orifice plate FE 47 and a control valve FV
47. These are all in-line elements. Note the differ-
ent use of the bubbles: as a symbol for the sight
glass but as an identification for the orifice plate
and control valve. Note also that hand operated
valves are indicated on either side of all these ele-
ments so that they can be isolated prior to removal
for maintenance or repair.Additionally, the control
valve has a bypass line to enable flow to continue
under manual control in the event of the control
valve having to be removed.

The pressure drop across the orifice plate is
measured using a dp cell FT 47 which transmits the
flow rate as an electrical signal to the totaliser FQR
47, the low level switch FSL 47 and the controller
FIC 47. If the flow drops below some pre-set lower
limit the flow switch FSL 47 will activate a low level
alarm FAL 47. The controller indicates the current
value of the flow rate and generates a control signal
which is transmitted, via an I/P converter FY 47, to
the control valve. FV 47 is a pneumatically actu-
ated diaphragm type of regulatory valve. It has a
positioner attached, as indicated by the box on the
stem of the valve symbol. The arrow on the stem

FG

47

FE

47

FT

47

FY

47 FV

47

FIC

47

FQR

47

FSL
47

FAL

47

Fig. 2.2 Detailed P&I diagram of flow control loop
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indicates that, in the event of a loss of air supply,
the valve will fail shut.

Information about the location of an element
is indicated by the presence or otherwise of a line
through its bubble. No line means that the element
is field mounted, i.e. it is installed on or adjacent to
a pipe, vessel or some other item of plant. A single
line through the bubble, as with FAL 47 and FIC
47, means that the element is located in a central
control room. And a double line, as with FQR 47,
means that it is panel mounted elsewhere, say on a
field termination cabinet.

2.2 Tag Numbers
There are several national standards which relate
to the representation of instrumentation and con-
trol schemes. The most important English lan-
guage ones are BS 1646 and ISA S5.1. Also, most
major companies have their own internal stan-
dards. Whilst there are many differences in detail
between them, the basic symbols and letter code
structure are essentially the same.

ISA S5.1 is used throughout this guide on the
grounds that it is the most widely used standard in
practice. Its letter code structure is as indicated in
Table 2.2 which also lists the meaning of the more
commonly used letters.

Letter codes are configured according to func-
tion. The first letter corresponds to the measured
variable and, if necessary, may be qualified by a
modifier. Succeeding letters describe an element’s
readout or control functions; these may themselves
have modifiers. A certain amount of judgement
may be necessary to establish the most appropriate
letter code for an element.

It is important to appreciate that the letter code
is determined by the function of the element and
not by its design or installation.For example,thedp
cell in Figure 2.2 is designated as a flow transmitter
FT 47 rather than as PDT 47 even though it mea-
sures differential pressure across the orifice plate.

The first letter of all elements within a loop is
that of the measured variable. Thus the I/P con-

verter is designated FY 47 although its input is a
current and its output a pressure.

Within the letter code,modifiers must immedi-
ately follow the letter that they qualify.For example,
the modifier Q changes the measured variable F of
element FQR 47 into a totalised flow. In addition,
the modifier L states that the alarm FAL 47 will
only be activated by low flows.

If a loop contains two or more elements with
the same function they may be distinguished by
means of suffixes.For example, if the flow loop had
two control valves in a duplex arrangement, they
could have been designated as FV 47A and FV 47B.

Sometimes the letter code is insufficient to give
an adequate description of the function of an el-
ement. Additional information may be provided,
either in a box attached to its bubble or as adjacent
text. For example, FT 47 has a square root function
to compensate for the square relationship inher-
ent in the flow measurement by the orifice plate.
The total flow computed by FQR 47 is obtained
by means of an integral function. Some of the
more common functional designations are given
in Table 2.3.

Numbering of elements is in accordance with
some plant based convention. There are two ap-
proaches, serial and parallel, of which serial is the
more common.On a serial basis each channel, loop
or scheme is allocated a unique number, 47 in the
case of Figure 2.2. Regardless of the letter code, all
its elements then assume the same number. On a
parallel basis, blocks of numbers are allocated ac-
cording to instrument type or function,depending
on its letter code. This results in similar elements
in different loops having contiguous numbers.

The bubbles used in Figure 2.2 indicate the
function of the elements. It is implied that each el-
ement is a discrete item of instrumentation which
may be either analogue or digital in nature. With
computer-based control systems many of these in-
dividual functions are realised by means of config-
urable software in common hardware. For repre-
sentation of such functions, ISA S5.1 recommends
a different set of symbols. These are listed in Ta-
ble 2.4: note that the symbols listed for input and
output (I/O) channels are non-standard but are
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Table 2.2 ISA letter codes for tag numbers

First letter Succeeding letters

Measured or initi-
ating variable

Modifier Readout or passive
function

Output function Modifier

A Analysis Alarm

B Burner or combus-
tion

User’s choice User’s choice User’s choice

C User’s choice, e.g.
conductivity

Control

D User’s choice, e.g.

density
Differential

E Voltage or emf Sensor or primary
element

F Flow rate Ratio or fraction

G User’s choice Sight glass orview-
ing device

H Hand High

I Current (electrical) Indicate

J Power Scan

K Time or schedule Rate of change Control station

L Level Light (pilot) Low

M User’s choice, e.g.

moisture
Momentary Middle or inter-

mediate

N User’s choice User’s choice User’s choice User’s choice

O User’s choice Orifice or restric-
tion

P Pressure or vacuum Point (test)

Q Quantity Integrate or
totalise

R Radiation Record or print

S Speed or frequency Safety Switch

T Temperature Transmit

U Multivariable Multifunction Multifunction Multifunction

V Vibration Valve or damper

W Weight or force Well or pocket

X Unclassified X axis Unclassified Unclassified Unclassified

Y Event or state Y axis Relay, compute or
convert

Z Position or dimen-
sion

Z axis Driver, actuator or
other control ele-
ment
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Table 2.3 Additional functions for use with tag numbers

Function Symbol

Average AVG

Bias + or −

Boost 1: 1

Characterise f (x)

Derivative d
dt

Difference ā

Divide ÷
High select >

Integrate
∫

Low select <

Multiply ×
Raise to power xn

Ratio 1: n

Reverse REV

Square root √

Sum
∑

nevertheless commonly used. A solid line across
the symbol means that the function has a shared,
screen based display: the absence of a line means
that the function is inaccessible to the operator.

Table 2.4 P&I diagram symbols for computer-based systems

Configurable functions Symbol

Shared display and control

Computer function

Programmable logic controller

Undefined logic

or sequence control

Input channel

Output channel

Figure 2.3 shows an implementation of the previ-
ous flow control loop by means of a distributed
control system (DCS). The square root extraction
previously associated with FT 47, the shared dis-

FG

47

FE

47

FT

47

FY

47 FV

47

FQR

47

47

FICA LOW

Fig. 2.3 P&I diagram of DCS-based flow control loop
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play and control functions, and the low flow alarm
previously handled by FSL 47 and FAL 47 are now
all realised by FICA 47. The integration is realised
by FQR 47 which logs, but does not display, the
totalised flow.

The reader is encouraged to browse through the
appendix to ISA S5.1 which contains a host of ex-
amples on the use of symbols,signals and tag num-
bers in a variety of contexts. The reader is also re-
ferred to ISA S5.3 on symbols for computer control
systems.
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3.1 Signals

3.2 Structure

3.3 Sub-systems

3.4 Modes of Operation

Consider the level control system shown in sche-
matic form in Figure 3.1. The plant consists of a
tank with inlet and outlet pipes, the outlet pipeline
containing a centrifugal pump and a control valve.

LC

0f

h

1f

Fig. 3.1 Schematic of level control system

The flow rate f1 of the inlet stream is determined by
upstream conditions over which the level control
system has no influence: f1 is said to be wild. The
level h is controlled by adjusting the flow rate f0 of
the outlet stream by means of a control valve. This

+
+ hrh

+
-

mh

ue 0f

1f

Valve Process

Measure’

ment

Load

Controller

Fig. 3.2 Block diagram of level control system

is a typical feedback control system and is shown
in block diagram form in Figure 3.2.

3.1 Signals
The various signals indicated on the block diagram
all have generic names and most have acronyms
too, as defined in Table 3.1.

Table 3.1 Generic names and acronyms of signals

Label Signal Acronym

h Controlled (process) variable CV (PV)

hm Measured variable (input) IP

hr Reference (set point) SP

e Error

u Controller output OP

f0 Manipulated variable MV

f1 Disturbance variable DV
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The controlled variable, the level h, is also referred
to as the process variable. It is measured and fed
back to the controller where it is compared with
the reference signal hr , usually referred to as the
set point, to produce the error signal e. The con-
troller produces an output u, depending upon the
error, which is applied to the valve to manipulate
the outlet flow f0 as appropriate.The resultant level
in the tank depends upon the combined effect of its
outlet flow and any disturbances in its inlet flow f1.

The acronyms of CV, DV, MV, PV and SP are
widely used in the process industries to refer to
theseparticular variables.Theacronyms IP and OP
refer to the controller’s input and output signals.

3.2 Structure
It is evident that a block diagram depicts the struc-
ture of a system and shows the functional relation-
ship between its various elements. The blocks re-
late to the elements and represent functions.These
functions invariably consist of combinations of
conversion, or scaling, factors and dynamics. The
lines between the blocks represent signals, the ar-
rows indicating the direction of flow of informa-
tion. Addition and subtraction of signals is rep-
resented by circles with signs as appropriate: the
absence of signs implies addition.

Controller
rh

+
-

mh

e
Converter Actuator Valve Process

Load

+
+ h

Transmitter Transducer Sensor

Recorder

u

1f

0f

Control Manipulation

Measurement

Plant

Fig. 3.3 Comprehensive block diagram of level control system

Note the general layout of the block diagram. By
convention, the controlled variable comes out on
the right hand side and external inputs are nor-
mally shown entering from the left. Signals are
represented by single arrows even though, for ex-
ample, with electrical signals there may be two or
more wires to establish the signal’s circuit. Power
and air supplies are not shown. The size of the
blocks does not relate to the physical size of the
elements!

It is appropriate to think in terms of the func-
tions acting on the signals. Thus the input to one
block is operated upon by its function to produce
an output which in turn becomes the input to the
next block, and so on. Elements are normally non-
interacting. For example, the input to the valve u
directly affects its output flow f0, and not vice versa.
The flow f0 can only indirectly effect the control
signal u by virtue of its affect on the level being fed
back around the loop.

The block diagram of Figure 3.2 is somewhat
simplistic: in reality there are many more elements
and signals involved. Figure 3.3 is a more compre-
hensive block diagram of the same level control
loop.
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3.3 Sub-systems
There are essentially four sub-systems as indicated.
The combined control, manipulation and plant
sub-systems are often referred to as the feedfor-
ward path, and the measurement sub-system is re-
ferred to as the feedback path.

The plant sub-system consists of the process
and its load. From a chemical engineering point of
view, the process obviouslyrelates to the vessel and
its pump, the flow rates being the input and out-
put as shown in Table 3.2. However, from a control
engineering point of view, inspection of Figure 3.3
shows that the outlet flow rate is the input to the
process and the level its output.

Table 3.2 Classification of input and

output signals

Viewpoint Input Output

Chemical f1 f0
Control f0 h

This different perspective is a source of much con-
fusion and needs clarification. For control pur-
poses, the term process is defined to be the way
in which the manipulated variable (MV) affects
the controlled variable (CV): it is a dynamic rela-
tionship. Similarly the load is defined as the rela-
tionship between a disturbance and the controlled
variable. Given that there may be various sources
of disturbance, it follows that there may be several
different loads. According to the principle of su-
perposition, the net change in controlled variable
is the sum of the individual effects of the process
on the manipulated variable and the loads on the
disturbance variables.

The measurement sub-system normally con-
sists of a sensor, transducer and a transmitter. In
the level example, the sensor may be a back pres-
sure device, referred to as a pneumercator, with
the transducer and transmitter functions being re-
alised by means of a dp cell. The sensor is the ele-
ment directly in contact with the process which is
the source of the measurement. Often the sensor is
a low power device; invariably it produces a signal
whose form is unsuitable for other purposes. The

transducer therefore operates on the sensor out-
put, amplifying, characterising and filtering it as
appropriate. In addition, the transmitter provides
the signal with the necessary power for transmis-
sion to the controller and recorder.

Functionally speaking, the controller sub-
system consists of two parts, the comparator and
the controller proper. In practice the comparator is
considered to be part of the controller and, for sin-
gle loop controllers, is an integral part of the unit.
In essence, the comparator subtracts the measured
value from the reference signal to produce an er-
ror. The controller, usually of the 3-term PID type,
then operates on the error to produce the control
signal. The objective of the controller is to vary u
in such a way as to minimise e.

The manipulation sub-system normally con-
sists of a valve, an actuator and a converter. Be-
cause manipulation invariably involves adjusting
some flow, the most common final control element
by far is the regulatory type of control valve. For
various reasons, including cost and safety, control
valves are almost always fitted with a pneumatic
diaphragm actuator. Given that the controller out-
put is usually electrical, and that the actuator re-
quires a pneumatic input, an I/P converter is nec-
essary.

It is essential that all the elements of a sub-
system, and the sub-systems themselves, are com-
patible with each other with regard to form, range,
response, power, reliability and so on. Many prob-
lems in process automation can be traced back to
non-compatible specifications.

3.4 Modes of Operation
It is appropriate to introduce a number of other
commonly used terms in relation to the gener-
alised block diagram of Figure 3.3.

Most controllers have an auto/manual station.
This is in effect a switch which enables the con-
troller to be switched between automatic (AUTO)
and manual (MAN) modes of operation. In au-
tomatic, the controller output varies according to
how the PID terms operate on the error. In manual,
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Table 3.3 Modes of operation of closed loop

Set point Disturbances Objectives

Regulo Constant Intermittent
(may be large)

Steady state

Servo Varying Varying (usu-
ally small)

Tracking

the output is not related to the error and can be
adjusted by hand to any desired value.

The operation of a control loop may be de-
scribed as being either closed or open. If all the
elements of a loop are functioning (correctly or
otherwise), interconnected and the controller is in
auto such that automatic control occurs, the loop
is said to be closed. If any element is disconnected
or not powered up then the loop is said to be open.

It is as if one of the signals has been cut. When-
ever a controller is switched into manual the loop
is opened.

An alternative way of categorising the mode of
operation of a control loop is according to the type
of input signals, as shown in Table 3.3.

Generally speaking, regulo control is the norm
in process automation: the objective is to keep the
plant operating under steady state conditions de-
spite disturbances which occur. Servo control is
more usually associated with electromechanical
control systems, for example in the machine tool
or aerospace sectors,where the objective is to track
a moving set point. However, systems for the auto-
matic start-up and shut-down of continuous plant,
or for batch process control, inevitably have to han-
dle both regulo and servo control.
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4.1 Signal Categories

4.2 Standard Ranges

4.3 Linearity

Signals were described in the previous chapter as
flows of information. Strictly speaking, a signal is
a variable that conveys the value of a parameter
between the elements of a system.

There are many types of signal in process au-
tomation and it is helpful to categorise them. This
can be done in various ways. Table 4.1 lists com-
mon signal types by physical form with examples
of each.

4.1 Signal Categories
Moreusefully,signalsmay be categorisedby nature
as being analogue, discrete or pulse.

Analogue signals are continuous in nature.
They vary with time over some finite range and
may have any value within that range. The lim-
its of the range are normally determined by some
physical phenomenon associated with the process,
by the mechanical design of the plant, or by the
specification of the instrumentation. Most process
signals are inherently analogue.

Discrete signals are sometimes,confusingly,re-
ferred to as digitals. They have two or more states
and, at any point in time, may only exist as one
or other of those states. Discrete signals are used
to convey status information such as auto/manual,
on/off, open/closed, running/stopped, and so on.

Pulse signals consist of trains of pulses, each
pulse being equivalent to a fleeting discrete signal.
They are associatedwith rotary devices suchas tur-

Table 4.1 Signal types by physical form

Form Example

Audio Sound from high level alarm

Capillary Expansion in filled system

Electrical Current from transmitter
Power to motor windings
Resistance of strain gauge
Voltage across thermocouple
junction

Electromagnetic Radio link in telemetry system
Magnetic coupling in proximity
switch

Hydraulic Flow of oil through spool valve

Manual Change of set point by operator
Contact of push button in relay
circuit

Mechanical Position of valve stem

Pneumatic Pressure to valve actuator

Process pH of process stream
Speed of agitator shaft
Weight of charge vessel

Visual Colour of symbol on display
Position of pointer on scale
Status of controller on faceplate
Number in register on counter

bine meters and agitator shafts. A known number
of electrical pulses are generated with each revo-
lution. Counting of the pulses with respect to time
yields an average shaft speed.Relative to analogues
and discretes, pulse signals are not very common.
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Another way of categorising signals is on a channel
basis. In process automation it is normal to define
channels with respect to the control function.Thus
input channels relate to measurements and output
channels to control signals.An input channel is es-
sentially a circuit, consisting of various intercon-
nected elements, wiring, etc., that enables a signal
to be routed from a sensor in the field through to
the controller. Similarly, an output channel relates
to the transmission of a signal from the controller
through to a control valve.

The number of I/O channels broken down ac-
cording to nature of signal and presented in the
form of Table 4.2 is known as the point count. This
is commonly used as a measure of the size of a
computer control system.

Table 4.2 Template for point count

Input Output

Analogue

Discrete

Pulse

Digital signals are associated with microproces-
sor-based instruments and control systems. They
are handled internally as binary numbers with val-
ues being held as bit patterns in memory, as de-
scribed in Chapter 7. For interfacing purposes,
analogue signals have to be converted into bi-
nary form, the bit patterns occupying one or more
bytes of memory depending upon the resolution
required. Discrete signals are inherently binary
and are stored as individual bits: they are usually
grouped together bytewise. For pulse signals, the
pulses are counted into registers on a binary basis,
the number of bytes per signal depending on the
range of numbers to be counted.

4.2 Standard Ranges
There are standard ranges for signals. Compatibil-
ity of input and output signals enables systems to
be configured from off-the-shelf elements. It also

provides for interchangeability ofelements: this re-
duces stock requirements for spares and promotes
competition between suppliers. The standard sig-
nal ranges for electrical and pneumatic analogue
signals are as shown in Table 4.3.These are de facto
industry standards and are used on a worldwide
basis. There are no such standards for discrete or
pulse signals: the figures given are simply consis-
tent with common practice.

Table 4.3 Standard signal ranges

Form Nature Standard range

Electrical Analogue 4–20 mA, 0–5 V

Discrete 0/24 V

Pulse 0/20 mA

Pneumatic Analogue 0.2–1.0 barg (3–15 psig)

Discrete 0/3.5 barg (0/50 psig)

A knowledge of the behaviour or calibration of the
elements and of the nature of the signal is neces-
sary to determine the value of the parameter being
transmitted. Consider, for example, the tempera-
ture measurement shown in Figure 4.1.

  Instrument

)C1000(
o

− )mA204( −

iθ

Fig. 4.1 Temperature measurement block diagram

Suppose the instrument has a linear calibration
with a direct current (d.c.) output range of 4–
20 mA corresponding to an input rangeof 0–100◦C.
This data enables an output signal of, say, 10 mA
to be established as equivalent to a temperature of
37.5◦C.

Note that analogue signals have a non-zero
lower limit to their range to enable zero valued
signals to be distinguished from faulty ones. For
example, in Figure 4.1 a signal of 4 mA corresponds
to a temperature of 0◦C whereas a signal of 0 mA
indicates a faulty instrument.
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4.3 Linearity
Linearity is an issue that pervades automation.Sig-
nals which are linear are easy to interpret intu-
itively. Elements that have linear responses are rel-
atively easy to control. Unfortunately, non-linear
input-output relationships occur frequently. They
may be inherent in the process or arise from the
measurement or control actions. A basic strat-
egy of control system design is to eliminate non-
linearities by utilisingelements with opposite non-
linear affects such that the overall relationship is
roughly linear.

  Orifice

)s/kg( (%)

pf
  DP cell

)mA204( −

i

Fig. 4.2 Flow measurement block diagram

Consider, for example, Figure 4.2 in which the
square relationship arising from the use of an ori-
fice plate for flow measurement is offset by a square
root characteristic applied in the dp cell. Suppose
that the calibration of the orifice and dp cell is as
shown in Table 4.4.

Table 4.4 Flow measurement calibration

Input Output

Orifice 0–fm kg/s 0–100%

dp cell 0–100% 4–20 mA

Noting that each signal is expressed as a fraction
of its range, the characteristic of the orifice is of
the form of Equation 4.1. For overall linearity, the
characteristic required of the dp cell must be of the
form of Equation 4.2.

p

100
=

(

f

fm

)2

(4.1)

(i − 4)

16
=

√

p

100
(4.2)

Effective signal processing is fundamental to pro-
cess automation. Signals must be transmitted
safely and reliably between elements in such a way
that the inherent value of the signal is not changed.
This theme is developed further in some of the
following chapters.
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5.1 Air Supply

5.2 Pilot Valves

5.3 Flapper Nozzles

5.4 Pneumatic Relays

5.5 Force Balance

Historically, pneumatic instrumentation has made
a major contribution to process automation. Some
of the control loop elements produced were very
sophisticated both in terms of mechanical design
and precision engineering. However, to a large ex-
tent,electronicshave superseded pneumatics.Only
a limited number ofpneumatic elements are still in
widespread use, mostly associated with actuation.
This chapter covers the devices from which those
elements are built.

5.1 Air Supply
Pneumatic elements require a clean supply of air at
constant pressure, usually supplied by a compres-
sor.Various aspects of the supply and distribution
of “instrument air”are covered in BS 6739.It is nor-
mal practice to withdraw air from the supply sys-
tem on a local basis, delivering it to the elements
through metal or nylon tubing via combined air fil-
ter/regulator units of the sort shown in Figure 5.1.
The purpose of the filter is threefold: to remove
any entrained solids, such as particles of rust from
the pipework, to remove condensate, and to reduce
the oil content, introduced during compression, to
a fine mist. The regulator is set at an appropriate
pressure Ps, typically of 1.4 bar (20 psi) for instru-
ments operating in the 0.2–1.0 bar standard range.
Distribution of air supply is discussed in more de-
tail in Chapter 51.

Fig. 5.1 Air filter regulator unit

5.2 Pilot Valves
Perhaps the simplest and most common pneu-
matic element, usually associated with discrete
output channels, is thepilot valve,so calledbecause
of its use for switching on/off of the air supply to
larger isolating valves.Pilot valves are ambiguously
referred to in manufacturer’s literature as control
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valves, solenoid valves or pneumatic relays. They
are usually of a modular construction and consist
of a port assembly and an actuator. The port as-
sembly physically consists of a casting with supply,
outlet and vent ports and, typically, a sprung di-
aphragm.There are various actuating mechanisms
but it is the solenoid type that is of particular in-
terest, as depicted in Figure 5.2.

250

V24

Vent

5.3 bar

Fig. 5.2 Solenoid actuated pilot valve

When the input to the solenoid is switched on,
current flows through the coil creating a magnetic
field.The force induced in the ferrous core is trans-
mitted to the diaphragm, causing it to flex. This
enables air to be routed through from the supply
to the outlet, shown connected to the actuator of
an isolating valve. When the current is switched
off, the spring returns the diaphragm to its origi-
nal position in which the outlet port is vented to
atmosphere.

5.3 Flapper Nozzles
Theflapper nozzle is thebasic input detector mech-
anism used in pneumatic instruments. It is essen-
tially a transducer which converts mechanical po-
sition z into pressure as shown in Figure 5.3.

An air supply Ps of approximately 1.4 bar is
applied to a small tube containing a fine capil-
lary bore restriction and a nozzle. The “flapper” is
pivoted and is mechanically positioned across the
nozzle by some sensing mechanism. The pressure
between the restriction and the nozzle, known as

sP

bP
Nozzle

Restriction

Pivot

Flapper

Z

Fig. 5.3 Flapper nozzle assembly

the back pressure Pb, varies with the width of the
gap between the nozzle and flapper as indicated in
Figure 5.4.

bP )bar(

Gap

4.1

0.1

2.0

mm25.0

Fig. 5.4 Back pressure vs gap relationship

5.4 Pneumatic Relays
Unfortunately, the flapper nozzle relationship is
non-linear and unsuitable for control purposes, so
it has to be used in conjunction with a relay. Fig-
ure 5.5 depicts the continuous bleed type of pneu-
matic relay and Figure 5.6 is its equivalent symbol.
Air is supplied at approximately 1.4 bar to the lower
chamber and through the restriction to the upper
chamber and nozzle. Each chamber has a plug and
seat type of valve.The plugs are on a common stem,
the upper plug being attached to a thin metallic di-
aphragm and the lower one being returned by a
spring.



5.5 Force Balance 25

Fig. 5.5 Continuous bleed type of pneumatic relay

Fig. 5.6 Symbol for pneumatic relay

If the back pressure in the nozzle increases, the
diaphragm flexes downwards slightly, causing the
supply valve opening to increase and the exhaust
valve opening to decrease. This results in a new
equilibrium being established with a higher output
pressure P0 at which the air flow through the two
valves is balanced. Conversely, if the back pressure
reduces, the output system will vent itself through
the exhaust and a reduced output pressure is estab-
lished.Note that the continuousflow of air through
the exhaust is by intent: it is often confused for a
leak! Typical air consumption is 1–2 L/min.

This arrangement is very sensitive: movement
of the flapper by only 0.025 mm is sufficient to give
the relay an output range of 0.2–1.0 bar. By careful
design, the operating range of the relay can be es-
tablished on a linear section of the back pressure

curve which, after amplification, gives an almost
linear relationship over the whole of the output
range.The relay also functions as a transmitter and,
as such, amplifies the volume of the output. If the
supply of air to the output system was dependant
upon the tiny flow of air through the restriction, its
operation wouldbe too slow for practical use.How-
ever, by using the back pressure to manipulate the
opening of the supply and exhaust valves, the full
supply pressure is available for output purposes, as
indeed is the exhaust for venting purposes.

5.5 Force Balance
Another very common pneumatic element, usu-
ally associated with analogue output channels, is
the I/P converter which normally has an input i of
4–20 mA and produces an output P0 of 0.2–1.0 bar.
Most I/P converters are designed on the basis of a
forcebalance,the construction ofwhich is typically
as depicted in Figure 5.7.

The force bar is a rigid rod, pivoted about a
fulcrum, which acts as the flapper. The actuating
force is generated by the dc input current flowing
through the coil of a solenoid. Following an in-
crease in current, a clockwise torque is applied to
the bar.This positions the flapper closer to the noz-
zle resulting in an increase in relay output which is
applied to the feedback bellows.As the bellows ex-
pand an anti-clockwise torque is developed which
results in the bar taking up some equilibrium po-
sition. Clearly, by design, the various devices are
positioned such that their relative mechanical ad-
vantages result in an input range of 16 mA corre-
sponding to an output range of 0.8 bar. The zero
spring is used to preload the bar such that with an
input of 4 mA the output is 0.2 bar.

In a forcebalance type of device, suchas the I/P
converter described, the displacement of the force
bar is almost negligible. This is because it is piv-
oted at a fixed fulcrum and the feedback bellows
ensure that it is always positioned within the oper-
ating range of the flapper nozzle assembly.It is thus
essential that no bending of the force bar should
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Fig. 5.7 Force balance type of I/P converter

occur.For this reason,forcebalances areof a robust
constructionand their housings are designed such
that external stresses cannot be transmitted to the
force bar. Because they have such little movement
they suffer few wear and alignment problems.

The design of pneumatic dp cells is discussed
in Chapter 11, actuators in Chapter 19 and posi-
tioners in Chapter 21.
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6.1 Semiconductors

6.2 Diodes

6.3 Transistors

6.4 Logic Gates

6.5 Flip-Flops

6.6 Counters, Registers and Memory

6.7 Operational Amplifiers

Electronic circuits may be considered as being ei-
ther passive or active. In essence, passive circuits
consist of components associated with analogue
signals such as resistors, capacitors and opera-
tional amplifiers. An example of a passive circuit
is the simple filter used for smoothing noisy sig-
nals. Active circuits contain components associ-
ated with discrete signals such as diodes, transis-
tors and gates. Active circuits invariably contain
passive components too.

Simple circuits may be made up of compo-
nents individually wired together as appropriate.
However, it is normal practice, especially for com-
plex circuits or those produced in quantity, for
the components to be mounted on purpose made
printed circuit boards (PCB). The connections be-
tween the components are established by dedicated
tracks within the surface of the board with power
supplies, earthing, etc. being distributed about the
board on general purpose tracks.In computer con-
trol systems these PCBs are usually referred to
as cards. Highly integrated circuits (IC) are com-
monly fabricated on silicon chips which are them-
selves mounted on PCBs referred to as mother
boards.

This chapter introduces a selection of elec-
tronic components and circuit types that are of
significance in the design of instrumentation and

control systems.A good introduction to the subject
is given by Duncan (1997): for a more comprehen-
sive treatment the reader is referred, for example,
to the classic text by Hughes (2005).

6.1 Semiconductors
Semiconductors are materials whose electrical
conductivity lies between that of good conductors
such as copper and good insulators such as poly-
thene. Silicon is the most important semiconduc-
tor. Silicon has four valence electrons and forms
a stable covalent lattice structure.At normal tem-
peratures the atoms within the lattice are vibrating
sufficiently for some of the bonds to break and re-
lease electrons.These enable a small current to flow
if a potential difference is applied. The resistance
of a semiconductor increases with temperature.

The use of semiconductors for diodes, transis-
tors and the like depends on increasing their con-
ductivity by the addition of small, but controlled,
amounts of other elements, a process known as
doping. The two elements most commonly used
for doping purposes are phosphorus and boron.
Doping with phosphorus, which has five valence
electrons, results in a surplus of electrons which
are available for conduction purposes: a so-called
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n-type semiconductor. Doping with boron, which
has three valence electrons, results in a deficit of
electrons which are analogous to positive charges:
a p-type of semiconductor.

The operation of many semiconductor devices
depends upon the effects which occur at the junc-
tion between p- and n-type materials formed
within a continuous lattice structure.

6.2 Diodes
Diodes are semiconductor devices, the most com-
mon type being the so-called p-n junction diode.
It is represented by the symbol shown in Figure 6.1
which also shows the characteristic for a silicon
diode.

V

i

V

i

0 0.6

Fig. 6.1 Symbol and characteristic of a diode

In essence, the diode will permit current to flow
through it in the direction of the symbol provided
there is a voltage drop across it of approximately
0.6 V. This voltage drop is referred to as the for-
ward bias. Normally a diode has to be protected
by a resistor in series to limit the current through
the diode to its rating. Negligible current flows if
the polarity is reversed, unless the voltage differ-
ence is so large as to cause the junction to break
down. Junction diodes are commonly used to pre-
vent damage to circuits from reversed power sup-
ply. The symbol for a silicon junction zener diode
and its characteristic is shown in Figure 6.2.

In forward bias the behaviour of the zener is
the same as that of the p-n junction type of diode.
However, in reverse bias there is a threshold be-
yond which the current changes at virtually con-
stant voltage. Indeed, unless limited by a resistor
in series, the current will damage the diode. The

V

i V

i

0 0.6

-VR

Fig. 6.2 Symbol and characteristic of zener diode

threshold value, known as the breakdown or refer-
ence voltage VR, is determined by the composition
of the semiconductor: a wide range of zeners with
different nominal reference voltages is available.
This property of the zener is exploited extensively
for protection against over-voltages and for sta-
bilising power supplies. Consider, for example, the
circuit for the analogue input channel of a control
system as depicted in Figure 6.3.

The dp cell, which has a 24-V d.c. supply, trans-
mits a 4–20 mA signal. The objective is to produce
a voltage dropV0 of 1–5 V across the 250 § resistor
R0 which can be “read” by the controller. The out-
put voltage of the dp cell V1 varies according to the
current being transmitted. For example, for a 20-
mA current V1 would be approximately 15.6 V al-
lowing for the 0.6 V forward bias across the diode,
10 V across the 500 § line resistor R1 , and 5 V
across R0. The diode protects the dp cell because
it prevents any reverse current flow, and the zener
protects the controller from overvoltage. Since the
maximum voltage under normal conditions across
R0 is 5 V, a zener with a reference voltage of ap-
proximately 5.5 V would be appropriate. In effect,
V0 could vary with current up to a maximum of
5.5 V beyond which the zener would stabilise V0 at
5.5 V by “leaking” current to earth. The capacitor,
in conjunction with the resistors, filters out high
frequency noise.

6.3 Transistors
Transistors are semi-conductor devices manufac-
tured either as discrete components or as parts
of integrated circuits. There are two basic types
of transistor: the junction transistor and the less
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dp cell
24V

V1

R1

V0 = 1-5VR0

Fig. 6.3 Circuit for analogue input channel
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Fig. 6.4 Symbol for a transistor

common field effect transistor. The most common
type of junction transistor is the silicon n-p-n type,
consisting of two p-n junctions in the same silicon
crystal, and is represented by the symbol shown in
Figure 6.4.

A transistor has three connections: base, col-
lector and emitter, imaginatively denoted as B, C
and E, which are used to establish two internal cir-
cuits. The input base circuit and the output collec-
tor circuit have a common connection, the emitter,
for which reason the transistor is said to be in the
common emitter mode.Note that for an n-p-n type
of transistor both the base and collector must be
positive relative to the emitter.

In essence,a transistor behaves both as a switch
and as a current amplifier. If the base voltage
VB < 0.6 V then the base current ib is zero. How-
ever, if VB > 0.6 V then

ic = k.ib and ie = ib + ic

The current gain k is typically a factor of 50–1000,
depending on the type of transistor, and is approx-
imately constant for any given transistor over a
limited range of ic values. However, k does vary
significantly between transistors of the same type
due to manufacturing tolerances.

Capableof being switchedmillionsof timesper
second, transistors are used extensively for switch-
ing in integrated circuits. Also, having no moving

parts, their life is almost indefinite, a distinct ad-
vantage over other electrically operated switches
such as relays. Figure 6.5 shows a typical transistor
switching circuit.

B

C

E

V0

V1 VB

VS
RC (1kΩ)

RB (10kΩ)

Fig. 6.5 Transistor switching circuit (for a NOT gate)

In effect the base circuit is a forward biased p-n
diode and requires a large resistance RB in series
to protect the transistor from excessive currents
and overheating. The collector circuit contains a
load resistor RC, the load and transistor forming a
potential divider across the supply voltage VS.

• For inputs less than 0.6 V the transistor is off
and behaves like an open switch. If V1 < 0.6 V
then ib = ic = 0 and V0 = VS.

• For a range of inputs, greater than 0.6 V but less
than someupper limitVU , the transistor is partly
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on and its output varies inversely with base cur-
rent. If VU > V1 > 0.6 V then ic = k.ib and
V0 = VS − iC.RC.
Note that, because of the large value for the gain
k, these relationships only hold true over a very
narrow range of inputs.

• When the input reaches this upper limit, the base
current will be such that the all of the supply
voltage is dropped across the load. The transis-
tor is fully on, behaving like a closed switch giv-
ing maximum output current and zero output
voltage. If V1 = VU then iC.RC = VS and V0 = 0.

• Further increasing the input has no effect on the
output: the transistor is said to be saturated. If
V1 > VU then V0 = 0.

The behaviour of the switching circuit is sum-
marised in Table 6.1.

Table 6.1 Behaviour of switching circuit

V1 ib V0 ic

Low (V1 < 0.6 V) 0 High (VS) 0

VU > V1 > 0.6 V ib VS − iC.RC k.ib
High (V1 > VU) V1/RB Low (0) High

(VS/RC)

6.4 Logic Gates
Logic gates are switching circuits used in digital
electronics for handling discrete signals. “High” is
represented as logic level 1 and corresponds to a
voltage close to the supply, e.g. +5 V, and “low” is
represented as logic level 0 corresponding to a volt-
age close to 0 V. The output state of a gate depends
on the states of its inputs. The switching circuit of
Figure 6.5 is normally referred to as a NOT gate, or
inverter, since if its input is high the output is low,
and vice versa.

There are various common gate types, the be-
haviour of each of which is summarised in a truth
table, as shown in Table 6.2.

In practice, digital electronic circuits consist of
multiple gates using combinational logic.

Table 6.2 Symbols and truth tables for common gates

NOT

A F
Input Output

A F

0 1
1 0F = A

OR

A

B

F
Input Output
A B F

0 0 0
0 1 1
1 0 1
1 1 1F = A + B

NOR

A

B

F
Input Output
A B F

0 0 1
0 1 0
1 0 0
1 1 0F = (A + B)

AND

A

B

F
Input Output
A B F

0 0 0
0 1 0
1 0 0
1 1 1F = A.B

NAND

A

B

F
Input Output
A B F

0 0 1
0 1 1
1 0 1
1 1 0F = A.B

Exclusive OR

A

B

F
Input Output
A B F

0 0 0
0 1 1
1 0 1
1 1 0
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R6

Q Q

VS

Tr1
Tr2

R1
R2

R3 R4

R5

R S

Fig. 6.6 Circuit for an SR bistable flip flop

6.5 Flip-Flops
The flip-flop is the basic building block of circuits
used for counters, registers and memory. The cir-
cuit for a flip-flop based upon an SR type bistable
is as depicted in Figure 6.6.

A flip-flop is said to be a bistable device be-
cause it has two stable states and is realised by a so
called multivibrator circuit. In fact there are three
types of multivibrator circuit: bistables, astables
and monostables, which lend themselves to differ-
ent applications.Any multivibrator circuit contains
two transistors, the essential characteristic being
that the collector of each is connected to the base
of the other. In the case of the SR bistable, both of
these connections are across resistances, shown as
R1 and R2 in Figure 6.6.

The outputs of the bistable are the voltages at
the two collectors,Q and Q,which are complemen-
tary.There are also two switches which provide the
input signals: these are denoted as S (set) and R
(reset), hence the term SR bistable.

When the supply VS is connected, both transis-
tors draw base current but,because of slight differ-
ences, one has a larger base current and saturates
quickly. Suppose that is transistor Tr1. Thus Tr1

draws base current through R2 and R4 , virtually all
of the supply voltage VS is dropped across R3 and
the output of Tr1 is zero. Thus the base current of
Tr2 drawn through R1 is zero so the output of Tr2

becomes the supply voltageVS.This is a stable state.
Suppose the reset switch R is momentarily

closed.This causes thebase of Tr2 to draw a pulseof
current through R6 resulting in the collector of Tr2

drawing a pulse of current through R4. The voltage
drop across R4 causes the output of Tr2 to fall sud-
denly to zero.That in turn cuts off the base current
through R2 to Tr1, the output of which jumps to the
supply voltage VS. The increase in output voltage
of Tr1 enables the base of Tr2 to continue to draw
current through R1, even though the reset switch is
no longer closed. Thus a new stable state has been
established.

A similar analysis reveals that the effect of the
set switch S being momentarily closed is to restore
the original stable state.The logic of the SR bistable
is depicted in truth table form in Table 6.3 in which
the closure of either switch S or R and an output of
VS for either transistor is denoted by logic 1.

In summary, closing the set switch S, no matter
how temporarily, causes the output of Tr2 to flip
to its high state and to remain there indefinitely. It
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SR type T type D type J-K type

Q

Q

S

R

Q
T

Q

QD

CK Q

S

R

Q

Q

S

R

J

K

CK

Fig. 6.7 Symbols of SR, T, D and J-K types of bistable

Table 6.3 Truth table for an SR flip flop

State S R Q Q

Set 1 0 1 0

Reset 0 1 0 1

will only flop to its low state when the reset switch
R is closed, no matter how temporarily, where it
will stay indefinitely, until the set switch is closed
again. The output of Tr1 does the opposite.
Besides the SR type of bistable there are also the
so-called T type, D type and J-K types, all of whose
symbols are as depicted in Figure 6.7.

• The T (triggered) type of bistable is a modified
SR type with extra components that enable suc-
cessive pulses, applied to an input referred to as
a trigger, to toggle its output between its two out-
put states. Two input pulses have to be applied
to the trigger to cause one output pulse.

• The D (data latch) type of bistable is used for
clocked logic. Most IC systems have very large
numbers of bistables and it is essential that their
operation is synchronised. For example, with
memory, all the relevant bistables have to be
changed simultaneously when new values are
read in. The D type bistable has a clock (CK)
input. Thus on, and only on, the rising edge of
the clock pulse, the output Q is set to whatever
is the state (0 or 1) of the data bit at the input
D. The output Q latches onto that output until
the occurrence of a rising edge with a different
input. The S and R inputs are used for setting
(Q = 1) or resetting (Q = 0) the output.

• The J-K type of bistable is the most versatile of
all the bistables. It has two inputs, called J and
K for no obvious reason. When clock pulses are
applied to CK, the output Q:
i. Retains its current value if J = K = 0
ii. Acts as a D type flip-flop if J and K are dif-

ferent
iii. Acts as a T type flip-flop if J = K = 1

6.6 Counters, Registers and
Memory

A counter consists of a set of flip-flops intercon-
nected such that the number of pulses in a series
of pulses may be counted in binary code. The size
of the counter, and hence the number of bits (0 or
1) in the binary word, is established by the number
of flip-flops involved. Figure 6.8 depicts a simple
3-bit binary up-counter.

Q2
T2

Q1
T1

Q0
T0

input
pulses

Q0 (lsb)Q2 (msb) Q1

Ff2 Ff1 Ff0

Fig. 6.8 A three-bit binary up-counter

The binary counter shown consists of T type bista-
bles.The input train of pulses is applied to the trig-
ger of the first (right hand) flip-flop. The output
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of the first flip-flop, which corresponds to the least
significant bit (lsb) oftheword, is used to toggle the
trigger of the second, and so on.At any instant, the
output of the counter is the set of values of the out-
putsof all threeflip-flops.This counter is capableof
counting up from 000 to 111 in binary, correspond-
ing to 0 to 7 in decimal. Having reached 111, any
further input pulse would progress the output to
000 and onwards. Clearly, in practice, counters that
are much bigger than three bits are used. Note that
binary notation is covered in detail in Chapter 7.
Binary counters can also be realised by D and J-K
types of bistable. For D types the series of input
pulses is applied to the CK input, with the not Q
output being connected to the D input, and for J-K
types the inputs are set with J = K = 1.The counter
of Figure 6.8 is of the up-type: that is, starting with
000, pulse inputs cause the output to increment to-
wards 111.Different circuits are available for down
counters and decimal counters.

A shift register stores a binary number and
transfers (shifts) it out onto a bus when required.
The register consists of a number of D or J-K type
of flip-flops,one for eachbit of thewordstored.Fig-
ures 6.9 and 6.10 depict serial and parallel arrange-
ments respectively for a simple 4-bit shift register
using D type flip-flops.

In the serial register, the Q output of each flip-
flop is applied to the D input of the next. The bits
are loaded one at a time, from the left as depicted,
and move one flip-flop to the right every clock
pulse. Four clock pulses are needed to enter a 4-bit
word, and another four pulses to move it out seri-
ally. In the parallel register, all bits enter their D in-
puts simultaneously and are transferred together,
by the same clock pulse, to their respective Q out-
puts from which they can then be read in parallel.

Registers are ubiquitous.They are used in cal-
culators for storage of binary numbers prior to ad-
dition. The central processor unit of any micro-
processor has multiple registers which are used
for temporarily holding key values during proces-
sor operations, as described in Chapter 9.Registers
provide the basis for computer memory where the
IC equivalent of millions of flip-flops are etched
onto silicon chips.

D Q serial
output

CK

D Q

CK

serial
input

clock
pulses

D Q

CK

D Q

CK

Fig. 6.9 A serial four-bit shift register

D Q

parallel output

CK

D Q

CK

parallel input

clock
pulses

D Q

CK

D Q

CK

Fig. 6.10 A parallel four-bit shift register

6.7 Operational Amplifiers
Operational amplifiers (op-amps) are essentially
high gain, high resistance, linear IC devices which,
depending on the associated circuits, can be used
for a variety of signal conditioning applications.
Figure 6.11 shows an op-amp circuit used for scal-
ing purposes.

-

+

V*

V1
R1

R0

V0i

Fig. 6.11 Op-amp circuit used for scaling purposes
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Functionally an op-amp has two inputs, one pos-
itive and the other negative, and one output al-
though, in practice, it has other connections for
power supplies, etc. The output voltage is given by

V0 = k.V∗ (6.1)

where V∗ is the difference between the input volt-
ages. The amplification factor k is typically of the
order 108 which means that, in practice, V∗ has to
be virtually zero.

Noting that the op-amp has virtually infinite
resistance and therefore draws negligible current,
Ohm’s law may be applied across the resistors:

i =
V1 − V∗

R1
=

V∗ − V0

R0

Substituting for V∗ from Equation 6.1 and rear-
ranging yields

V0 = −
kR0

(k − 1)R1 − R0
.V1

which, because of the value of k, results in

V0 ≈ −
R0

R1
.V1 = −K.V1

where K is the scaling factor applied. Clearly by
specifying appropriate values of R0 and R1, any de-
sired scaling factor, referred to as the gain, may
be applied to the input voltage. There are many
variations on the theme. For example, the op-amp
circuit of Figure 6.12 is that of an integrator.

-

+

V*

V1
R1

C

V0i

Fig. 6.12 Op-amp circuit for an integrator

Again, applying Ohm’s law:

i =
V1 − V∗

R1
= C

d

dt
(V∗ − V0)

V0 ≈ 1

RC
.

t
∫

0

V1dt

By specifying appropriate values for R and C the
input voltage may be integrated at any desired rate.
A more complex op-amp circuit that is of partic-
ular interest for current transmission purposes is
shown in Figure 6.13.

-

+

V1

R5

R2R1

R3

R4

i 0

RL

Fig. 6.13 Op-amp circuit used for current transmission

Detailed analysis of this circuit, which is not easy,
shows that

i0 =
−R2

R1.R3
.V1

provided that

R2.R4 = R1.R3 + R1.R5

The significanceof this is that,within sensible lim-
its, the output current i0 is proportional to the in-
put voltage V1, irrespective of the line resistance
RL . Note that it is normal practice to transmit sig-
nals as currents rather than as voltages. This is be-
cause with voltage transmission the output voltage
inevitably differs from the input due to line re-
sistances, whereas with current transmission the
current must be the same at either end of the line.
Even if resistances are carefully matched to avoid
loading effects, voltage transmission is vulnerable
to distortion caused by changes in line resistance
due to temperature effects or to components being
replaced.
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Representation of data, and its manipulation, is
fundamental to the design and operation of digital
devices. This chapter covers the common conven-
tions for representing and storing numerical data
and alphabetics. A range of terminology is intro-
duced.These representations are used as a basis for
data typing which underlies the IEC 61131 (part 3)
standard for real-time programming.

Data typing involves defining the type of data
associated with constants and variables used in
programs. This is necessary for all types of pro-
gram, whether of a procedural or configurable na-
ture for control purposes, or of a relational or ob-
ject oriented nature for other purposes. The stan-
dard supports a full range of “literals”, often re-
ferred to in other languages as “primitives”. The
range includes integer, real, time and date, string
and Boolean. Special constructs enable the more
complex derived, enumerated and structured data
types to be defined.

Data typing is explained in terms of structured
text, which is one of the languages of the standard,

and is itself covered in Chapter 8. For a more de-
tailed coverage of data typing in relation to the IEC
61131 standard, the reader is referred to the text by
Lewis (1998) or indeed to the standard itself.

7.1 Binary Representation
In digital systems, values are stored in bits. A bit
is the smallest discrete entity of memory and has
two possible states, as depicted in Table 7.1.

Table 7.1 Bit states

State Binary Boolean

On 1 True

Off 0 False

Single bits can only be of use for storing the values
of variables that are inherently two state, such as
logical variables and discrete I/O. To represent val-
ues greater than unity it is necessary to group bits
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together in multiples of 4, 8 and 16 bits, referred to
respectively as nibbles, bytes and words. The term
“word”is also used,ambiguously, to refer to groups
of bits generically.

Table 7.2 shows the range of integer numbers
0 to 15 that can be represented by one nibble. The
table depicts the binary, octal, decimal and hex-
adecimal equivalents of these numbers,which have
bases of 2, 8, 10 and 16 respectively.

Table 7.2 Alternative representations of 0–15 decimal

Binary Octal Decimal Hexadecimal

0000 0 0 0

0001 1 1 1

0010 2 2 2

0011 3 3 3

0100 4 4 4

0101 5 5 5

0110 6 6 6

0111 7 7 7

1000 10 8 8

1001 11 9 9

1010 12 10 A

1011 13 11 B

1100 14 12 C

1101 15 13 D

1110 16 14 E

1111 17 15 F

By inspection, it can be seen that a 1 in the nth sig-
nificant bit, ie counting fromthe right,corresponds
to 2∗∗(n − 1) in decimal. Thus the decimal value N
of a word consisting of m bits, the value bn of the
nth bit being 0 or 1, is given by

N10 =
m
∑

n=1

bn.2
(n−1)

Also, by inspection, it can be seen that the range of
values R that can be represented by a word consist-
ing of m bits is given by

R10 = 0 → (2m − 1)

Table 7.3 shows the range of values that can be rep-
resented by different word lengths.

Table 7.3 Range of values vs word length

Number Octal Decimal Hexa-

of bits decimal

1 0–1 0–1 0–1

4 0–17 0–15 0–F

8 0–377 0–255 0–FF

16 0–177777 0–65535 0–FFFF

32 – 0–4.295 × 109 –

64 – 0–1.845 × 1019 –

7.2 Two’s Complement
The values considered so far have all been posi-
tive and integer. In practice, process control sys-
tems have to be able to cope with negative and real
numbers too.When a number could be either pos-
itive or negative, it is normal to use the first bit, i.e.
the most significant bit, to indicate the sign. Thus,
if the first bit is 0 the number is positive and if
it is 1 the number is negative. The most common
technique of representing signed numbers is re-
ferred to as two’s complement. Table 7.4 shows, in
descending order, the range of integer values +7
to −8 that can be represented by one nibble using
two’s complement.

By inspection, it can be seen that to change the
sign of a number, each of the bits must be negated
and 1 added. For example, to:

• Convert +7 into −7, binary 0111 is negated to
become 1000 and adding 1 gives 1001

• Convert −5 into +5: binary 1011 is negated to
become 0100 and adding 1 gives 0101

Note that when converting numbers in two’s com-
plement, care must be taken to negate any zeros
in the most significant bits, referred to as leading
zeros.

The concept of two’s complement can perhaps
be best appreciated by analogy with counting on
the odometer of a car. Forward travel is self ex-
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Table 7.4 Binary vs deci-

mal in 2’s complement

Binary Decimal

0111 7

0110 6

0101 5

0100 4

0011 3

0010 2

0001 1

0000 0

1111 −1

1110 −2

1101 −3

1100 −4

1011 −5

1010 −6

1001 −7

1000 −8

planatory. However, starting at 0000 and reversing
the car for 1 km will cause the odometer to read
9999. Reversing another km will cause it to read
9998,andso on.Suppose theodometer counts in bi-
nary. Starting at 0000, if the car travels backwards,
the odometer will decrement to 1111 after 1 km, to
1110 after 2 km, and so on.

7.3 Characters
In addition to numbers, systems also have to be
capable of handling textual information. ISO 8859
(1987) defines 8 bit single byte coded graphic char-
acter sets based upon the former American Stan-
dard Code for Information Interchange (ASCII)
code.Part 1 is a specification for the Latin alphabet
which covers English and most other west Euro-
pean languages. The character set contains all the
commonly used letters,digits,punctuation,printer
control characters, etc, and allows for important
international differences, such as between £ and $
symbols. In practice, textual information consists
of strings or files of characters. Each character is
storedandmanipulatedas a singlebyteof memory.

7.4 Identifiers
It is normal to assign names, referred to as iden-
tifiers, to constants and variables. This makes for
easier understanding of programs. An identifier
can be any string of letters, digits and underlines,
provided that:

• The first character is not a digit
• Underline characters only occur singly
• The identifier contains no spaces
• The first six characters are unique
• It is not a keyword within the languages

TM 47 and COUNT are examples of valid identi-
fiers. Note that the rules governing choice of iden-
tifier are consistent with conventions for tag num-
bers.

7.5 Integer Literals
Integers are typically used for counting purposes,
and for identities suchas batch numbers.There are
eight integer data types as shown in Table 7.5. The
type of integer used depends on the range of val-
ues concerned, and whether there are any negative
values.

To minimise memory usage and, in particular,
to reduce the processor loading, it is good practice
to use the shortest data type consistent with the
range of the variable concerned.

Table 7.5 Integer types vs range of values

Data type Description Bits Range

SINT Short integer 8 −128 to +127

USINT Unsigned 8 0 to +255
short integer

INT Integer 16 −32768 to +32767

UINT Unsigned 16 0 to 216 − 1
integer

DINT Double integer 32 −231 to +231 − 1

UDINT Unsigned 32 0 to 232 − 1
double integer

LINT Long integer 64 −263 to 263 − 1

ULINT Unsigned 64 0 to 264 − 1
long integer
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In structured text,bothconstants and variables are
defined as being of a particular type by statements
such as

COUNT: usint;

in which the variable COUNT is declared as being
of the integer type USINT. The colon means “is of
the type”and the semicolon denotes the end of the
statement. Note that throughout this chapter, and
indeed the rest of the text, the convention used for
all structured text is to write identifiers and other
user defined terms in upper case and IEC 61131
keywords in lower case. It is good practice to use
case to distinguish keywords in this way. It doesn’t
matter which case is used, as long as it is used con-
sistently.

Variables may be initialised by having values
assigned to them at their definition stage, other-
wise they default to zero. For example:

COUNT: usint:= 47;

in which case the variable COUNT is declared as
being an integer and set to an initial value of 47 in
the same statement. The assignment operator :=

means “becomes equal to”.
All numbers in structured text are assumed to

be to base 10 unless prefixed by 2#,8# or 16# which
denote binary, octal and hexadecimal respectively.
For example:

2#101111 = 8#57 = 47 = 16#2F

7.6 Real Literals
Real numbers, i.e. those that contain a decimal
point, are used extensively in calculations, for ex-
ample in scaling analogue I/O signals or in eval-
uating control algorithms. There are two real data
types, as shown in Table 7.6, the type used depend-
ing on the values concerned.The ranges cover both
positive and negative numbers and enable both
very large and small fractional values to be han-
dled.

Real numbers are normally held in a floating
point format consisting of a mantissa and expo-

Table 7.6 Real types vs range of values

Data type Description Bits Range

REAL Real numbers 32 ±10±38

LREAL Long real numbers 64 ±10±308

nent. The values of both the mantissa and the ex-
ponent are stored in two’s complement form, and
an algorithm used to convert from one format to
the other.

Note that exponential notation may be used
with real variables. For example, a ramp rate of
72◦C/h may be initialised in degrees Celsius per
second as follows:

RAMP: real:= 2.0E-2;

Several variables may be defined in the same state-
ment, an example of which is as follows:

T1, T2, TAVG: real;

7.7 Time Literals
Timeanddate literals are available for bothelapsed
and absolute time.An elapsed time is the duration
of an activity since some instant in real time, such
as the time taken since the start of a discrepancy
check. Absolute time and/or date enables control
activity to be synchronised relative to the calen-
dar, such as starting a batch at the beginning of the
next shift. Time and date types are as defined in
Table 7.7.

Table 7.7 Time literals

Data type Description Short form

TIME Time duration T#

DATE Calendar date D#

TIME OF DAY Time of day TOD#

DATE AND TIME Date and time DT#
of day

The following letters are used in defining times:

d = days, h = hours, m = minutes,

s = seconds, ms = milliseconds
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A statement defining an elapsed time referred to
as SOAK and initialising it with a value of 2.5 min
is as follows:

SOAK: time:= T#2m30s;

Because the most significant field of a time lit-
eral may overflow and the last field may be given
in decimal format, the following examples are per-
missible:

SOAK:= T#61s; SAMPLE:= T#0.5s;

The formats for defining dates and time of day
are shown in the following examples in which val-
ues are assigned to predefined variables as follows:

START:= TOD#12:00:00; (*midday*)

BIRTH:= D#1947-06-27; (*a broad hint*)

Note the use of the comment. Comments en-
able annotation of programs and may be inserted
anywhere provided they are framed by brackets
and asterisks as follows:

(*This is a comment.*)

7.8 String Literals
Strings are used for holding characters and are
typically used for identity purposes or for pass-
ing messages. They consist of printable and non-
printable characters and are framed by single
quotes. Non-printable characters are inserted by
prefixing the hexadecimal (ASCII) value of the
character with a $ symbol. There are also a num-
ber of reserved letters, shown in Table 7.8, used

Table 7.8 String literals

Code Interpretation

$$ Single dollar sign

$’ Single quote character

$L A line feed character

$N A new line character

$P Form feed or new page

$R Carriage return character

$T Tabulation (tab) character

with the dollar symbol to denote commonly used
control characters.

Typical examples of string literals are:

‘JUICE_47’ (*a batch identification*)

‘CONFIRM LEVEL OK $N’

(*a message with an embedded line feed*)

‘’ (*an empty or null string *)

Bit strings enable storage of binary data. Their
most common usage is for storage of status in-
formation. There are five data types of different
length, as shown in Table 7.9.

Table 7.9 Data types vs length/usage

Data type Length (bits) Usage

BOOL 1 Discrete states

BYTE 8 Binary information

WORD 16 Ditto

DWORD 32 Ditto

LWORD 64 Ditto

7.9 Boolean Literals
The Boolean data type is used to assign the state of
a Boolean variable as being true or false. Its princi-
pal use is in testing andsetting the statusof discrete
variables, such as discrete I/O signals.The Boolean
data type is defined in Table 7.10: the analogy with
Table 7.1 is obvious.

Table 7.10 Boolean literals

Data type Binary Boolean

BOOL 0 or 1 FALSE or TRUE

Example

A variable FLAG is declared as a Boolean variable
and initialised by default as being FALSE.

FLAG: bool;

When the FLAG becomes true,the mode of PUMP 47

is set to RUNNING:



40 7 Data Typing

if

FLAG = true

then

PUMP_47:= RUNNING;

7.10 Derived Data Construct
Derived data types are used to enhance the read-
ability of structured text. In essence they enable
new data types to be generated from the previ-
ously defined literals. New data types are framed
with TYPE and END TYPE statements. For example:

type

PRES,TEMP: real;

end_type

This allows variables corresponding to pressures
and temperatures to be defined as being of the type
PRES or TEMP and they are subsequently treated as
if they are REAL variables.

There is often a requirement to restrict the
range of values that can be assigned to certain
types of variable. A sub-range can be specified
within the derived data construct. For example,
variables of the type PRES are limited to values
within the range 0.2 to 1.0:

type

PRES: real (+0.2..+1.0); (* bar.*)

end_type

7.11 Array Data Construct
Arrays are a compact means of storing large quan-
tities of data and enable the data to be accessed ef-
ficiently.They too are framed by TYPEand END TYPE

statements. For example, an array for holding five
real values could be as follows:

type VECTOR:

array [1..5] of real;

end_type

One-dimensional arrays enable a techniqueknown
as indirect addressing, in which plant and data

items are referenced via parameter lists. This tech-
nique is used extensively in batch process control
and is explained in Chapter 29 and used in Chap-
ter 37.

Arrays may be n dimensional. For example, an
array of 10 × 50 elements, for holding 10 sets of 50
values may be defined as follows:

type MATRIX:

array [1..10,1..50] of real;

end_type

7.12 Enumerated Data
Construct

This construct enables different states of an inte-
ger variable to be named, such as the operational
modes of a device.Enumerated data constructs are
also framed by the statements TYPE and END TYPE,
with the named states being bracketed as in the
following example:

type PUMP_MODE:

(ENABLED, RUNNING, STOPPED,

STANDBY, FAULTY);

end_type

Note that variables of the type PUMP MODE can only
be assigned values from the list of named states.

7.13 Structured Data Construct
Composite data types may be derived by defining a
structure from existing data types. The composite
is declared by framing the definition with STRUCT

and END STRUCT statements. In the following exam-
ple, a structured data type called TEMP TRANS is de-
clared which contains all the data associated with
a temperature transmitter; note that each element
of the list can be given a meaningful name:

type TEMP_TRANS;

struct

STATUS: bool;

RANGE: real;
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OFFSET: real;

HI_ALARM: real;

LO_ALARM: real;

NO_ALARMS: int;

DAMPING: time;

CALIBRATION: date;

end_struct;

end_type

A generic list may thus be formulated, with default
values, from which specific instances may be cre-
ated.For example, the temperature transmitter T47
may be declared as an instance:

type

T47: TEMP_TRANS;

end_type

The elements of any such list may be accessed indi-
vidually by means of a dot extension. For example,
the status bit of T47 may be set by the statement

T47.STATUS := 1;

The structured data construct is one of the more
powerful features of structured text. In effect, the
construct enables objects to be handled, although
it is important to appreciate that structured text
is not an object oriented language, as described in
Chapter 107.

7.14 Comments
It is goodpractice to define data and variable types
in groups at the beginning of a program so that
they are available throughout the program. The
constructs used provide for consistency in soft-
ware development and enable, through compila-
tion, many errors to be detected very effectively.
Although data typing has been explained in terms
of structured text, it is generic to all five languages
of the IEC 61131 standard. Strong data typing, as
described in this chapter, is fundamental to the
standard: it enables software developed in the dif-
ferent languages to be integrated.
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8.1 IEC Software Model

8.2 Global and External Variables

8.3 Input and Output Variables

8.4 Memory Variables

8.5 Miscellaneous

8.6 Program Structure

8.7 Specimen Program

8.8 Comments

This chapter covers structured text, one of the
five languages of the IEC 61131 (part 3) standard,
the others being instruction lists, ladder diagrams,
function block diagrams (FBD) and sequential
function charts (SFC). Structured text was intro-
duced in Chapter 7: it is a procedural language,
designed for real-time programming, and is ap-
propriate for process control. Although it is not a
so-called high level language, it does support con-
structs associated with high level languages, such
as nesting. Similarly, it is not an assembler lan-
guage, although it supports low level constructs
such as direct memory addressing. For this rea-
son, structured text is often described as being like
pseudo-code.

Many of the variables and constructs used in
process control are different to those used in con-
ventional programming. This is largely due to the
real-time nature of programming, to the fact that
programs invariably run simultaneously and in-
teract, and that the database is often distributed
between different devices. This chapter, therefore,
focuses on these variables and constructs.

Structured text is used extensively throughout
this text for explaining a variety of concepts. For a
more detailed coverage of the language, the reader
is referred to the text by Lewis (1998).

8.1 IEC Software Model
Figure 8.1 depicts the software model of the IEC
61131 standard. This allows for the partitioning of
applications into entities referred to as program
organisational units (POU). These entities include
configurations, resources, programs and function
blocks.

Configuration 1

Resource A

Program X Program Y

FB_1

FB_2 FB_B

FB_A

Fig. 8.1 Software model of IEC 61131 standard

A configuration is equivalent to all of the hard-
ware and softwareof either a single programmable
logic controller (PLC) system or of the node of a
distributed control system (DCS): both PLCs and
DCSs are considered in detail in Section 6. Dis-
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tributed systems may be considered to consist of
multiple configurations.Within eachconfiguration
there are one or more resources. A resource pro-
vides all the support necessary for executing pro-
grams and is, typically, associated with a processor
on a mother board.Resources should be capable of
operating independently of each other. Programs
are run within resources under the control of tasks.
Although Figure 8.1 depicts a program consisting
of function blocks, a program may be written in
any one of the five IEC 61131 languages, or a mix-
ture thereof.

The declaration of variable type relates to these
entities.

8.2 Global and External
Variables

In general, variables are declared in lists within a
software entity. If the variables are only to be used
within that entity they are defined as follows:

var

RAMP: real:= 2.0E-2;

T1, T2, TAVG: real;

SOAK: time:= T#2m30s;

end_var

Global variables may be defined at the configura-
tion, resourceor program levels.By so doing, those
variables are declared as being available for use by
any software entity at a lower level within the par-
ent entity. Such variables may be accessed from
the lower level by declaring them to be external
variables at that lower level. For example, the set
point and mode of a temperature controller may
be defined as a global variables within a program
as follows:

var_global

T47_SP: real;

T47_MODE: CONT_MODE;

end_var

where the enumerated data type CONT MODE has al-
ready been defined at the program level. Within
the program values may be assigned to T47 SP and
T47 MODE.

A temperature controller function block T47

within that program may then access the values of
the set point and mode variables. To do so, within
the definition of the function block, the variables
must be defined as being external variables, as fol-
lows:

var_external

T47_SP: real;

T47_MODE: CONT_MODE;

end_var

Any variable defined within an entity that contains
lower level entities is potentially accessible by any
of those lower level entities. It is therefore capa-
ble of being inadvertently changed. By defining
variables at the appropriate level, constraints are
imposed as to what variables can be used within
any particular entity. Use of the global and exter-
nal construct makes that access explicit. Thus the
scope for errors being introduced inadvertently is
significantly reduced, making for enhanced soft-
ware integrity. This is fundamental to the concept
of encapsulation which is concerned with making
software entities as self contained as is reasonably
practicable.

8.3 Input and Output Variables
These relate to external sources of data and are
used at the program, function block and function
levels of POU. It is often the case that the value
of a parameter used within one such entity is de-
termined by another. Appropriate declaration of
such parameters as input or output variables en-
ables their values to be passed between entities.
The most obvious example is in the use of function
blocks, where the output of one block becomes the
input of the next. Thus a slave controller function
block may require declarations as follows:

var_input

PC_47.OP: real;

TC_47.OP: real;

end_var
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var_output

FC_47.OP: real;

end_var

With PC 47, TI 47 and FC 47 having been declared
elsewhere as being of the structured data construct
type, values for the set point and measured value
of the slave loop may be imported and a value ex-
ported to the output channel.

8.4 Memory Variables
These are invariably used by input and output vari-
ables and enable memory locations to be refer-
enced directly.The identity of such a variable starts
with a % character and is followed by a two letter
code, depending on the nature (input or output) of
the memory location and the type (bit, byte, etc.)
of the parameter stored there. The letter code is
defined as in Table 8.1. If the second letter of the
code is not given, the code is interpreted to be X.

The letter code is accompanied by a numerical
reference. This may be to a specific memory loca-
tion or to a hardware address and is clearly system
specific. Some examples are as follows:

%I100 (* Input bit no 100 *)

%IX16#64 ditto

%IW47 (* Input word no 47 *)

%IW5.10.13 (* Rack 5, Card 10, Channel 13 *)

%QL27 (* Output long word no 27 *)

%MB8#377 (* Memory location byte no 255 *)

8.5 Miscellaneous
There are a number of attributes that may be as-
signed to variables at the declaration stage. RETAIN
indicates that the value of a variable is held during
loss of power. For example:

var_output retain

PIDOUT: real;

end_var

Table 8.1 Memory variable codes

1st letter 2nd letter Interpretation

I Input memory location

Q Output memory location

M Internal memory

X Bit

B Byte (8 bits)

W Word (16 bits)

D Double word (32 bits)

L long word (64 bits)

CONSTANT indicates that the value of a variable can-
not be changed. For example:

var constant

MAXTEMP: real:= 78; (* degC *)

end_var

AT is used to attach an identifier, such as a tag
number, to the memory location of a constant or
variable. For example:

var

TM19 at %ID47: real;

end_var

Variables may have initial values given to them at
the declaration stage. These will override any de-
fault initial values defined for the data type.

Communication of data between configura-
tions is realised by means of ACCESS variables,
or by the use of dedicated send and receive type
function blocks.

8.6 Program Structure
Inspection of the fragments of structured text used
so far reveals a number of constructs for defin-
ing an input variable and a function, and for han-
dling conditional statements. These, and similar,
constructs are what provide the structure of struc-
tured text. Indeed, a program is itself created by
means of a construct:
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program NAME

<constructs>

<statements>

end_program

Within this construct a typical program consists
of a set of constructs for declaring data and vari-
able types, and constructs for user defined func-
tions and function blocks. These are followed by
the main body of the program consisting largely
of conditional and iterative constructs and as-
signment statements.The conditional and iterative
constructsused for program control provide much
flexibility.

The conditional construct is of the general
form

if <logic test> then

<statements>

elsif <logic test> then

<statements>

else

<statements>

end_if

The logic test may be a simple check of a Boolean
variable or the evaluation of a Boolean expression.
An alternative CASE . . .END CASE construct enables
selected statements to be executed according to the
value of some integer variable.

There are several iterative constructs:

for <initial integer value >

to <final integer value>

by <increment> do

<statements>

end_for

while <logic test> do

<statements >

end_while

repeat

<statements>

until <logic test>

end_repeat

Note that there are no explicit goto or jump com-
mands, which is consistent with the ethos of struc-

tured programming. Branching has to be realised
implicitly by means of the conditional and iterative
constructs, and the nesting thereof. An Exit com-
mand can be used within iterative constructs to
terminate iteration.

Constructs consist of statementswhichare exe-
cuted in program order.Most of the statements are
assignments of type and/or value, and evaluations
of arithmetic and/or Boolean expressions. Evalu-
ation of expressions is conventional, expressions
containing one or more operators, variables and
functions. Operators are standard and executed in
order of precedence, for example ( ), ∗, /, +, etc.

8.7 Specimen Program
A specimen program in structured text is pre-
sented in Program 8.1. It is presented here simply
to demonstrate program structure and to illustrate
how some of the various constructs may be used.
The program is the structured text equivalent of
Figure 29.2 which depicts a charging sequence:

Program 8.1. Specimen program in structured text

program CHARGE

var_input

LT52 at %IW52: real;

WT53 at %IW53: real;

end_var

var_output

YS47 at %QX47: bool;

YS48 at %QX48: bool;

YS49 at %QX49: bool;

YS50 at %QX50: bool;

end_var

var_external

LMAX, TDES, WMIN, WREQ: real;

TC51: PID;

end_var

var

WBEG, WDIF: real;

MESSAGE_1: string:= ‘$n LEVEL TOO HIGH $r’

MESSAGE_2: string:= ‘$n WEIGHT TOO LOW $r’

end_var
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if LT52 ge LMAX then

MESSAGE_1

elsif WT53 le WMIN then

MESSAGE_2

else

YS47:= 0;

YS48:= 1;

WBEG:= WT53;

YS50:= 1;

repeat

WDIF:= WBEG - WT53;

until WDIF ge WREQ

end_repeat

YS50:= 0;

YS48:= 0;

YS49:= 1;

TC51.SP:= TDES;

TC51.ST:= 1;

end_if

end_program

8.8 Comments
IEC 61131 is not prescriptive. Thus, for exam-
ple, ladder diagrams may contain function blocks,
function blocks in FBDs may be written in struc-
tured text, transitions in a SFC may be triggered by
rungs of a ladder diagram, etc. Functional require-
ments may therefore be decomposed into parts,
each of which may be developed in whichever lan-
guage is most appropriate. The strength of IEC
61131, therefore, is that it provides a coherent
framework for software development.

As stated, structured text does not support
branching. This would be impractical if all control
software, especially for complex sequencing, could
only be written in the form of structured text pro-
grams. However, that is not the case. The primary
purpose of structured text is as a vehicle for devel-
oping the component parts of the other IEC 61131
languages. Thus, for example, the functionality of
steps and actions in SFCs (Chapter 29) and of func-
tion blocks in FBDs (Chapter 48) is normally artic-
ulated in structured text. Constructs within these
other languages are then used to support branch-
ing, looping and parallelism as appropriate.
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9.1 Overview

9.2 The Control Unit

9.3 The Arithmetic/Logic Unit

9.4 The Memory System

9.5 The Processor Cycle

Many instruments and almost all control systems
are microprocessor based.Whilst it is seldom nec-
essary to understand exactly how any particular
processor is designed, it is often helpful in their ap-
plication to have some understanding of how mi-
croprocessors work. The emphasis in this chapter
therefore is on theprincipal features andprinciples
of operation of microprocessors. Detailed consid-
eration of real-time operating systems is deferred
until a subsequent edition. There are hundreds of
texts to which the reader could be referred for a
more comprehensive treatment of the subject: one
of the better ones is by Kleitz (2003).

9.1 Overview
A microprocessor is essentially a very large scale
integrated (VLSI) transistorised circuit on a single
silicon chip. The so-called von Neumann machine,
which is the classical microprocessor architecture,
is depicted in Figure 9.1. This shows the functional
relationship of the major hardware elements of a
typical microprocessor, and how they are intercon-
nected by the address, control and data buses.

The architecture can be divided functionally
into three parts. First, the central processing unit
(CPU), contained within the broken line, which
consists of the control unit, the program counter
(PC), the instruction register (IR), the arithmetic/

MAR

PC

IR

Buffers

ALU

ALU registers

Control unit

MBR

RAM

ROM

Stack

Control bus Data bus

Address bus

Fig. 9.1 Classical microprocessor architecture
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logic unit (ALU) and its registers, and the register
stack. Second, the main memory system consist-
ing of random access memory (RAM) and read
only memory (ROM). And third, the input/output
system, consisting of the memory address register
(MAR),thememory buffer register (MBR) andvar-
ious other devices for communications purposes.

The register set consists of the IR,PC,ALU reg-
isters and the stack, the stack consisting of a num-
ber of special purpose and general purpose reg-
isters. An important point to appreciate is the dis-
tinction between the set’s functions and its physical
location.Forexample, the IR and PC are both func-
tionally associated with the control unit but are
physically part of the stack. Indeed, the stack may
itself be distributed between the processor chip
and main memory, i.e. on or off chip. This distinc-
tion is common to many aspects ofmicroprocessor
architecture.

Architectures other than that of Figure 9.1 ex-
ist. These enable, for example, parallel processing
and/or reduced instruction set computing (RISC).
However, they have yet to find their way into pro-
cess automation to any significant extent.

9.2 The Control Unit
A functional diagram of the control unit is shown
in Figure 9.2.

The clock generates a continuous train of
pulses at a rate determined by an external fre-
quency source, i.e. bya quartz crystal.Current gen-
eration processors have pulse rates of the order of
1 GHz (1 × 109 pulses/s) with pulsewidths of 1 ns
(1×10−9 s/pulse).These pulses determine the basic
operating speed of the microprocessor. The timing
generator, which consists of the integrated circuit
equivalents of counters, registers and gates, is used
to count the clock pulses and generate the tim-
ing signals, typically T1–T5 as shown in Figure 9.3.
These establish the processor cycle and sub-cycle
times.

The IR receives an instruction as a byte of in-
formation, typically 32 or 64 bits, from the data

MAR

PC

Clock

Timing Generator

Control Generator

Instruction Decoder

IR

Address bus

To other

functions

Control bus

Data bus

Fig. 9.2 Functional diagram of control unit

Clock
T1

T2

T3

T4

T5

1st sub cycle 2nd sub cycle etc

~1 ns 

Fig. 9.3 Processor cycle and sub cycle times

bus and temporarily stores it whilst decoding takes
place. This instruction is usually referred to as the
operation code (op-code).The instruction decoder,
in essence a complex integrated circuit, is enabled
by the timing generator only when an op code is
in the IR. The decoder interprets the op-code and,
according to the nature of the operation to be car-
ried out, determines how many sub-cycles are in-
volved, which arithmetic/logic operations to exe-
cute within them, what data is to be put onto the
control bus, and when.
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The control generator enables the control bus with
the decoder output at the appropriate instants, as
determined by the timing generator. It also over-
sees the operation of the PC, updating it at each
operation.The PC contents are transferred into the
MAR at the start of an operation and held there
throughout.

9.3 The Arithmetic/Logic Unit
A functional diagram of the ALU is shown in Fig-
ure 9.4.

Status register

Data register

Accumulator

Carry register

A
L

U

D
at

a 
b

u
s

Fig. 9.4 Functional diagram of ALU

The ALU essentially consists of a gate network
which enables arithmetic and logical operations
to be carried out, and dedicated registers for tem-
porarily storing operands. Movement of data be-
tween memory, registers and the ALU is bidirec-
tional.This data flow,and manipulation of the data
within the ALU, is under control of the instruction
decoder and control generator.

The majority of ALU operations require two
operands. Typically, one is stored in the data regis-
ter and the other in the accumulator. In most mi-
croprocessors, the accumulator also stores the re-
sult of the operation, overwriting the operand that
was originally stored there. Certain operations re-
sult in an overflow of the accumulator, e.g. a 33-bit
answer to be stored in a 32-bit register. A carry
register is provided to accommodate this.

All ALU operations result in flags being set. These
flags are essentially independent single bit regis-
ters set to 0 or 1 according to the outcome of an
operation or the state of the processor. The carry
register is one such flag. These registers are indi-
vidually referred to as status registers, and are col-
lectively referred to as the condition code register.

The ALU itself is generally only capable of bi-
nary addition and subtraction,Boolean logic test-
ing,andshift operations.More complexoperations,
e.g. multiplication, have to be realised by means of
software.

9.4 The Memory System
The memory system consists of the register stack,
cache, ROM, RAM, disc based memory, which may
be hard or floppy, and other peripheral storage de-
vices such as compact discs (CD), tapes, etc. The
ROM and RAM are often referred to as main mem-
ory.Figure 9.5 shows how the stack,RAM and ROM
are interconnected to the buses.

The general purpose registers are used princi-
pally for the manipulation and temporary storage
of data,and are often referred to as scratch pad reg-
isters.Thedata in any one register may bemoved to
or exchanged with the contents of any other reg-
ister. A feature of registers in microprocessors is
that bytes may be treated in pairs to “trick” the
system into thinking that longer words are avail-
able: this is particularly useful for addressing and
arithmetic operations. For example, 32-bit words
can be paired for 64-bit systems.

Selection of a general purpose register and the
operation to be performed is accomplished by the
control unit. When a byte in the IR is decoded, if
a register operation is indicated, the register se-
lect is enabled by a signal on the control bus. This
then directly decodes certain of the bits in the in-
struction byte, which is still on the data bus, and
subsequently causes the contents of the registers to
be placed on the data bus as appropriate.

Such register operations take only 1–2 timing
periods and are much faster than ROM and RAM
operations which involve loading data from mem-
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Fig. 9.5 Memory system connections to buses

ory onto the address bus, incrementing the PC,etc.,
and take 1–2 processor sub-cycles. For this rea-
son, processors always have an additional memory
cachewhich isused for holding recently used infor-
mation.On the grounds that recently used instruc-
tions and data are more likely to be used again than
not,holding themin dedicated high speed registers
local to the CPU saves time compared with retriev-
ing them from main memory each time. This con-
siderably speeds up program execution.

Sometimes the microprocessor has to suspend
oneoperation in order to respond to another oneof
higher priority.When this happens the current val-
ues of the various registers are temporarily stored
in RAM, the start address at which they are stored
being entered into another special purpose reg-

ister known as the stack pointer. Thus, when the
lower priority task is resumed, the registers can
be reloaded from RAM and the operation recom-
menced from where it was broken off.

Both RAM and ROM consist of 32- or 64-bit
word storage locations, depending on the pro-
cessor technology and memory architecture con-
cerned. The primary difference between them is
that ROM information ispermanently storedand is
not subject to change by actions that occur within
the microprocessor, whereas the contents at RAM
locations may be erased or changed under pro-
gram control, and new information stored.

Each location has a unique address and is ac-
cessed by placing the desired address on the ad-
dress bus. If the op-code is decoded as a read in-
struction, the data at that ROM or RAM location
is put onto the data bus. However, if the op-code is
decoded as a write instruction, thedata on the data
bus is written into memory at that RAM location.

A typical 32-bit microprocessor will have a 32-
channel data bus to enable parallel transfer of data
between memory and registers, etc., and access to
a maximum of some 4 Gbytes of memory,of which
some 1 Gbyte would be main memory. Hard discs
with a capacity of 120 Gbyte are not uncommon.

Main memory is often said to be interleaved
which means that it is divided into two or more
sections.The CPU can access alternate sections im-
mediately without having to wait for memory to be
updated due, say, to delays arising from execution
of previous instructions. A disc cache is similar in
principle to a memory cache, except that it is a re-
served area of main memory used for temporarily
storing blocks of information from disc that is in
recent and/or regular use. This too can dramati-
cally speed up CPU operations.

9.5 The Processor Cycle
A processor cycle is the sequence of operations
required by the microprocessor to obtain informa-
tion from memory and to perform the operations
required by or on that information. A processor
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cycle is made up of a number of sub-cycles, typ-
ically two or three, depending on the complexity
of the instruction to be carried out and the pro-
cessor technology concerned. Each sub-cycle typ-
ically contains a maximum of five timing periods,
as shown in Figure 9.3.

The basic strategy of a processor cycle may be
described as fetch, decode and execute. The first
sub-cycle of each processor cycle always treats the
information obtained to be an op-code to be de-
coded. All of the remaining sub-cycles treat infor-
mation obtained to be data to be operated on.

The first timing period of the first sub-cycle is
used to move the contents of the PC into the MAR
for the purpose of fetching the op-code from mem-
ory. During the second timing period the PC is in-
crementedso that thenext location to beaddressed
is readily available.The third timing period is used
to move the op-code, at the address on the address
bus, into the IR via the MBR.Depending on the op-

code, the fourth and fifth timing periods are used
to move information between other registers and
memory etc., or to execute simple arithmetic/logic
operations.

The first timing period of any subsequent sub-
cycle is used to place the contents of the PC into
the MAR. The second timing period is used to in-
crement the PC and the third to place the data, at
the address on the address bus, into the data regis-
ter of the ALU via the MBR. This is then operated
upon during the fourth and fifth periods as ap-
propriate. If the address in the PC is of a register
in the stack, then data manipulation would begin
with the second timing period.

It is important to appreciate that op-codes and
data are stored contiguously in memory, and that
the order in which they are stored is compatible
with the microprocessor cycle. Thus incrementing
the PC enables op-codes to be moved into the IR
and data into the ALU sequentially, as appropriate.
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There are many excellent texts covering both
instrumentation and measurement. Some are
generic, one of the best being by Bentley (2004).
Others, which are specific to the process sector, are
referred to in the next few chapters.

As seen in Figure 3.3 there is usually some
combination of sensor, transducer and transmitter
associated with the measurement process. These
devices may be characterised in many ways, e.g.
according to principle of operation, performance,
physical design or commercial considerations. For
specification purposes the most important charac-
teristics are as follows:

a. Accuracy. This is a measure of the closeness of
the measurement of a variable to the true value
of that variable. Consider, for example, an instru-
ment for temperature measurement as shown in
Figure 10.1. Its calibration is linear, with an input
range of 75–100 ◦C (span of 25 ◦C) corresponding
to an output range of 4–20 mA (span of 16 mA).

)C(o
θ )mA(i

Trans.

Fig. 10.1 Instrument for temperature measurement

Suppose a temperature of 85 ◦C is measured as
84.5 ◦C.In absolute terms the error is 0.5◦C and the
instrument is said to havean accuracy of 0.5 ◦C.It is
more usual to express accuracy on a percentage ba-
sis.The error may be expressed either as a percent-

age of the true value or, more commonly, as a per-
centage of the span of the instrument according to

Accuracy = ±Error

Span
× 100%

A temperature of 85 ◦C should give an output
of 10.4 mA whereas the output corresponding to
84.5 ◦C is only 10.08 mA. Thus the accuracy of the
instrument is ±2.0%. It does not particularly mat-
ter what basis is used for quoting accuracy, as long
as it is properly understood.

b. Precision, which is often confused with accu-
racy, is associated with analogue signals and is a
function of the scale used for measurement. Sup-
pose the above temperature measurement was in-
dicated on a gauge whose scale was calibrated from
75 to 100 ◦C in divisions of 0.5 ◦C between which it
is possible to interpolate to within 0.1 ◦C. The pre-
cision is 0.1 ◦C or ±0.4% of scale. Thus the mea-
surement which is only ±2.0% accurate can be read
with a precision of ±0.4%.

c. Resolution is, strictly speaking, the largest
change in input signal that can occur without any
corresponding change in output. Resolution is as-
sociated in particular with digital signals and is
a function of the number of bits used to repre-
sent the measurement. Again, using the 75–100 ◦C
example, suppose the signal is stored in a 10-bit
register. The register has a range of 10232, each bit
corresponding to 25/1023 ◦C,givinga resolution of
approximately 0.1% of range.
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d. Repeatability is a measure of an instrument’s
ability to produce the same output signal for dif-
ferent instances of a given input signal. Lack of
repeatability is usually due to random effects in
the instrument or its environment. Repeatability is
characterisedby statistical metrics,suchas average
value and standard deviation. For process control
purposes, where consistency of operation is of the
essence,an instrument’s repeatability is often more
important than its accuracy.

e. Linearity, as discussed in Chapter 4, pervades
automation. It is highly desirable that instruments
have linear I/O characteristics. If any significant
non-linearity exists, it is normal to quantify it in
terms of the maximum difference between the
output and what it would be if the characteris-
tic were linear, expressed as a percentage of the
instrument’s span.

For the example of Figure 10.1, suppose the
ideal (linear) and nonlinear outputs are given by

iid = −44.0 + 0.64.� inl = f(�)

and are as depicted in Figure 10.2
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Fig. 10.2 Ideal and nonlinear characteristics

The percentage nonlinearity is thus

(−44.0 + 0.64.� − f(�))max

16
× 100

f. Hysteresis is a particular form of non-linearity
in which the output signal may be different for
any given input signal according to whether the
input is increasing or decreasing, as illustrated in
Figure 10.3.
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Fig. 10.3 Characteristic with hysteresis

Hysteresis is also quantified in terms of the max-
imum difference between the two outputs ex-
pressed as a percentage of the span, i.e.

(idn − iup)max

16
× 100

g. Rangeability. Instruments are designed to have
some specified I/O relationship, linear or other-
wise. Normally this relationship is valid over the
whole range. Sometimes, however, the relationship
does not hold at one end or other of the range,
usually the bottom end. Rangeability is expressed
as the ratio of the proportion of the scale over
which the relationship holds to the proportion
over which it doesn’t. For example, an instrument
that is linear over the top 96% of its range has a
rangeability of 24.

h. Drift. This is a time dependent characteristic,
normally associated with analogue signals. It is the
extent to which an output signal varies with time
for a constant input.Drift is invariably due to heat-
ing effects. Many components take a while to heat
up after being switched on so a device’s output may
initially drift prior to stabilising. Drift can also be
an indication that a device is overheating.

i. Sensitivity, otherwise referred to as gain, is a
steady state measure of an instrument’s respon-
siveness.It is defined to be the change in output per
unit change in input.Assuming that its I/O charac-
teristic is linear across the whole range, sensitivity
is given by

Gain =
Output span

Input span
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The gain of the example of Figure 10.1 is 0.64
mA/◦C. Sensitivity is determined by the specifi-
cation of the I/O ranges and, for control purposes,
is arguably the most important of an instrument’s
metrics.

j. Speed of response. An instrument’s dynamics
are of particular interest. The types of instrumen-
tation used in process automation are relatively
slow. It is therefore normal practice to approxi-
mate their response to that of a first order system
and to characterise it in terms of a time constant
as explained in Chapter 69. If necessary, this can be
found empirically by carrying out a step response
test and measuring the time for a 63.2% change in
output.

k. Reliability. Process instrumentation has to be
designed to operate, with minimal maintenance,
for 24 h/day throughout the life of the plant. High
reliability is essential.For analoguedevices,suchas
sensors and transmitters, the most useful means of
quantifying reliability is either in terms of failure
rates, e.g. number of failures/106 h, or in terms of
themean timebetween failures.MTBF is applicable
to any type of instrument that can be repaired by
the replacement of a faulty component or unit. For
discretedevicesused in protection systems,suchas
switches and solenoids, it is normal practice to ex-
press reliability in terms of the probability that the
device will fail on demand. Reliability is discussed
in detail in Chapter 53.

l. Intrinsic Safety. When an instrument has to be
situated in a hazardous area, i.e. one in which
flammable gas/air mixtures could exist, it must be
intrinsically safe. The extent of the IS requirement
depends upon the zone number, the gas group
and the temperature class. If the IS specification
for an instrument cannot be met, perhaps on the
grounds of cost, then it is acceptable to install it
in a flameproof enclosure. Depending on what an
instrument is connected up to, it may be necessary
to specify a barrier at the zone boundary. All of
these safety related issues are explained in detail in
Chapter 52.

m. Process Interface.Those parts of an instrument
that come into direct contact with the process have
to be capableof withstanding the temperatures and
pressures involved. They also have to be chemi-
cally resistant to the process medium, whether it
be acidic, caustic or otherwise. There is therefore a
need to specify appropriate materials of construc-
tion.Theprocess interface,surprisingly, is themost
expensive part of an instrument. It usually consists
of a casting of steel, or some other alloy, which
houses the sensor. Its manufacture requires a sig-
nificant amount of machining and assembly work,
all of which is labour intensive.

n. Physical. Mundane, but of vital importance to
the successful installation of an instrument, are
some of its physical characteristics. For example,
the correct fittings or flanges have to be speci-
fied for the process interface, appropriate brackets
for panel or post mounting, suitable connectors
for wiring purposes, etc. The intent with regard to
power supply must be made clear. There are many
options: the supply may be local to the instrument
or provided via the signal lines, the voltage may
be a.c. or d.c., the instrument may require special
earthing arrangements, screening may be speci-
fied, etc.

o. Availability. There is much variety in the supply
of process instrumentation: different techniques of
measurement, alternative designs, choices in func-
tionality, etc. There are many suppliers and the
market is bothcompetitive and price sensitive.The
best way of identifying the principal suppliers of
an instrument type is to consult a trade catalogue,
such as the InstMC Yearbook. Looking at the tech-
nical press on a regular basis helps to keep abreast
of current developments. Some journals publish
surveys which are particularly useful.

p. Commercial. Most companies attempt to stan-
dardise on a limited range of instrumentation and
to maximise on its interchangeability.This reduces
the inventory of spares required, which could oth-
erwise be extensive, and makes for more effective
maintenance and repair. This standardisation in-
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evitably leads to a preferred, i.e. restricted, supplier
list. Factors taken into account include instrument
performance, product support, company stability
and pricing policy.

q. Cost. Whereas the purchase price of an instru-
ment is relatively easy to establish, its true capital
cost is not. This is because installation costs are
specific to the application and can vary widely. It is
not uncommon for the installed cost, i.e. the pur-
chase price plus installation costs, to be more than
double the purchase price. Strictly speaking, in
specifying an instrument, its life cycle costs should
be taken into account, i.e. its installed cost plus
maintenance costs. This seldom happens in prac-

tice because capital costs and operating costs come
from separate budgets.

Comments
Specifying an instrument inevitably involves mak-
ing compromisesbetween desirable technical char-
acteristics and commercial criteria, subject to the
constraints of company policy. To do this properly
requires a good understanding of the application
and its requirements. It also requires alot of de-
tailed information. The extra time and effort spent
in getting the detail right at the specification stage
saves much money and inconvenience correcting
mistakes later on.
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11.3 Electronic DP Cell

11.4 Calibration

11.5 Installation

11.6 Commissioning

Differential pressure is normally measured with an
instrument known as a dp cell. It consists of a sen-
sor, a transducer and a transmitter combined in
a single device. The dp cell is a very versatile in-
strument and, without doubt, is the most common
of all process instruments. Depending on how it is
installed, the dp cell can be used for measuring dif-
ferential pressure,absolute pressure,vacuum,level,
density and flow. Use of the dp cell for flow mea-
surement is covered in Chapter 12 and for level,
density and interface measurement in Chapter 14.

Following an overview of the design of dp cells,
this chapter focuses on their installation for a va-
riety of applications. Also covered are procedures
for their calibration and commissioning. For more
detailed information the reader is referred to BS
6739 in particular.

11.1 Diaphragm Capsules
Most dp cells have a diaphragm capsule as their
sensor.Capsules consist of two circular metallic di-
aphragms formed into a disc, typically 5–15 cm in
diameter by 1–2 cm in depth,and an internal back-
ing plate, as shown in Figure 11.1. The diaphragms
often have concentric corrugations to optimise
their flexibility/rigidity.The backing plate has the
same profile as the diaphragms and protects them

from being over pressured. The space between the
diaphragms and the backing plate is filled with
silicone oil so that, by displacement, any force ap-
plied to one diaphragm is transmitted to the other.
Thus, when a differential pressure is applied, both
diaphragms flex by the same amount in the same
direction.

The dimensions of the diaphragms and their
material of construction vary widely according to
application. In essence, the smaller the differential
pressure the larger the diameter. Thickness is opti-
mised to give sufficient flexing for high sensitivity
subject to the constraint of linearity. The material
has to be strong enough to withstand the forces
involved, especially metal fatigue from continual
flexing, and be resistant to corrosion and chemical
attack. The two most common materials of con-
struction are stainless steel and beryllium copper,
the latter being particularly flexible.

11.2 Pneumatic DP Cell
The schematic of a classical pneumatic dp cell is
shown in Figure 11.2.

The capsule is held between two flanged cast-
ings which form chambers on either side. These
are designated as the high and low pressure sides
of the dp cell as appropriate.The force bar is rigidly
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Fig. 11.1 Diaphragm capsule of dp cell

Fig. 11.2 Schematic of pneumatic dp cell

connected to the capsules’ diaphragm by means
of a flexure which passes through an alloy seal in
the high pressure chamber. The force bar acts as
a flapper with respect to the nozzle. The output
of the pneumatic relay is connected to the feed-
back bellows, adjacent to which is the zero spring.
These pneumatic components are protected by a
characteristically shaped weather and dust proof
housing.

Following an increase in differential pressure,
the diaphragms are displaced downwards: the
maximum displacement being some 0.25 mm.This
causes an anti-clockwise moment to be exerted on
the force bar which positions itself closer to the
nozzle. The back pressure is amplified by the relay,
whose output is within the range of 0.2–1.0 bar.As
the feedback bellows expand, a clockwise moment

is exerted on the force bar and a force balance is
established.

Altering the position of the pivot varies the rel-
ative mechanical advantages of the forces exerted
by the capsule and by the feedback bellows. For a
fixed relay output, if the pivot is moved leftwards
then the moment exerted by the feedback bellows
is increased. To maintain balance a greater differ-
ential pressure is required; thus the range is in-
creased. The externally adjusted zero spring cre-
ates a force which pre-loads the force bar to pro-
vide a relay output of 0.2 bar with zero differential
across the capsule.

11.3 Electronic DP Cell
Externally, the general features of construction of
electronic and pneumatic dp cells are much the
same. Thus the diaphragm capsule is held between
two flangedcastingswhich formhighand low pres-
sure chambers on either side.And there is a weath-
erproof housing on top which contains the elec-
tronic circuits.There aremany different transducer
types in common usage. Cells using analogue elec-
tronics typically convert the deflection of the di-
aphragms into a change in resistance, inductance
or capacitance which is then measured using an
integrated circuit as appropriate.With digital elec-
tronics the force is typically applieddirectly to a sil-
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Silicone oil

Rigid plate

Internal

diaphragm

External

diaphragm

Electrical

connections

Fig. 11.3 Differential capacitance transducer

icon chip with embedded circuits. The principle of
operation of a differential capacitance transducer
is illustrated in Figure 11.3.

The diaphragm capsule contains two rigid
plates and a stiff internal diaphragm which are
electrically insulated from the capsule itself. These
effectively form two separate parallel-plate capaci-
tances, the internal diaphragm being common and
the silicone oil acting as a dielectric. Suppose that,
following an increase in differential pressure, the
diaphragm is deflected slightly leftwards. Capaci-
tance is inversely proportional to separation. Thus
the right hand capacitance will decrease and the
left hand one increase. The two rigid plates and
the internal diaphragm are connected to a passive
electronic circuit. This converts the difference in
capacitance to a millivolt signal which is then am-
plified, filtered, characterised and transmitted as a
4–20 mA signal.

Alternatively, in a so-called microprocessor
based “smart” or “intelligent” dp cell, the signal
from the embedded circuits would be amplified,
changed by an A/D converter into a bit pattern and
stored in a RAM type database. Signal processing
would take place by means of a ROM based pro-
gramme operating on the database. Smart dp cells
often have a temperature input as well to enable the
differential pressure to be compensated for varia-

Picture 11.1 Typical smart dp cell (Emerson)

tions in temperature. The output would either be
transmitted as a serial signal according to some
protocol such as HART or Profibus (refer to Chap-
ter 50) or else converted back into analogue form
by a D/A converter and amplified for transmission
as a 4–20 mA signal. A typical smart dp cell is as
illustrated in Picture 11.1.

11.4 Calibration
Calibrating a dp cell is essentially a question of
checking that the input and output ranges are as
specified and, if not, making the necessary adjust-
ments. There are normally two settings which can
be adjusted: range and zero. Unfortunately, adjust-
ing the range often upsets the zero setting, and vice
versa. Calibration is therefore an iterative process.
However, the iterations normally converge quickly
on the correct calibration. The calibration is usu-
ally linear so it is sufficient to iterate between the
top and bottom of the range only.

Clearly, for calibration purposes, it is necessary
to have appropriate workshop test facilities. The
differential pressure is normally generated pneu-
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matically, for which an air supply, regulator and
an accurate pressure gauge are required. For ana-
logue electronic dp cells the output is measured by
means of an ammeter in series with a load resis-
tance, typically of 250 §, as shown in Figure 11.4.
For digital electronic dp cells some form of inter-
face is required for reading the output.

dp cell 250 Ω

PI

∆P m

Vent

H

L

E

Fig. 11.4 Analogue electronic dp cell test facility

Note the isolating valves, labelled H and L, cor-
responding to the high and low pressure sides of
the dp cell respectively and the equalising valve,
labelled E, connected across them.

The procedure for calibrating the dp cell is
shown in flow chart form in Figure 11.5. In this

case it is being calibrated for measuring differen-
tial pressures up to a maximum of āPm bar, i.e. an
input range of 0–āPm bar corresponds to an output
range of 4–20 mA.

This calibration procedure is appropriate for
many instruments other than dp cells. When the
procedure has been carried out, it is good practice
to complete an instrument pre-installation calibra-
tion sheet, a specimen copy of which is given in
BS6739.

A smart dp cell is essentially calibrated on the
same basis. However, once calibrated, it may be re-
configured remotely, typically by means of some
hand-held microprocessor based communications
device connected to the dp cell via its 4–20 mA sig-
nal transmission lines. Analogue signal transmis-
sion is suspendedwhilst digital messages are trans-
mitted in serial form by means of mA pulses. The
communicator wouldhavededicatedpush-buttons
anda simpleLCD typeof display for operator inter-
action. Thus, for example, by using pre-configured
function blocks, a new range may be specified and
down loaded into the dp cell’s RAM.

Start

Close H, open E & L

Is i = 4 mA?

Close E, open H

Is i = 20 mA?

Close H, open E

Is i = 4 mA?

End

Adjust range setting

Adjust zero setting
N

N

Fig. 11.5 Procedure for calibrating dp cell
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11.5 Installation
The high and low pressure chambers of a dp cell
have to be connected to the two process pressures
whose difference āP is to be measured. The con-
necting pipes are referred to as impulse lines. It is
essential that the differential pressure at the pro-
cess end of the impulse lines is transmitted to the
dp cell without distortion. There is much scope for
distortion. For example:

• Sediment may accumulate in one or other of the
impulse lines and block it.

• Air bubbles in liquid filled impulse lines may
cause a difference in static head.

• Condensate may dribble into an impulse line
causing a static head to build up.

• The orientation of the dp cell and impulse lines
relative to the process may cause bias.

These problems are largely countered by proper
design of the installation and sound commission-
ing of the dp cell. At the dp cell end of each of the
impulse lines there should be an isolating valve,
with an equalising valve connected across them as
shown in Figure 11.6.

Fig. 11.6 Impulse lines, isolating and equalising valves

These valves can either be installed individually or
as a proprietary manifold which bolts directly onto
the dp cell’s flanges.The advantage of the manifold
arrangement is that it is more compact, easier to
install and reduces the scope for leakage.

Pneumatic dp cells require a clean supply of
air at a constant pressure of approximately 1.4 bar.
This is supplied by a local filter regulator as de-

Picture 11.2 Installation showing dp cell, impulse lines, manifold

and supports

scribed in Chapter 5. Electronic dp cells normally
obtain their power through the signal transmis-
sion lines, as discussed in Chapter 51, and do not
need a local power supply. Whether pneumatic or
electronic, the dp cell will also require trunking or
conduit to carry the signal tube or cabling.

The dp cell is a heavy instrument and 5 kg is
not untypical.Together with its impulse lines,valve
manifold and any ancillary devices, there is an ob-
vious need for support. It is usually mounted on
a strategically situated post or pipe using propri-
etary brackets, as depicted in Picture 11.2. This is
reflected in the installed cost for a dp cell which,
including fitting and wiring, is roughly twice its
capital cost.
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11.6 Commissioning
Assuming the dp cell to be correctly calibrated and
to be physically connected to the process by its im-
pulse lines, the objective of commissioning is to
successfully apply the differential pressure to be
measured to the dp cell. Consider the scenario de-
picted in Figure 11.6. Suppose that the process is
aqueous and the impulse lines are filled with water.
Presume that Phi and Plo are both large and that āP
is small:

āP = Phi − Plo

It is necessary to flush out any bubbles of air in
the impulse lines and in the high and low pressure
chambers of the dp cell. Since air rises in water, the
bleed nipples B1 and B2 at the top of the chambers
would be used for this purpose. Note that bleed
nipples at the bottom of the chambers would be
used for bleeding out condensate if the impulse
lineswere air or gas filled.Opening valves H and B1 ,
for example, enables water to flow from the process
through the impulse line and high pressure side of
the dp cell and into the atmosphere. Bubbles of
air cause a spitting effect as they vent through the
bleed nipple so it is easy to tell when all the air has
been bled out. Appropriate precautions must be
taken for personnel protection during this bleed-
ing process, especially if the pressures are high and
the process medium is harmful.

The diaphragm capsule will have been spec-
ified on the basis of āPm. If Phi and Plo are sig-
nificantly greater than āPm it is essential, to avoid
damaging the diaphragms, that neither Phi nor Plo

is applied to either side of the capsule in isola-

tion.This can be achieved by appropriate use of the
equalising valve.Theprocedure for commissioning
the dp cell, which indicates the correct order for
opening and closing the isolating and equalising
valves, is shown in flow chart form in Figure 11.7,
assuming all values are closed to begin with.

Open E

Open H & B1

Is B1 spitting?

Close B1 & H

Is B2 spitting?

Close B2 & E

Open H

End

Y

Start

Open L& B2

Y

Fig. 11.7 Procedure for commissioning dp cell

Most manufacturersof dp cells make much of their
profit from the sales of replacement capsules for
those damaged during commissioning.
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12.1 Construction

12.2 Operation

12.3 Design Considerations

12.4 Flow Equations

12.5 Worked Example

12.6 Specification

12.7 Installation

12.8 Nomenclature

Orifice plates used in conjunction with dp cells are
the most common form of flow measurement. The
combination of orifice plate and dp cell is some-
times referred to as an orificemeter.Detailed guid-
ance on design and specification is given in BS
1042, superseded by ISO 5167, and on installation
in BS 6739. The standard ISO 5167 is in four parts
as follows:

ISO 5167 Measurement of fluid flow by means of
pressure differential devices inserted
in circular cross-section conduits run-
ning full

Part 1 General principles and requirements

Part 2 Orifices

Part 3 Nozzles and venturi nozzles

Part 4 Venturi tubes

12.1 Construction
An orifice plate is essentially a thin circular plate,
normally of stainless steel to resist both corrosion
and erosion, with a sharp edged hole at its cen-
tre. The plate is sandwiched with gaskets between
two flanges in a pipe. For relatively small diameter
pipes, say up to 10 cm, there are proprietary orifice
“carriers”,as illustrated in Picture 12.1.The impulse

lines are connected between “tappings” in the pipe
or carrier, on either side of the orifice plate, and
the dp cell.

For very small orifice diameters, say below
5 mm,proprietary carriers are available which bolt
onto the dp cell, either directly or via a proprietary
manifold, the impulse lines being realised by in-
ternal channels. These are referred to as integral

Picture 12.1 Proprietary carrier with orifice plate
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orifices. A typical dp cell with manifold and inte-
gral orifice assembly is illustrated in Picture 12.2.
Note that proprietary carriers and manifolds are
relatively expensive.

Picture 12.2 Dp cell with proprietary manifold and integral ori-

fice

It is normal for an orifice plate to have a handle
which protrudes from the flanges of the pipe or
carrier as shown in both Pictures 12.1 and 12.2.
The handle has the orifice diameter stamped on it
for reference purposes. There is also a hole drilled
through the handle: the hole externally distin-
guishes between an orifice and a blank, blanks of-
ten being inserted during commissioning for iso-
lating purposes.

12.2 Operation
Fluid flowing along the pipe is forced through
the orifice resulting in a pressure drop across the
orifice. This pressure drop is proportional to the
square of the flow and is measured by means of a
dp cell.

The fluid accelerates as it converges on the ori-
fice, its pressure energy being converted into ki-
netic energy. A maximum velocity is reached just
downstream of the orifice, at the vena contracta,
after which the fluid expands to full pipe flow. This
is an inefficient process because the kinetic en-
ergy is not all recovered by expansion: a signifi-

P

Fig. 12.1 Flow and pressure profile across orifice

cant proportion is dissipated as heat due to turbu-
lence, referred to as friction losses, resulting in a
net pressure drop across the orifice. Flow through
the orifice and its pressure profile is depicted in
Figure 12.1.

Theflow nozzle andventuri aredepicted in Fig-
ures 12.2 and 12.3 respectively. The flow nozzle is
marginally more efficient than theorificebut much
less so than the venturi. In the case of the flow noz-
zle the contraction is shaped by the nozzle’s profile
and is not sudden. However, most of the hydraulic
inefficiency is attributable to the expansion, rather
than the contraction, so flow nozzles are relatively
ineffective. With the venturi, both of the contrac-

Fig. 12.2 Section of flow nozzle
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Fig. 12.3 Section of venturi

tion and expansion are constrained by the conical
inlet and outlet sections. The angle of the outlet
cone is critical, typically approximately 7◦ relative
to the axis of the venturi. This is a much more ef-
ficient arrangement because, in particular, there is
no scope for back eddying downstream of the ven-
turi’s throat.A venturi is expensive compared to an
orifice plate.

12.3 Design Considerations
The capital cost of an orifice meter is cheap rela-
tive to other methods of flow measurement. How-
ever, its operation is expensive in terms of pres-
sure loss which can be equated to the energy costs
for pumping or compression. The life cycle costs
of flow measurement using orifice meters is un-
doubtedly much greater than other methods. The
reason that orifice meters are so common is due
to the simple fact that capital cost is normally the
deciding factor on most projects.

Design is essentially a question of determin-
ing the right size of orifice for the application, es-
tablishing that the pressure drop is sensible and
compatible with the range of the dp cell, specify-
ing pipework layout and conditioners if necessary,
deciding on the type of tappings, and considering
the requirements for the impulse lines.

Readings of flow accurate to within 1–2% of
full range can be achieved using an orifice meter,
provided it is properly installed and carefully cali-
brated,although it is difficult to cover a wide range
of flows with any single size of orifice because of
the square relationship.However,orificeplates can
be easily changed.

12.4 Flow Equations
Let subscripts 0, 1 and 2 refer to cross sections of
the orifice, the pipe upstream of the orifice and to
the vena contracta respectively, as shown in Fig-
ure 12.4.

1 0 2

Fig. 12.4 Sections of orifice, pipe and vena contracta

Bernoulli’s theorem may be applied across the pipe
between the vena contracta and the upstream sec-
tion:

0.5
(

v2
2 − v2

1

)

+ g (z2 − z1) +

2
∫

1

� .dP = 0

If it is assumed that the fluid is incompressible, i.e.
a liquid, and that any change in height is negligible,
then

0.5
(

v2
2 − v2

1

)

+
1

�
(P2 − P1) = 0

A volume balance gives

Q = A1v1 = A2v2

Substituting and rearranging gives

Q = A2

√

√

√

√

(

2 (P1 − P2)

�
(

1 − (A2/A1)
2
)

)

The cross sectional area of the vena contracta is
related to that of the orificeby a coefficient of con-
traction: cc = A2/A0. Hence:

Q = ccA0

√

√

√

√

(

2 (P1 − P2)

�
(

1 − (ccA0/A1)
2
)

)

In reality the flow rate will be significantly less than
that predicted by this equation because of friction
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Fig. 12.5 Coefficient of discharge vs Reynolds number

losses. A coefficient of discharge cd is introduced
to account for these which incorporates cc. Thus:

Q = cdA0

√

√

√

√

(

2 (P1 − P2)

�
(

1 − ˇ4
)

)

(12.1)

where ˇ = d0

/

d1.
The coefficient of discharge is a complex func-

tion of ˇ, the ratio of orifice to pipe diameters,
Reynolds number Re0 and the type of tappings.
Accurate values of cd are tabulated in ISO 5167.
However, for most purposes, the data correlated in
the form of Figure 12.5, which is independent of
tapping type, is accurate enough.

Note that the Reynolds number is based on the
velocity in and diameter of the orifice:

Re0 =
�d0v0

�

12.5 Worked Example
An orifice assembly is to be used as the measuring
element in a loop for controlling the flow of water

at a rate Q of 0.5 kg/s through a horizontal pipe of
internal diameter d1 = 5 cm.

Data for water: viscosity � = 1 × 10−3 kg m−1 s−1

density � = 1000 kg m−3

The volumetric flow along the pipe is given by

Q =
�d2

1

4
.v1

0.5
kg

s
.

1

1000

m3

kg
=

�

4

(

5

100

)2

m2.v1
m

s

Hence v1 = 0.25 m/s and Re =
(

�d1v1

�

)

= 12,500.

This is the bulk Re; in the orifice it will be
much higher. From Figure 12.5 it can be seen that
cd ≈ 0.61.

Size the orifice such that under normal condi-
tions, i.e. flow is at its set point, the pressure drop
is at mid point in the range of the dp cell. Sup-
pose that the dp cell is calibrated over the range
0–0.4 bar ≡ 4–20 mA.At mid-range āP = 0.2 bar =
0.2×105 N m−2 .Since thepipe is horizontal,āz = 0.

Substituting into Equation 12.1 gives

Q = cd.A0

√

2āP

�
(

1 − ˇ4
)
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0.5

1000
= 0.61.

�d2
0

4

√

√

√

√

√

√

2.0.2 × 105

1000.

(

1 −

(

d0

0.05

)4
)

where d0 = 0.01283 m. An orifice plate of 13 mm
diameter will be good enough. The assumption of
cd = 0.61 is now justified as follows:

F =
�d2

0

4
.v0

0.5

1000
=

� .0.0132

4
.v0

giving v0 = 3.767 m s−1 .
Hence Reynolds number in the orifice:

Re0 =
�.d0.v0

�
=

1000 × 0.013 × 3.767

1.0 × 10−3

≈ 4.9 × 104

Inspection of Figure 12.5 shows that Re0 is well
within the region for which cd may be presumed to
be 0.61.

12.6 Specification
Equation 12.1 can be used for both liquids and
gases,despite the fact that incompressible flow was
assumed in its derivation. This is because with gas
flows the value of Re0 is high and, as can be seen
from Figure 12.5, for high values of Re0 the value
of cd is independent of both ˇ and Re0 . In fact, for
Re0 > 105 the value of cd is approximately 0.61.

The design scenario: the procedure for speci-
fying the diameter of an orifice for measuring flow
is depicted in flow chart form in Figure 12.6.

The measurement scenario: the procedure for
calculating the flow rate through an orifice from
a measurement of the pressure drop across it is
depicted in flow chart form in Figure 12.7.

Both procedures are iterative, lend themselves
to a computer routine, and converge quickly on a
solution.

Assume Qmax and d1

Choose d0

Calculate ß and Remax

Determine cd from Fig 13-5

Is ∆Pmax OK for dp cell?

Are Q and ∆P at midrange under normal conditions?

Specify d0

End

N

Start

Calculate ∆Pmax from Equn 13-1

N

Change d0

Review Qmax and d1

Fig. 12.6 Procedure for specifying orifice diameter

Calculate ß from d0 and d1

Assume measured value of ? P

Guess cd = 0.61

Calculate Q from Equn 13-1

Determine cd from Fig 13-5

Does cd agree with previous value?

Output Q

End

Start

Calculate Re

N

Modify value of cd

Fig. 12.7 Procedure for calculating flow through an orifice
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12.7 Installation
An important consideration in specifying an ori-
fice meter is the pipework layout. The orifice must
be situated in a straight length of pipe and be far
enough away from any bends,pipe fittingsor other
devices for the flow profile to be axially symmetri-
cal. Of particular concern is swirl: Figure 12.8 de-
picts how two 90 ◦ bends in different planes cause
swirl.

Fig. 12.8 Formation of swirl

ISO 5167 tabulates minimum up and down stream
straight lengths as a function of the diameter ratio
ˇ for various types ofbends,etc.As a rule of thumb,
25 d, i.e.25 pipediameters,upstreamand5 ddown-
stream for values of ˇ < 0.5 is good enough for
most purposes.

If the minimum recommended up and down
stream straight distances cannot be realised, espe-
cially if the orifice plate is to be located close to
a swirl inducing device such as a pump or control
valve, it is necessary to fit a straightener.A straight-
ener essentially straightens out the flow. One type
is the so called “etoile” straightener, which is de-
picted in Figure 12.9. Other types consist of bun-
dles of tubes or perforated plates.

Fig. 12.9 Etoile type of straightener

Figure 12.10 indicates the minimum acceptable
straight distances up and down stream of an ori-

fice used with a straightener. If there is more pipe
length available than the minimum, it is best to in-
crease the distance between the inlet straightener
and the orifice.

3d 2d 5d 2d

Straightener Orifice

Fig. 12.10 Minimum distances from orifice with straightener

The three principal types of tappings are depicted
in Figure 12.11. All are threaded for connection
to the impulse lines. Bearing in mind the instal-
lation costs, the cheapest and most common type
are flange tappings. These are perpendicular holes
drilled through the flanges supporting the orifice
plate. Corner tappings are mostly used for small
bore pipes: the holes are drilled at an angle such
that the pressure is measured on the orifice plate’s
surfaces. For large diameter pipes, flange tappings
are expensive so d and d/2 tappings are used: the
locations correspond to full pipe flow upstream of
the orifice and to the vena contracta downstream.
For venturis the tappings have to be of the d and
d/2 type.

Fig. 12.11 Flange, corner, d and d/2 types of tappings

Other important considerations, as discussed in
Chapter 11, are the positioning of the dp cell rel-
ative to the orifice plate and the arrangement of
the impulse lines between them. The following di-
agrams depict the preferred arrangements for a
variety of flow measurements. Note that, for sim-
plicity, the dp cell’s isolating and equalising valves
are not shown: these are obviously required.When
the freezing point of the process fluid is close to
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ambient temperature, the impulse lines should be
heat traced and/or insulated.

Figure 12.12 is for liquid flow measurement.
Under low or zero flow conditions, entrained air
or gas bubbles tend to flow along the top of a pipe
and sediment settles at the bottom, so the tapping
points are at the side of the pipe. The impulse lines
are full of process liquor which transmits the dif-
ferential pressure. The cell is mounted below the
tapping points so that any air bubbles rise into the
pipe. The materials of construction of the dp cell
and its diaphragm capsule must be specified care-
fully since they are in direct contact with the pro-
cess liquor.

Figure 12.13 is for gas flow measurement. Note
that the tappings are on top of the pipe. If there is
any possibility of condensate forming in the im-
pulse lines they should slope down towards the

minm  10% slope

minm  10% slope

up towards orifice

down towards dp cell

isolating valves

Fig. 12.12 Arrangement for liquid measurement: horizontal flow

minm  10% slope

minm  10% slope

down towards orifice

isolating valves

drain valves

up towards dp cell

condensate catch pots

Fig. 12.13 Arrangement for gas measurement: horizontal flow

tappings and up towards the dp cell. Any conden-
sate collects in the catch pots which can be drained
off intermittently.

For measuring the flow of steam, or other con-
densing vapours, the best strategy is to accept that
condensation is going to occur rather than try to
prevent it. Thus the dp cell is operated with its
impulse lines full of condensate which is used to
transmit the differential pressure. Figures 12.14
and 12.15 show two arrangements, depending on

minm  10% slope

down towards orifice

minm  10% slope

isolating valves

down towards dp cell

blow down valves

top up

valves 

Fig. 12.14 Arrangement for steam measurement: horizontal flow

minm  10% slope

down towards dp cell

top up valves 

thermally

Insulated lines

minm 10% slope down

towards orifice plate

Fig. 12.15 Arrangement for steam measurement: vertical flow
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whether the steam flow is in a horizontal or vertical
pipe respectively. Because it could take a long time
for the impulse lines to fill up by condensation, for
commissioning purposes, filling tees are provided
which enable them to be topped up to the same
level with water.

When suspended solids are present as, for ex-
ample, in measuring the flow of slurries or crys-
tallising solutions, the best strategy is to recognise
that deposits will occur and to make provision for
removing them. Figures 12.16 and 12.17 show suit-

towards orifice

drain valves

settling chambers

for rodding

towards dp cell

vent valves 

10% slope down

10% slope up

vent chambers

flanged branches

Fig. 12.16 Rodding arrangements for slurry: horizontal flow

towards orifice

drain valves

settling chambers

towards dp cell

10% slope down

10% slope up

flanged branches

for rodding

Fig. 12.17 Rodding arrangements for slurry: vertical flow

able rodding arrangements for bothhorizontal and
vertical pipes respectively.

Figure 12.18 depicts a purged flow arrange-
ment. Purge liquid flows via check (one way) and
needle valves, through the impulse lines and into
the process stream. The purge liquid supply pres-
sure must obviously be greater than that of the
process stream. The needle valves are used to reg-
ulate the flow of purge liquid.A small flow only
is required. Downstream of the needle valves, the
impulse lines are at the pressure of the process
stream. Thus the purge liquid transmits the dif-
ferential pressure to the dp cell. This arrangement
is suitable for measuring the flow of slurries be-
cause the flow of purge liquid through the impulse
lines prevents them from blocking up. The check
valves guarantee that process liquor doesn’t flow
back into the impulse lines. Thus the purge liquid
acts as a fluid barrier between the dp cell and the
process stream. This arrangement is particularly
suitable for measuring the flow of corrosive or re-
active liquors where there are potential materials
of construction problems. Because the purge liq-
uid ends up in the process stream it is essential that
this is operationally acceptable. When the process
stream is aqueous it is normal to use water as the
purge. For organic process streams an appropriate
solvent has to be identified.

filter

isolating valves

isolating valve

one way valves

needle valves

Fig. 12.18 Purge arrangement for corrosive liquid flow
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12.8 Nomenclature
A denotes cross sectional area m2

d diameter m
g gravity ms−2

P pressure Nm−2

Q volumetric flow rate m3s−1

v velocity ms−1

z denotes height m
ˇ ratio of orifice –

to pipe diameter
� density kg m−3

� specific volume m3 kg−1

� viscosity kg m−1s−1

Subscripts

0 orifice
1 upstream (full bore) flow
2 vena contracta

Acknowledgement. Note that the original of Fig-
ure 12.5 was published in Chemical Engineering,
Volume 1,by Coulson, J.M.and Richardson, J.F. and
published by Pergamon Press. It is reprinted here
by permission of ButterworthHeinemann Publish-
ers, a division of Elsevier.
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Starting with an overview, this chapter considers
a variety of the more important methods of flow
measurement other than the use of the orifice me-
ters. For each instrument type there is an insight
into the principle of operation, followed by a sum-
mary of the salient factorswith regard to specifica-
tion, installation and usage. There are many texts
on flow measurement but the reader is referred, in
particular, to the Shell handbook by Danen (1985).

13.1 Overview
A very effective summary of various flowmeter
types is given in Table 13.1. The purpose of this
table is to identify quickly, using simple criteria,
those flowmeter types that are likely to be suitable
for an application. Design effort can then be fo-
cused on establishing which of those identified is
most suitable and developing a specification.

The figures quoted for accuracy in Table 13.1
are necessarily simplistic. In practice, accuracy de-
pends on the appropriateness of the instrument
specified, the effectiveness of the design of the in-
stallation, the efficiency of calibration and com-
missioning, and on the quality of maintenance. A
useful feel for the range of accuracies that can be

expected for any particular flowmeter type accord-
ing to circumstances is given in Figure 13.1, repro-
duced from the Flomic report by Sproston (1987).

Fig. 13.1 Range of accuracy vs flow meter type



78 13 Flow Measurement

Table 13.1 Summary of flow meter types vs application

Similarly, the figures quoted in Table 13.1 for max-
imum size are somewhat simplistic. In effect they
refer to the diameter of the largest pipe that the
meter can be sensibly installed in. Not only is this
a function of meter type but is very supplier de-
pendant. Figure 13.2, also from Sproston (1987),
gives a feel for the range of sizes, both maximum
and minimum, of meter types that are available as
off-the-shelf products.

13.2 Sight Glasses
The humble sight glass is a common form of flow
indicator. Strictly speaking not a flowmeter, be-
cause it does not produce an analogue flow mea-
surement, it does nevertheless give a discrete flow
indication, i.e. either flow exists or it doesn’t. Sight

glasses are particularly useful when commission-
ing plant because they enable independent, visual
checks on the state of flow. They are also useful
for checking the condition of a process stream, e.g.
its colour, whether clear or turbid, or whether it
contains suspended solids or bubbles.

In essence a sight glass consists of a steel cast-
ing, with glass windows on opposite sides, that is
installed between flanges in a pipe. The casting
is designed to protect the windows from external
pipework stresses. Flow is observed through the
windows. Sight glasses are very simple and reliable
devices. One common problem is that, depending
on the nature of the flowing liquid, the windows
become dirty on the inside. It is often necessary
to install a lamp in line with the sight glass for
effective observation.
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Fig. 13.2 Range of pipe sizes vs flow meter type

Sight glasses may be supplied with a hinged flap
fitted across the inlet port. The opening of the
flap, which is opposed by a spring, is indicated on
a scale which can be calibrated against flow. Be-
cause, in essence, it is a mechanical device, there are
significant operational problems. Both the hinge
and spring are subject to metal fatigue due to be-
ing continually in motion, the inevitable conse-
quence of which is failure. They can only be used
for clean liquids, any solids could cause the flap
to seize up. It is dubious practice to install such
devices.

13.3 Rotameters
Another common formofflow indication,this time
an analogue measurement, is the so-called rotame-

ter. This consists of a vertically mounted, tapered,
glass tube and “float” assembly, as shown in Fig-
ure 13.3.The tube isflangemountedandsupported
in a steel framework to protect it from pipework
stresses.

Whereas with the orifice meter the orifice di-
ameter is fixed and the pressure drop across it
varies with flow, with the rotameter the pressure
drop across the float is constant but the annular
area varies with flow. At equilibrium, as depicted
in Figure 13.3, the difference between the forces
acting on the float due to gravity and to upthrust
is balanced by the drag on the surface of the float,
as follows:

Vf

(

�f − �
)

g = āPf .Ax + R.As

where R = fn(ue), ue = fn(Q, Aa) and Aa = fn(x).
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Tapered

glass tube

Float

Graduated

scale

Annulus

Fig. 13.3 Rotameter: showing glass tube and float assembly

Aa denotes cross sectional area
of annulus

m2

As effective surface area
of float

m2

Ax effective cross sec-
tional area of float

m2

g acceleration due to
gravity

ms−2

�f density of float kg m−3

� density of liquid or
gas

kg m−3

āPf pressure drop across
float

N m−2

Q flow rate m3s−1

R mean shear stress on
float’s surface

N m−2

ue equilibrium velocity
in annulus

m s−1

Vf volume of float m3

x height of float in tube m

For a given float and fluid, the balance of forces
required for equilibrium corresponds to a partic-
ular velocity profile of the fluid around the float.
The float therefore rises or falls to a position such
that the volumetric flow rate through the annulus
between the float and the tube wall corresponds
to that velocity profile. The position of the float is

thus calibrated against flow rate. This calibration,
which is approximately linear, may be graduated
on the tube wall or on an adjacent scale.

Note that the calibration is unique to that tube,
float and fluid combination. If any one of these is
changed the calibration becomes invalid. It is a sad
fact that many rotameters in use in industry have
the wrong float in them or are being used with a
fluid for which they were not calibrated.

Rotameters are relatively cheap and quite effec-
tive but there are several important points of prac-
tice to note.It is essential that they are installedver-
tically.Non-symmetrical flow through the annulus,
especially if the float touches the tube wall, gives
false readings. Rotameters should only be used
with clean fluids. As with sight glasses, the tube of
a rotameter can becomedirty on the inside and dif-
ficult to read. The weight due to any sediment that
deposits on topof thefloat will cause false readings.
Furthermore, they are easily blocked. It is impor-
tant that the float is read at the correct level relative
to the scale. As can be seen from Figure 13.4, there
are many different float shapes and alternative po-
sitions to read from. There are no rules of thumb
on this, the manufacturer’s literature and/or cali-
bration details should be adhered to.

Reading line

Fig. 13.4 Reading lines of various float shapes

13.4 Gap Meter
Another type of variable area meter is the gap me-
ter. Whereas in the rotameter the annulus for flow
is between a float and a tapered tube, in the gap
meter the annulus is between a float and a fixed
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orifice. The cross sectional area of the annulus de-
pends on the position of the float relative to the
orifice.Under flow conditions the float establishes
some equilibrium position, the height of the float
indicating the flow rate. The float travel is small,
typically up to 5 cm.

Secondary coils Primary coils

Float

Guide rod

Float guide Measuring

tube

Ferrous core

Fig. 13.5 Cross sectional view of a typical gap meter

As depicted in Figure 13.5, the float is guided, i.e.
it slides along an axially mounted rod. Normally
mounted vertically, the float returns under gravity,
otherwise it is spring opposed. Embedded in the
walls of the tube are the coils of a linear variable
displacement transducer (LVDT). The principle of
operation of an LVDT is as depicted in Figure 13.6.

X

V0

Fig. 13.6 Schematic of an LVDT

This consists of three fixed coils, one primary and
two secondary, and a variable ferrous core. An a.c.
input voltage V1 is applied to the primary coil
which induces voltages in the two secondary coils.
The secondary coils are identical and reverse con-

nected so the induced voltages tend to cancel. In-
deed, when the ferrous core is symmetrical with
respect to the coils, the output voltage V0 is zero.
Displacement x of the core from the mid position,
along the axis of the coils, increases the voltage in-
duced in one secondary coil and reduces that in
the other. There is thus a linear amplification of
the output:

V0 = k.x

In the gap meter, the tube wall and float act as
the core. The output is zeroed for no-flow condi-
tions and the range adjusted as appropriate.Again
the calibration is approximately linear. Electroni-
cally, the output voltage is conditioned, scaled, etc.
and transmitted as an analogue signal, 4–20 mA or
otherwise, proportional to the flow rate. Gap me-
ters should only be used with clean fluids. As with
all variable area meters, the gap meter is invasive.
However, the pressure drop across a gap meter is
less than that across an orifice meter of equivalent
size.

13.5 Turbine Flowmeters
A turbinemeter consists of a rotor axially mounted
on a spindle and bearings, as shown in Figure 13.7.
The speed of the rotor is proportional to the fluid
flow rate, rotations normally being sensed magnet-

Fig. 13.7 Cut away view of a turbine meter
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ically. The output of the sensing circuit is inher-
ently a pulse signal which is counted and, if appro-
priate, converted into a 4–20 mA analogue signal.

Turbine meters are one of the most accurate
types of flowmeter available. They are invariably
used for custody transfer and/or fiscal purposes,
for example where ownership changes hands, as in
off-loading of petroleum products at terminals, or
where tax or duty is payable, as in tanker loading of
alcoholic beverages. Turbine meters are only suit-
able for clean, single phase flow, whether it be gas
or liquid. Inparticular, they are unsuitable for slur-
ries because solidparticlesdamage thebearings,or
for steam flow because the impact of the droplets
of condensate damages the rotor blades. If accu-
rate measurement of these or other types of flow is
required, then some form of positive displacement
flowmeter should be specified.

As with the orificemeter, the accuracy of a tur-
bine meter is critically dependant upon straight
lengths of pipe both upstream and downstream of
the meter and, if necessary, flow straighteners. The
pipework should be free of vibration and the me-
ter mountedhorizontally.Turbinemeters are easily
damaged. The meter should always have a strainer
installed upstream to prevent foreign matter from
damaging the rotor.For liquidflows care should be
taken to ensure that the temperature and pressure
of operation are such that cavitation cannot occur.
If the liquidcontains any bubblesof gas some form
of disengagement device must be used upstream
of the meter. During commissioning in particu-
lar, flow should only ever be introduced slowly to
the meter to prevent damage of the rotor blades
from hydraulic impact or overspeed. For further
information on the specification, installation and
calibration of turbine meters refer to ISA RP31.1.

13.6 Electromagnetic
Flowmeters

The principle of operation of an electromagnetic
flowmeter is as depicted in Figure 13.8. If an elec-
trolyte flows axially through an electromagnetic

Fig. 13.8 Principle of operation of electromagnetic flowmeter

field, then an emf is generated radially. This emf,
which can be measured using electrodes in contact
with the electrolyte, is some average of the velocity
profile and is directly proportional to the flow rate:

e = kBQd

where
e denotes emf generated V
k meter constant
B magnetic field strength Wb
Q volumetric flow rate m3 s−1 ,
d electrode spacing m

The meter is effectively a section of pipe, often re-
ferred to as the primary head. It has to be elec-
trically insulated to prevent the emf being short
circuited by the pipe wall. The meter is therefore
typically made from steel with a liner made from
some insulating material. The liner is invariably
plastic. The magnetic field is induced by a coil em-
bedded in the wall of the meter to which is applied
either an a.c.or apulsed d.c.voltage.Theelectrodes
are fitted flush with the inside surface of the liner,
as depicted in Figure 13.9, and connected to elec-
tronic circuits in an externally mounted housing,
the output normally being a 4–20 mA signal.

The orientation of an electromagnetic flowme-
ter is unimportant, provided that it is always full
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Fig. 13.9 View through primary head showing electrode

of liquid. This normally means that for vertical
installations the flow through the meter should
be upwards. If it is horizontal the electrode axis
should not be in the vertical plane. There is no re-
quirement for straight lengths of pipe either side
of the meter. It is essential that the process stream
is at earth potential. For steel pipework this is re-
alised by earthing the pipework directly.For plastic
pipework metallic earthing rings or gaskets have to
be installed and connected to earth.

Electromagnetic flowmeters are non-invasive.
They therefore have negligible pressure drop
across them and, subject to materials of construc-
tion constraints, are suitable for all types of liquid
flow, including slurries and suspended solids.They
are more than accurate enough for most purposes
and are available for installation in a very wide
range of pipe sizes. The output signal is a linear
function of the flow profile and is virtually inde-
pendent of pressure and temperature.Surprisingly,
the output is also independent of the conductivity
of the electrolyte.This is because the emf generated
is measured using a high input impedance device
which draws no current from the circuit. It follows

that the meter is tolerant of electrode fouling. All
that is required is enough clean electrode surface
in contact with the process stream to establish the
circuit.

The principle constraint on the use of electro-
magnetic flowmeters is that the process stream
must be liquid and electrolytic. They cannot be
used for gasesor steam.They areunsuitable for sol-
vents or other non-aqueous liquid flows in which
there are no ionic species present. They are rela-
tively expensive in terms of capital costs but, being
non-invasive, their operating costs are negligible.

For further information on electromagnetic
flowmeters refer to BS 5792.

13.7 Ultrasonic Flowmeters
Figure 13.10 depicts the more common “transit
time” type of ultrasonic flowmeter. In essence,
bursts of ultrasound are transmitted through the
process stream at an angle to the axis of the
pipe and detected by the receiver. The transmitter
and receiver are typically ceramic piezo-electric
elements. These may either be installed in the
pipe wall, protected by some sort of “window”, or
clamped on the pipe externally, providing a non-
invasive measurement.

A

B

Fig. 13.10 Transit time type of ultrasonic flow meter

The transit time between the transmitter and re-
ceiver for each burst of ultrasound varies linearly
with the mean velocity of the fluid. Clearly, if A
is the transmitter and B the receiver, the transit
time decreases with increasing flow rate, the maxi-
mum transit time corresponding to zero flow.Con-
versely, if B is the transmitter and A the receiver,
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the transit time increases with increasing flow rate,
the minimum transit time corresponding to zero
flow. The transit time can obviously be calibrated
against flow rate for the liquid concerned.

In practice, the peizo electric crystals used can
both transmit and receive. Thus pairs of signals
in parallel but in opposite directions are produced
with differing but corresponding flight times. This
difference provides a basis for amplification and
for cross checking. There are many configurations.
In large diameter pipes it is not uncommon to
have transmitter-receiver pairs in different planes
and to compute the flow rate from average transit
times.To minimise errors due to entrained gases or
from solid deposits, the transmitter-receiver pairs
should be installed in a horizontal plane across the
pipe.

The cost of an ultrasonic flowmeter is largely
independent of pipe size, so ultrasonics tends to be
very cost effective for large diameter pipes. Ultra-
sonic flow measurement is only feasible for liquid
flows,or for gases at pressureshigher than typically
10 bar. The transit type of meter is only suitable
for clean liquids: suspended solids cause a scat-
tering of the bursts of ultrasound. For slurries the
“Doppler” type of ultrasonic flowmeter is appro-
priate as its principle of operation is based upon
scattering effects. Ultrasonic flowmeters are cali-
brated for a fully developed flow profile. For this
reason there are minimum straight pipe length re-
quirements both up and down stream of the me-
ter. The speed of sound is a function of the liq-
uid density which is itself dependant upon tem-
perature and maybe pressure: both of these effects
have to be compensated for in calibration. There
are many sources of noise on a plant, all capable of
being transmitted by the pipework and corrupting
and/or distorting the flow measurement. Of par-
ticular importance are sources of cavitation, e.g.
pumps and valves. Ultrasonic flowmeters should
be located well away from such.

13.8 Vortex Shedding Meters
When a fluid flows past a blunt object, often re-
ferred to as a bluff body,vortices are formed.These
vortices occur in an alternating pattern on either
side of the bluff body, as depicted in Figure 13.11.
The rate at which the vortices are formed is di-
rectly proportional to the flow rate. Measurement
of flow is essentially a question of counting the rate
at which the vortices are shed. Within any vortex,
the increase in kinetic energy comes from a de-
crease in pressure energy. Thus, by measuring the
pressure downstream of the bluff body, the pres-
ence of a vortex may be detected. Peizo-electric
crystals are sensitive enough to measure the pulses
in pressure.

Fig. 13.11 Vortices being shed by bluff body

There are various designs of vortex shedding me-
ter. However, all have a bluff body of some shape
at the upstream end and pressure sensors down-
stream. The sensors may be on the trailing edge of
the bluff body or mounted on a separate probe. It
is normal to count the vortices on either side of the
bluff body for cross checking purposes. The out-
put of the counting circuit is inherently a pulse sig-
nal although it is often converted into a 4–20 mA
analogue signal. Vortex shedding meters are best
suited to liquid flow measurement, but are unsuit-
able for slurries and suspended solids. They have
good accuracy for Reynolds numbers in the range
of 104 to 106. Being an invasive meter, there is a
significant loss of head.
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13.9 Mass Flowmeters
Mass flowmeters operate on the basis of the Cori-
olis effect. This can be explained with reference
to Figure 13.12. The pipework, in the form of a
continuous tube, is rigidly fixed along the X axis.
It is continuously vibrated, electro-mechanically,
in the Y plane about the X axis. The flow of fluid
through the tube causes it to twist slightly about
the Z axis. The amount of twist, which is measured
optically, is directly proportional to the mass flow
rate of the fluid.

Fig. 13.12 Coriolis principle of operation of mass flow meter

Note that it is the mass flow rate that is mea-
sured and not the volumetric flow rate. The me-
ter is therefore suitable for virtually all types of
flow. It tends to be used mostly for difficult ap-

plications, especially two phase flow, such as liq-
uids containing bubbles ofgas,flashing liquids, liq-
uids with suspended solids, gases with entrained
solids, etc. Mass flowmeters are very accurate for
single phase flow, liquids in particular, and are
increasingly being used for custody transfer and
fiscal purposes. They are also accurate for mul-
tiphase flow provided it is homogeneous: that is,
the relative proportions of the phases are consis-
tent. Mass flowmeters are non-invasive: whilst the
tortuous nature of flow through the meter results
in a significant pressure drop, there are designs
available which minimise this. By suitable choice
of material of construction for the tube they can
be made corrosion resistant to virtually any pro-
cess medium.

There are, however, a number of important
constraints. The tube has to be thin enough to en-
able the flexing and twisting about its various axes,
so there are metal fatigue considerations in the
choice of material of construction. There is also an
upper limit to the pressure of the process medium.
It is essential that the X axis is firm and free from
vibration itself. For small diameter pipework this
can be achieved fairly easily by effective use of
conventional pipe supports.However, for larger di-
ameters, rigid mounting is a non-trivial issue and
normally involves independent concrete founda-
tions and steel support structures. This makes the
installation very expensive.
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Dp cells are used for the majority of liquid level
measurements in the process industries. The de-
sign of an installation varies according to context.
For example, whether the liquid is under pressure,
contains suspended solids, and so on. This chapter
outlines good practice in relation to several com-
mon applications. It also show how DP cell, can be
used for the related measurements of density and
interface position. There are many other methods
of level measurement, both for liquids and solids.
Three of the more important ones, capacitance, ul-
trasonics and nucleonics, are considered here too.
Again the reader is referred to BS6739 and to Bent-
ley (2004).

14.1 Gauge Glass
The simplest form of level indication is the hum-
ble gauge glass, equivalent to the sight glass used
for detecting liquid flow. The gauge glass typically
consists of an externally mounted vertical glass
tube with isolating and drain valves as depicted
in Figure 14.1. The gauge glass is cheap and reli-
able with the major advantage that the level can
be seen. The glass tube must be physically pro-
tected fromimpact andpipework stressesby a steel

vent valve

gauge glass

drain valve

isolating valve

Fig. 14.1 Gauge glass with isolating and vent valves

framework. Because of the possibility of breakage,
gauge glasses should not be used with flammable
or toxic materials.

14.2 Direct Use of DP Cells
Figure 14.2 shows a dp cell being used for measur-
ing level in a vented tank.The high pressure side of
the dp cell is connected to a branch as close to the
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LP side open to
atmosphere

HP side isolating valve

Fig. 14.2 Use of dp cell for level measurement in vented tank

bottom of the tank as is practicable. The low pres-
sure side of the dp cell is open to the atmosphere.

This arrangement can only be used for clean
liquids: any suspended solids could settle out and
block the connecting pipe. Also, because the pro-
cess liquor is in direct contact with the diaphragm
of the dp cell, there are potential materials of con-
struction problems.

Note that it is a pressure difference that is being
measured, i.e. the static pressure at the bottom of
the tank relative to atmospheric pressure. It is di-
rectly related to the head of liquid by the equation

āP = H�g (14.1)

Many tanks and vessels are designed to be oper-
ated under pressure or vacuum. The measurement
of static pressure at the bottom of such items of
plant is therefore relative to the gas or vapour pres-
sure in the space above the liquid. This is achieved
by connecting the low pressure side of the dp cell
to the top of the tank, as shown in Figure 14.3.

This arrangement is suitable for non-volatile
liquids. Note the slope of at least 1 in 20 on the up-
per part of the low pressure side impulse line. This
enables any condensate formed to drain back into
the tank rather than down to the dp cell. If slight
condensation does occur then it may be necessary
to install heat tracing to prevent its formation. Al-
ternatively, a catch pot may be fitted to collect any
condensate that dribbles down towards the dp cell,

catch pot

insulated 
and/or traced
impulse line

equalising 
valve

drain valve

Fig. 14.3 Use of dp cell under pressure or vacuum conditions

to be drained off on an intermittent basis. Also
note the isolating, equalising and drain valves for
commissioning purposes.

If condensation is significant, as for example
with liquids close to their boiling point, it is neces-
sary to use a “wet leg” as shown in Figure 14.4.

vent/filling

valve
condensate pot

blowdown valves

specified

head

specified

head

Fig. 14.4 Use of dp cell under condensing conditions

The strategy is the same as in the use of the dp-cell
for measuring the flow of condensing vapours as
shown in Figures 12.14 and 12.15. Thus the vapour
is allowed to condense and fill the impulse line on
the low pressure side of the dp cell, the condensate
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being used to transmit the pressure. Clearly in cal-
ibrating the dp cell it is necessary to bias the zero
setting to offset the head of condensate. A filling
tee is provided to save time during commission-
ing. Thus the wet leg may be pre-filled with liquid
rather than having to wait for it to fill up by con-
densation.

14.3 Use of DP Cells for
Density Measurement

Clearly, by rearrangement of Equation 14.1, den-
sity can be articulated as a function of differential
pressure:

� =
1

Hg
āP (14.2)

Thus, for a fixed height of liquid, a dp cell can be
calibrated to provide a measure of density, as de-
picted in Figure 14.5 in which it is assumed that
the tank is vented and the fixed height of liquid is
established by an internal weir.

weir

Fig. 14.5 Use of dp cell for density measurement

This is not a particularly accurate means of mea-
suring density: the approach is only effective if the
change in density being measured is significant
relative to the accuracy of the dp cell. However, it
does provide an average value of density across the

depth of liquid which is useful if there are varia-
tions in density with depth due, for example, to
layering effects.

14.4 Use of DP Cells for
Interface Measurement

Dp cells can be used to determine the position of
the interface between two immiscible liquids.Con-
sider the vented tank depicted in Figure 14.6.

H

h

Fig. 14.6 Use of dp cell for interface measurement

The differential pressure is given by

āP = h�Lg + (H − h)�Ug

Rearranging gives

h =
1

(�L − �U)g
āP −

H�U

(�L − �U)
(14.3)

There is thus a simple linear relationship between
height of the interface and overall differential pres-
sure which enables the dp cell to be calibrated.
Again, this is not a particularly accurate measure-
ment.Noting that the sensitivity of the instrument,
āP/h, is proportional to (�L − �U), it follows that
the greater the difference in density between the
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two layers, the more accurate the measurement be-
comes. However, with interface measurement, ab-
solute accuracy is often not critical: what matters
is that the interface is known to be somewhere be-
tween two given levels, for which this arrangement
is very effective.

14.5 Pneumercators
A pneumercator enables the indirect use of a dp
cell when it may be inappropriate to measure level
through a branch at the bottomof a tank. It utilises
a “dip-leg”which is a rigid tube, typically installed
through a branch in the top of the tank and long
enough to reach down to the bottom. The dip-leg
is used in conjunction with a regulated air supply,
needle valve and bubbler in an arrangement gen-
erally referred to as a pneumercator. The dip-leg is
connected to the high pressure side of a dp cell as
shown in Figure 14.7.

air

supply

regulator

needle

valve

bubbler

H L

dip leg

Fig. 14.7 Pneumercator arrangement for level measurement

The regulator is set to some pressure higher than
the static pressure at the bottom of the tank. The
needle valve is adjusted to give a small flow of air
which flows down the dip-leg.When air is bubbling
out of thedip-leg and into the liquid thepressure in
the dip-leg, referred to as the back pressure, must

be equal to the static pressure at the bottom of the
tank.This back pressure is measured by the dp-cell
and corresponds directly to the head of liquid.

The flow rate of air should be low enough for
the pressure drop due to frictional losses in the
dip-leg to be insignificant, but high enough to ob-
serve that the flow exists. Because it is not nor-
mally possible to see the bottom of the dip-leg,
there should be an external bubbler with a window
through which the bubbles may be observed. The
regulator, needle valve and bubbler are normally
located on top of,oradjacent to, the tank foraccess.

Pneumercators are cheap, easy to install and
very reliable. They are particularly suitable for use
with slurries and dirty liquids because a dip-leg is
inherently self cleaning. If a blockageoccursdue to
accumulation of solids,which could only happen at
the bottom of the dip-leg, the back pressure builds
up towards the regulator output pressure. Even-
tually this forces the solids out and the air vents
itself into the liquid. Pneumercators also enable
dp-cells to be used for level measurement in corro-
sive environments, the air acting as a fluid barrier
between the dp cell and process liquid.Sometimes,
for example with biodegradable products,blanket-
ing with nitrogen is necessary in which case the
nitrogen can be bubbled in through the dip-leg.

If a dip-leg is to be used in a tank which is op-
erated under pressure or vacuum, then a separate

needle valves

bubblers

regulator

10% slope down towards vessel

Fig. 14.8 Use of pneumercator under pressure or vacuum condi-

tions
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pneumercator may be necessary for measuring the
pressure in the space over the liquid: this is con-
nected to the low pressure side of the dp-cell, as
shown in Figure 14.8.

Again note the slope of at least 1 in 20 for the
impulse lines to enable any condensate formed to
drain back into the tank. Also note the overhead
space requirement for removal of the dip-legs.

14.6 Capacitance
The use of a capacitance probe for level measure-
ment is illustrated in Figure 14.9. In principle, the
capacitance between the probe and the vessel wall
is a function of their geometry and on the dielec-
tric of the medium between them.Thus,as the level
changes there is a proportionate change in capac-
itance which can be measured electronically and
converted into a signal for transmission.

trans

dielectric

Fig. 14.9 Use of capacitance probe for level measurement

Capacitance can be used for measurement of the
level of both liquids and solids, for depths of up to
3 m, over a wide range of temperatures and pres-
sures. For liquids there are no major problems. For
solids a useful feature is that the measurement is
fairly insensitive to uneven surfaces. The principal
sources of error are due to build-up of solids on
the probe, variation of bulk density, and unrepre-
sentative signals due to poor location of the probe.

14.7 Ultrasonics
The principle of operation of an ultrasonic type of
level measurement is as depicted in Figure 14.10.
The sensor consists of a combined transmitter and
receiver. In essence, sonic pulses are emitted by the
transmitter which are reflected off the surface and
detected by the receiver. The transmission time is
obviously a linear function of the level of the sur-
face and is converted by an active circuit into an
electrical signal.

trans

footprint

Fig. 14.10 Principle of ultrasonic level measurement

Ultrasonic sensors can be used for both liquid and
solids level measurement and have a wide range-
ability. They are particularly useful for measuring
the level of solids in hoppers, silos and the like,
where the surface can be very uneven, as the re-
ceiver converts the reflected sound into an average
for the level within the footprint of the transmit-
ter. Although the sensors are non-contact devices
they are, nevertheless, exposed to the process en-
vironment so materials of construction need to
be considered carefully. Ultrasonics should not be
used with liquids where there is foam on the sur-
face as they give false readings.Neither should they
be used in dusty environments where the dust ab-
sorbs and/or scatters the sound pulses resulting in
weak signals. Another potential problem is noisy
environments because of the susceptibility of the
receiver to pick-up spurious acoustics.
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14.8 Nucleonics
Nucleonic level measurement is based upon the
absorption of gamma rays. The amount of absorp-
tion for a given material is a functionof the density
of the material and the path length. The use of nu-
cleonics is depicted in Figure 14.11. The source is
a pellet of radioactive material which “shines” a
beam of gamma rays through the vessel. The ra-
diation is detected on the other side of the vessel
by a Geiger Muller tube. In essence, the pellet is a
point source whereas the detector is longitudinal.
The intensity of the radiation detected is attenu-
ated linearly in proportion to the level. Calibration
is straightforward, with the level measurement be-
ing scaled on the basis of maximum and minimum
intensity detected. The electronics automatically

trans

source

detector

Fig. 14.11 Principle of nucleonic level measurement

compensate for thedeclining strengthof the source
according to its half life.

The principal advantage of nucleonics is that it
is non-invasive and can be used in “difficult” sit-
uations. For example, with high temperatures and
pressures, in foam,spray or dusty environments,or
with media that are corrosive or abrasive. Nucle-
onic devices are reliable and have very low main-
tenance requirements. Obviously, because of the
radioactivity, there are health physics issues which
require proper shielding but, if installed and oper-
ated properly, nucleonics is perfectly safe.

14.9 Nomenclature
āP is the pressure difference Nm−2

h height of the interface m
H height of liquid/weir m
� density of liquid kg m−3

g acceleration due to
gravity

m s−2

Subscripts

L is the lower, denser layer
U upper, lighter layer
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15.1 Resistance Effects

15.2 Strain Gauges

15.3 Load Cells

15.4 Installation

Weight is generally used as a measurement in sit-
uations where other measures of quantity, such
as level, are not accurate enough. In particular, it
is commonly used for batching out quantities of
reagents for use in reactions.Weight has tradition-
ally been measuredby meansof mechanical weigh-
bridges in which, for example, a vessel and its con-
tents are balanced by levered counterweights and
springs. However, weight measurement by means
of load cells, based upon strain gauges, is now the
norm. This chapter focuses on the principle of op-
eration of strain gauges, their interfacing, and on
the use of load cells.

15.1 Resistance Effects
The electrical resistance of a length of wire is given
by

R0 = �L0/A0

where the subscript 0 denotes some initial condi-
tion.

If the wire is stretched its length increases and
its cross sectional area decreases.Its new resistance
is thus

R = �(L0 + ıL)/(A0 − ıA)

but its volume remains approximately constant:

L0.A0 = (L0 + ıL) (A0 − ıA)

Substituting, expanding, ignoring second-order
terms and rearranging gives

R ≈ R0 (1 + 2ıL/L0)

i.e.
ıR/R0 ≈ 2ıL/L0 (15.1)

in which the factor of 2 is referred to as the gauge
factor. Thus the fractional change in resistance is
directly proportional to the fractional change in
length, otherwise known as the strain. However,
according to Hooke’s law, strain is itself directly
proportional to stress, stress being the force ap-
plied per unit cross sectional area:

F/A = EıL/L0 (15.2)

It follows that change in resistance can be used to
measure force. The device used for doing this is
known as a strain gauge. Note that electrical resis-
tance is a function, not only of strain, but also of
temperature:

R = R0 (1 + a (T − T0)) (15.3)

where

a is the temperature coefficient ◦C−1

A cross sectional area m2

E Young’s modulus of elasticity N m−2

F force applied to wire N
L length of wire m
� resistivity m §
R resistance §
T temperature ◦C
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15.2 Strain Gauges
The most common type of strain gauge consists of
a thin foil of metal etched onto a film of plastic.
Terminals are formed by soldering wire onto the
pads at either end of the foil. A typical gauge, as
shown in Figure 15.1, is about the size of a small
postage stamp.

Fig. 15.1 Foil type of strain gauge

Equation 15.1 reveals that for maximum sensitiv-
ity a large value of R0 and a small value of L0 are
required. Thus design is a compromise between
making A0 small, the foil is typically 5 ‹m thick,
and L0 relatively large. To accommodate its length
the foil is etched in folds which makes the gauge
unidirectional. Thus, as depicted in Figure 15.2, it
is sensitive to strain along its length, the principal
axis, but tends to open out under cross strain.

Sensitivity is dependant on the gauge factor
too. The metal foil is normally of constantan (55%
copper and 45% nickel) whose gauge factor of
approximately 2.0 is consistent with the “ideal”
of Equation 15.1. Other alloys, with gauge factors
ranging from 2 to 10, may be used but they suffer
from being more temperature dependant. Semi-
conductor strain gauges are available with factors
from 50 to 200. However, their response is non-
linear. Whenever a strain gauge is supplied the
manufacturer should state what its gauge factor
is. The accuracy of the factor quoted is a measure
of the quality of the gauge.

Fig. 15.2 Strain vs principal axis

To measure force the strain gauge is bonded onto
the surface of a rigid member. It is bonded such
that its principal axis is aligned with the direction
of the force being measured. Any stretching of the
member’s surface causes an equal stretching of the
gauge. Thus, as tensile force is applied to the mem-
ber, its strain is transmitted to the strain gauge. By
measuring its change in resistance, the strain in
the gauge and hence the force in the member can
be calculated from Equations 15.1 and 15.2. This is
the basis for calibration.

Effective bonding of the gauge to the surface is
clearly critical to the measurement. This is usually
realised by means of a proprietary cement or adhe-
sive. If the metal foil is etched onto an acrylic film
then methyl methacrylate based adhesive (super-
glue) should be used as this dissolves acrylic and
forms a seamless bond. Clearly the bonding of the
gauge to the member must not cause any distor-
tion of the force being measured. In practice such
loading effects are normally negligible because of
the relative proportions of the gauge and member.

Essential to the accurate measurement of the
gauge’s resistance is theprevention of short circuit-
ing. There are two aspects to this. First, the gauge
must be effectively insulated from the surface to
which it is bonded, the member invariably being
metallic. Normally the plastic film and the adhe-
sive provide adequate insulation. And second, the
gauge must be kept completely dry: any trace of
moisture will cause short circuiting between the
folds of the foil.This problem is addressed by her-
metic sealing.
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Strain gauge resistance is almost universally mea-
sured by means of an integrated circuit equivalent
to a Wheatstone bridge, as depicted in Figure 15.3.
It is both accurate and sensitive enough for mea-
suring the very small fractional changes in resis-
tance involved.

o

o

o o0V

0R

activepassive

0R TRd+ 0R SRd+ TRd+

0R

1V

Fig. 15.3 Wheatstone bridge circuit: active and dummy gauges

To compensate for temperature effects, due to
Equation 15.3, it is necessary to bond two strain
gauges to the surface of the member. They are
bonded close together so that they are subject to
the same variations in temperature. The principal
axis of the active gauge is alignedwith thedirection
of the force being measured whereas that of the
dummy gauge is at right angles. The active gauge
thus responds to changes in both strain and tem-
perature whereas the dummy gauge responds to
temperature only. Since the two gauges are on op-
posite sides of the bridge, the changes in resistance
due to temperature effectively cancel out.

If both the resistors are chosen to have the same
resistance R0 as the initial resistance of the strain
gauges,ıRS is the change in resistance due to strain
effects on the active gauge and ıRT the change in
resistance due to temperature effects on both the
active and dummy gauges, then the output voltage
V0 is given by:

V0 ≈ 0.5.V1

2.R0 + ıRS + 2ıRT
.ıRS

The output voltage is thus approximately propor-
tional to the strain effects and the bridge can be
calibrated as such.The excitation voltage V1 is typ-
ically a chopped 10V dc supply resulting in an out-
put of some 0–20 mV. Signal conditioning would
then result in either a 4–20 mA analogue signal
proportional to force or a digital serial signal for
transmission.

15.3 Load Cells
Strain gauges are delicate devices. For measuring
weight in a plant environment they have to be
mounted in special purpose structures referred to
as load cells. These provide the necessary protec-
tion andphysical robustness.The cell is then bolted
into the load path.

Load cells are available in a variety of shapes
and sizes, capable of individually weighing down
to 25 g and, in combination, up to 5000 tonnes.
Properly calibrated, they can be accurate to within
0.03% at full range, with linearity to within 0.02%
and repeatability to within 0.01%. However, the
zero setting on load cells is prone to drift so
these figures are only meaningful for differences
in weight rather absolute values. For specification
purposes, the tare (empty) weight of the vessel
should be some 5–50% of full range and the live
weight some 20–75%. For batching purposes, the
minimum resolution should be not less than 0.02%
of full range.

There are various types of load cells. The can-
ister type is used extensively for loads up to 250
tonnes.Thishas a central loadbearing column with
four strain gauges bonded to it, one pair mounted
horizontally and the other vertically, as depicted in
Figure 15.4.

Fig. 15.4 Canister type of load cell
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When load is applied, the central column distorts
with vertical compressive strain in proportion to
lateral tensile strain according to Poisson’s law.The
four gauges form a bridge, with various additional
resistors for balancing and calibration purposes, as
depicted in Figure 15.5. The bridge arrangement is
inherently temperature compensating.

o

o

o o0V

2R

3R 4R

1R

1V

Fig. 15.5 Bridge circuit for four gauge arrangement

The shear beam type of load cell is used exten-
sively for loads of up to 25 tonnes. It is in effect
a cantilever arm, the load producing shear forces.
The cell is formed by machining a central web in
a block of steel. The web is an area of high, almost
uniform, shear strain which is at a maximum at
45◦ to the vertical.The strain is thus measured by a
pair of strain gauges mounted on opposite sides of
the web, at 45◦ and 135◦ to the vertical, as depicted
in Figure 15.6, which ensures that the bridge ar-
rangement is inherently temperature compensat-
ing. The nature of shear forces in cantilever arms
is such that shear cells are tolerant of variations in
the position of the vertical load.They are also fairly
insensitive to bending stresses, so sideways loads

Fig. 15.6 Shear beam type of load cell

and torques can be tolerated.Thismakes shear cells
particularly suitable for weighing agitated vessels.

15.4 Installation
For weighing process vessels load cells are invari-
ably used under compression. It is normal practice
to sit the vessel on the cells, as depicted in Fig-
ures 15.7 and 15.8, and to sum their outputs.

Canister load cell

Fig. 15.7 Under tank three legged load cell arrangement

Shear beam

load  cell

Fig. 15.8 Suspended mid floor three load cell arrangement

For vertical cylindrical vessels, three load cells with
120◦C axial spacing is optimum: it guarantees a
stable platform with equal sharing of load. Four
or more load cells require careful alignment. With
some loss of accuracy, some of the load cells in
an installation may be substituted with dummies,
or pivots, as depicted in Figure 15.9, with scaling
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o

Load cell
Pivot

Fig. 15.9 Use of dummy load cells as pivots

factors being applied to the active cells’ outputs as
appropriate.

Load cells should be handled carefully, they can
be damaged by sudden mechanical shock.They are
particularly vulnerable when the vessel is being
lowered into position. It is best to install the ves-
sel without the load cells and then to jack it up for
them to be carefully inserted underneath.The load
being weighed and the cells must be aligned ver-

tically. To minimise sideways loads it is common
practice to design the mountings to allow a lim-
ited amount of sideways movement. The mount-
ings must incorporate constraints to stop the ves-
sel from falling off the cells, perhaps due to vibra-
tion, or lifting up under abnormal conditions. The
mounting bolts for shear beam load cells must be
of high tensile steel and correctly torqued, other-
wise the bolts will stretch and distort the readings.

Forces exerted by pipework connected to a ves-
sel are a major source of inaccuracy. Pipelines
entering the vessel should be horizontal, rather
than vertical, and should be distributedaround the
vessel rather than clustered on one side. Longer
pipelines with bends are more flexible and less
problematic. If possible, use short lengths of flexi-
ble pipe to connect up pipelines to the vessel, these
effectively eliminate all external pipework stresses.
And finally, although load cells are hermetically
sealed, moisture can seep in around the signal ca-
ble: particular attention should be paid to sealing
the cable gland.
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16.1 Thermocouple Principles

16.2 Thermocouple Types

16.3 Thermocouple Installation

16.4 Resistance Temperature Devices

16.5 RTD Construction

16.6 RTD Installation

16.7 Thermowells

16.8 Comment

Temperature, obviously, is a common and impor-
tant measurement in the process industries. Vir-
tually all measurements from −250 to +650◦C can
be made using either thermocouples or resistance
temperature devices (RTD). Thermocouples are
cheaper than RTDs but not as accurate. Thermis-
tors, which are semiconductor devices, may also
be used within this range.Although they are much
more sensitive than either thermocouples or RTDs,
their response is very non-linear: for this reason
they are seldom used. Above 650◦C thermocou-
ples, subject to materials of construction consider-
ations, and radiation pyrometers are used.

This chapter considers thermocouples and
RTDs only.Their principles of operation,construc-

Table 16.1 Standards on temperature measurement

BS 1041 Temperature measurement Published

Part 3 Guide to selection and
use of industrial resistance
thermometers

1989

Part 4 Guide to the selection and
use of thermocouples

1992

Part 5 Guide to the use and selec-
tion of radiation pyrome-
ters

1989

tion and interfacing requirements are described
in sufficient detail to enable meaningful specifi-
cation of requirements. Finally, temperature probe
assemblies and their installation are discussed. A
good overview of the operation of thermocouples
is given in BS1041 shown in Table 16.1.

16.1 Thermocouple Principles
When wires of two dissimilar metals are joined to-
gether to form a circuit, as shown in Figure 16.1,
and one of the junctions is heated to a higher tem-
perature than the other, an emf is generated and
a current flows. This is known as the Seebeck ef-
fect. The emf generated is small (mV) and has to
be measured on open circuit: any current drawn
through the thermocouple will cause loading ef-
fects and distort the measurement. For this reason
a very high input impedance transducer must be
used, as shown in Figure 16.2.

Hot Cold

Metal A

Metal B

Fig. 16.1 Depiction of the Seebeck effect
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Hot Reference

A A

B

Fig. 16.2 Open circuit measurement of emf

For a given pair of dissimilar metals, the emf gen-
erated is dependant on the difference in temper-
ature between the two junctions. For temperature
measurement it is usual to use the hot junction
as the sensor and to measure relative to the cold
junction. Thus the temperature of the cold junc-
tion, referred to as the reference junction, must be
known.In the laboratory a reference of0 ◦C is com-
monly establishedwithmelting ice.However, this is
not normally practicable for plant purposes, so the
reference is invariably taken as ambient tempera-
ture which is measured independently by means of
an RTD.

Not only is emf a function of temperature dif-
ference – it also depends on the metals concerned.
In principle,a thermocouple can be made from any
pair of dissimilar metals.However, in practice,only
a limited number of combinations of metals and
alloys are used because of their high sensitivity, in
terms of mV/ ◦C, and chemical stability. The stan-
dard IEC 60584 provides values of emf tabulated
against temperature for all commonly used types
of thermocouple, together with their tolerances on
accuracy, as shown in Table 16.2.

Table 16.2 Thermocouple reference data

IEC 60584 Published

Part 1 Thermocouples:
reference tables

1995

Part 2 Thermocouples:
tolerances

1982

16.2 Thermocouple Types
They are normally referred to by letter type, the
more common ones being listed in Table 16.3. The

tolerancesquoted,either as a percentageof the true
value or on an absolute basis, give an indication of
the potential accuracy of thermocouple measure-
ments. In practice, the accuracy achieved also de-
pends upon errors due to faulty installation and
signal processing.

16.3 Thermocouple Installation
A third dissimilar metal may be introduced at a
junction without affecting the emf generated.Thus,
for example, the two dissimilar metals at the hot
junction may be brazed or soldered together. In-
troducing copper at the reference junction enables
a more practical arrangement for measuring the
emf, as depicted in Figure 16.3, the copper leads
being the connections to the transducer. The ref-
erence junction is effectively split into two parts
which must be kept close together to ensure that
they are at the same temperature.

A

B

Cu

Cu

Reference

ReferenceBrazed junction

Hot

Fig. 16.3 Use of third metal for split reference junction

It is good practice for the reference junction to be
situated away from any potential source of heat. In
a typical installation involving multiple thermo-
couples it is normal for all the reference junctions
to be located in a common area, such as an input
signal termination cabinet, and to have a single
shared RTD measurement of cabinet temperature
for reference purposes.

Because thermocouple wire is of a very light
gauge, it is common practice to use extension leads
to extend back to the cabinet. These are of a gauge
heavy enough for wiring purposes. Ideally, exten-
sion leads are of the same materials as the ther-
mocouple itself. However, on the grounds of cost,
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Table 16.3 Characteristics of different types of thermocouple

Type Metals Range and accuracy Comments

Continuous usage Short term usage

E Chromel (10%Cr,
90%Ni)/Constantan
(55%Cu, 45%Ni)

0 to 1100◦C −270 to 1300◦C Most sensitive type.Resistant to ox-
idation and to moisture corrosion.
Must use compensating cable

J Iron/Constantan 20 to 700◦C

1% or 3◦C

−180 to 750◦C Can be used in vacuum, reduc-
ing and inert atmospheres. Oxi-
dises above 540◦C. Unsuitable for
moist or sulphurous conditions.
Must use compensating cable

K Chromel/Alumel
(5%Al, 95%Ni)

0 to 1100◦C

0.75% or 3◦C

−180 to 1350◦C Resistant to oxidation, especially
above 500◦C. Unsuitable for reduc-
ing or sulphurous conditions.
Must use compensating cable

R Platinum/
Platinum-
Rhodium
(87%Pt, 13%Rh)

0 to 1600◦C

0.15% or 1◦C

−50 to 1750◦C Suitable for oxidising and inert
conditions.Rapidly poisonedby re-
ducing atmosphere. Contaminated
by metal vapours so non-metallic
sheaths required, e.g. alumina.
Must use compensating cable

T Copper/Constantan −185 to 300◦C

1% or 1◦C

−250 to 400◦C Can be used in vacuum, oxidis-
ing, reducing, moist and inert at-
mospheres. Not resistant to acid
fumes. Only type to have defined
limits of error below 0◦C.
Can use copper extension leads

it is usually necessary to use extension leads of ap-
propriate proprietary “compensating cable”, as de-
picted in Figure 16.4.Suchcablehas thermoelectric
properties similar to thermocouple wire so the emf
measured is not distorted. Also, the use of com-
pensating cable minimises corrosion effects due
to the formation of electrochemical cells between
the dissimilar metals. Provided the split reference

junctions are at the same temperature, variations
along the length of the extension leads and/or dif-
ferences at the other split junction do not matter.

To provide both chemical and physical protec-
tion for thermocouples, it is standard practice to
use them in sheaths as depicted in Figure 16.5. The
sheath is normally of stainless steel and up to 6 mm
in diameter. The mineral packing is typically of

Hot

A

B

Comp. cable

Reference

Cu

Cu

Fig. 16.4 Use of compensating cable for remote measurement
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Fig. 16.5 Standard thermocouple sheath

magnesia (MgO) and provides good heat transfer
and electrical insulation. Practices differ, the hot
junction may be bonded to the inside end of the
sheath or else insulated. Clearly a bonded junction
gives a faster response, but the bond is difficult
to make and can become detached. A plastic or,
for high temperatures, a glazed ceramic terminal
block is used at the external end of the sheath. The
polarity should be clearly marked for wiring pur-
poses.

Thermocouples can be used for measuring av-
erage temperatures. Suppose an average of three
measurements is required. Each may be measured
independently and the results averaged. Alterna-
tively, the three thermocouples may be wired in se-
ries, as depicted in Figure 16.6. The resultant emf,
scaled by a factor of 3 prior to signal processing,
yields a temperature averaged at source which is
more accurate.

+

T1

T2

T3
Comp. cable

Ref.

Cu–

+

–

+

–

Fig. 16.6 Thermocouples wired in series for average measure-

ment

Similarly, thermocouples may be used to measure
temperature difference directly by wiring them up
“back to back”as depicted in Figure 16.7.

+

T1

T2

Ref.

–

+

–

Fig. 16.7 Thermocouples wired in parallel for difference mea-

surement

16.4 Resistance Temperature
Devices

Electrical resistance is a function of temperature.
Thus, by measuring the change in resistance of
a given resistor, temperature may be determined.
The only RTD of any consequence in process au-
tomation is the platinum resistance thermometer
as described in BS1904:

Above 0◦C

R = R0

(

1 + aT − bT2
)

(16.1)

Below 0◦C

R = R0

(

1 + aT − bT2 − c(T − 100)T3
)

(16.2)

where R is the resistance §
T temperature ◦C

and subscript 0 denotes the zero condition. The
values of the coefficients are as follows:

a = 3.9083 × 10−3 ◦C−1

b = 5.775 × 10−7 ◦C−2

c = 4.183 × 10−12 ◦C−4

It is standard practice for R0 to be 100§ giving a
value for R of 138.5 § at 100◦C. This is referred to
as the Pt100 sensor.To satisfy BS1904, the output of
a Pt100 sensor must fall within a defined range of
accuracy about Equations 16.1 and 16.2. There are
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two classes of tolerance, A and B, of which Class A
is the more stringent:

For Class A

dT = 0.15 + 0.002. |T|

For Class B

dT = 0.15 + 0.005. |T|

It is normal practice to use the Pt100 sensor for
measurements up to 600◦C. From 600 to 850◦C it
is usual to use the Pt10 sensor. This is of thicker
gauge, for more reliable service, with an Ro value
of 10 §.

16.5 RTD Construction
There are two types of platinum RTD: the film type
and the wire wound.The film type is formed by the
deposition of platinum on a ceramic substrate. Be-
causeof their flat structure film typeRTDsare suit-
able for surface temperature measurements. How-
ever, they are not as reliable as wire wound RTDs
and are unsuitable for use in a conventional sheath.
The wire wound RTD, as depicted in Figure 16.8, is
used almost universally for accurate temperature
measurement.

Fig. 16.8 Wire wound type of RTD

It consists of the platinum resistance wire wound
around a glass or, for high temperatures, ceramic
former and sealed with a coating of glass or ce-
ramic.As with thermocouples, it is normal practice
to use RTDs in mineral packed sheaths of stainless
steel up to 6 mm in diameter. The platinum leads

are insulated with silica tubing, to prevent short
circuiting, terminating in a glazed ceramic block
at the external end of the sheath.

16.6 RTD Installation
RTD resistance is almost universally measured by
means of an integrated circuit equivalent to a
Wheatstone bridge, the resistors being specified
such that the bridge balances at 0◦C. The two wire
system of Figure 16.9 is adequate if the length of
the leads from the RTD to the bridge is short.How-
ever, if the leads are long, as is invariably the case
with process plant, their resistance would distort
the measurement since both leads are on the same
side of the bridge, in series with the RTD.It is there-
fore common practice to use a three wire system,
as depicted in Figure 16.10.

V0V1

RTD

Fig. 16.9 Bridge circuit for 2-wire RTD arrangement

V0V1 RTD

L

L

R 0R0

R 0

Fig. 16.10 Bridge circuit for 3-wire RTD arrangement

In a three wire system the leads to the RTD are
on adjacent sides of the bridge so their resistances
L, and any changes in such, effectively cancel out.
Note that since the output Vo is measured by a high
impedance transducer,which draws negligible cur-
rent, the resistance L due to the third lead across
the bridge is of no consequence.Any imbalancebe-
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tween the resistances of the leads will nevertheless
lead to some inaccuracy.

For high accuracy measurements a four wire
system is required utilising either null balance or
constant current source techniques:

• Null balance involves switching between two
field wire configurations and null balancing the
bridge. One configuration involves wires A, B
and D, the other involves wires A, C and D as de-
picted in Figure16.11.The resulting null balance
equations are used to derive the RTD resistance
value. There is still scope for some minor in-
accuracy due to differences introduced by the
switching circuit and its contacts.

V0V1

RTD

A

B

D

R0R0

R0

C

V0V1

RTD

A

B

D

R0R0

R0

C

Fig. 16.11 Bridge circuit for 4-wire RTD arrangement

• Constant current source involvespassing a small
constant current through two connecting wires
and the RTD.Another two wires are then used to
measure the voltage across, and hence the resis-
tance of, the RTD using a high impedance trans-
ducer. The voltage measured is compensated for
offset due to thermocouple junction effects at
the RTD. The amount of offset is established by
switching off the constant current source for a
short period and measuring the offset voltage
directly. There is still scope for some minor in-
accuracy due to the self heating effects of the
constant current within the RTD.

RTDs may be used to measure temperature differ-
ence directly by wiring them into adjacent sides of
a bridge, as depicted in Figure 16.12.

V0V1

RTD1

RTD2

Fig. 16.12 Bridge circuit for RTDs used for difference measure-

ment

In using a bridge circuit to measure the resistance
of an RTD, it is very important that the other re-
sistances are such that the voltage drop across the
RTD is very low.Otherwise the current through the
RTD will cause self heating of the RTD which will
significantly distort the signal.

16.7 Thermowells
A temperature probe assembly consists of a ther-
mowell, insert and head cap as illustrated in Fig-
ure 16.13.

Often referred to as a thermopocket, the ther-
mowell is effectively part of the plant in which it is
installed. It is in direct contact with the process
medium and has to be capable of withstanding
whatever process conditions exist in the plant. The
thermowell has several functions. It enables ther-
mal contact between the process and the sheath
containing the thermocouple or RTD. The ther-
mowell protects the sheath from the process. It en-
ables the sheath to be withdrawn for maintenance
without having to shut the plant down. In addition,
during maintenance, it prevents contamination of
the process by entry of air or dirt.

The thermowell may be either screw fitted,
as in Figure 16.13, or flanged. The dimensions of
a themowell and its fittings generally conform
to BS2765. Of particular importance is the inter-
nal diameter, normally 7 mm, which is consistent
with the 6 mm maximum outside diameter of
thermocouple and RTD sheaths. The length of a
thermowell is determined by the application. The
choice materials of construction is important, a
comprehensive listing of appropriate materials is
given by Pitt (1990).
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Fig. 16.13 Thermowell, insert and head cap assembly

The insert consists of the sheath, containing the
thermocouple or RTD, and the terminal block as-
sembly, as shown in Figure 16.14. The head cap is
typically a steel casting with a screw cap that pro-
tects the terminals from dust and moisture and
provides access for maintenance.

Although a thermocouple or an RTD has an in-
herently fast response, by the time it is packed into
a sheath and inserted into a thermowell, there is an
appreciable thermal capacity.Also, the air film be-
tween the sheath and thermowell is a significant re-
sistance to heat transfer.The net effect is a sluggish
response. If the sheath and thermowell are lumped
together as a first order system, the time constant
is typically 0.5–1.0 min but, in extreme cases, can
be up to 5 min. Better thermal contact may be
achieved by spring loading the sheath, such that its
tip is in contact with the bottomof the thermowell.
Heat transfer may also be enhanced by pouring a
small amount of proprietary heat transfer oil into
the annulus between the sheath and thermowell.

16.8 Comment
For effective temperature measurement it is essen-
tial that the probe assembly is properly located. It
does not matter how accurate the sensor is if, for
example, the probe does not reach down into the
liquid whose temperature is being measured. It is
much cheaper, and less embarrassing, to address
these issues at the design and specification stage
than when the plant is operational.

It is increasingly common practice to find head
mounted transmitters in use with both thermo-
couples and RTDs. In essence, an intrinsically safe
integratedcircuit ismounted in thehead cap which
enables the temperature to be transmitted directly
as a 1–5-V or 4–20-mA signal, or otherwise. For
thermocouples the circuit provides amplification,
filtering, linearisation and scaling, but the temper-
ature measurement is only relative to the local am-
bient temperature conditions. Likewise for RTDs
for which the circuit provides the bridge type of
measurement.
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Fig. 16.14 Sheath and terminal block assembly
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pH is a measure of acidity and is a surprisingly
common measurement. For example, in the chem-
ical industry, the acidity of the reagents in many
types of reactor has to be controlled to enable opti-
mum reaction conditions. In addition, in the water
industry,the acidity of freshwater for consumption
and of effluent for discharge have to be controlled
carefully to satisfy legislative requirements.

pH is an electro-chemical measurement, in-
variably made by means of the so-called glass elec-
trode. It is a notoriously difficult measurement to
make because of factors such as drift and fouling.
Understanding the significance of measurements
requires an appreciation of electro-chemical equi-
libria. And using pH for control purposes is prob-
lematic because of the inherent non-linearities and
time delays, as described in Chapter 34.

Most textbooks on physical chemistry give de-
tailed explanations of pH and some of the related
issues. However, for a more control oriented ap-
proach the reader is referred to the rather dated
but classic text by Shinsky (1973).

17.1 Nature of pH
There is a formal definition of pH:

pH = − log10

[

H+
]

(17.1)

where [ ] denotes concentration of ions in aque-
ous solution with units of g ions/L. In the case of
hydrogen, whose atomic and ionic weights are the
same, [H+] has units of g/L or kg m−3 . The loga-
rithmic scale means that pH increases by one unit
for each decrease by a factor of 10 in [H+].

Pure water dissociates very weakly to produce
hydrogen and hydroxyl ions according to

H2O ⇐ H+ + OH− (17.2)

At equilibrium at approximately 25◦C their con-
centrations are such that

[

H+
]

. [OH−] = 10−14 (17.3)

The dissociation must produce equal concentra-
tions of H+ and OH− ions, so

[

H+
]

= [OH−] = 10−7

Since pure water is neutral, by definition, it follows
that for neutrality:

pH = − log10

[

10−7
]

= 7



108 17 pH Measurement

This gives rise to the familiar pH scaleof 0–14,sym-
metrical about pH 7, of which 0–7 corresponds to
acidic solutions and 7–14 to alkaline solutions.

To evaluate the pH of alkaline solutions it is
usual to substitute for H+ in Equation 17.1 from
Equation 17.3:

pH = − log10

[

10−14

[OH−]

]

= 14 + log10 [OH−]

17.2 Strong Acids and Alkalis
Acids and alkalis dissociate upon solution in wa-
ter. Strong acids and alkalis, such as hydrochloric
acid and caustic soda, dissociate completely. This
means that all their H+ and OH− ions exist as such
in solution and are measurable by a pH electrode:

HCl ⇒ H+ + Cl−

NaOH ⇒ Na+ + OH−

Note the use of the word “strong” to describe HCl
and NaOH. This is a measure of the fact that they
dissociate completely, rather than an indication of
their concentration. It is,of course,possible to have
a dilute solution of a strong-acid and a concen-
trated solution of a weak-acid.

In principle, if equal quantities of solutions of
strong acids and alkalis of the same concentration
are mixed, then the resultant solution will be neu-
tral with pH 7. For example:

HCl + NaOH ⇒ NaCl + H2O

The salt NaCl is itself completely dissociated and
neutral:

NaCl ⇒ Na+ + Cl−

and the water weakly dissociated according to
Equation 17.2. In practice it is very difficult to get
the concentrations andquantities exactly the same,
so the resultant solution is likely to be somewhere
between pH 6 and pH 8.

Figure 17.1 is a sketch of the titration curve for
the neutralisation of HCl by the addition of NaOH,
i.e. of a strong-acid by a strong-alkali. The plot is
of pH vs volume of alkali added.

12

10

8

6

4

2

CH3COOH

HCl

pK = 4.75

Vol NaOH added

pH

Fig. 17.1 Titration curve: HCl by NaOH

The dominant feature of the titration curve is the
almost vertical slope in the vicinity of pH 7. This
vividly depicts the logarithmic non-linearity and
illustrates the nature of the control problem. Con-
sider 1 m3 of HCl solution of pH 2 being neu-
tralised with NaOH solution of pH 12. The amount
of caustic soda required to raise its pH in unit steps
from 2 to 7 is as shown in Table 17.1.

Table 17.1 Caustic required per unit pH change

pH change L NaOH Total L

2–3 818.2 818.2

3–4 162.0 980.2

4–5 17.8 998.0

5–6 1.8 999.8

6–7 0.2 1000.0

It is evident that, starting with a fairly coarse ad-
justment, the closer the pH is to 7 the finer the ad-
justment required becomes. Thus, to increase the
pH from 2 to 7 requires a total of 1000 L of caustic
soda, of which only 1.8 L is required to take the
pH from 5 to 6, and a further 0.2 L to take the pH
from 6 to 7. The addition of 1000 L to within 1.8 L,
let alone 0.2 L, is beyond the accuracy of normal
process flow instrumentation.
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17.3 Weak Acids and Bases
Dissociation of weak acids and bases is incomplete
and results in some equilibrium between the ions
and the non-dissociated solute. For example:

HA ⇔ H+ + A− BOH ⇔ B+ + OH−

for which the equilibrium constants are defined to
be

K =

[

H+
]

. [A−]

[HA]
K =

[

B+
]

. [OH−]

[BOH]

The equilibriumconstant is itself often articulated
on a logarithmic basis as follows:

pK = − log10 K

A knowledge of the pK value, and of the initial
concentration of acid or base, enables the concen-
tration of the various species at equilibrium to be
determined, and hence the titration curve to be
drawn. Some common weak acid and base disso-
ciations are summarised in Table 17.2; others are
listed in the text by Shinsky (1973).

Table 17.2 Common weak acid and base dissociations

Acid/base Equilibrium pK

Acetic CH3COOH ⇔ CH3COO− + H+ 4.75

acid

Carbonic H2O + CO2 ⇔ H+ + HCO−
3 6.35

acid HCO−
3 ⇔ H+ + CO2−

3 10.25

Ammonia NH3 + H2O ⇔ NH+
4 + OH− 4.75

Slaked Ca(OH)2 ⇔ CaOH+ + OH− 1.4

lime CaOH+ ⇔ Ca2+ + OH− 2.43

Note that ammonia, which by most yardsticks
would be considered to be chemically reactive, is
a weak-base. Also note that some dissociations in-
volve parallel equilibria, each of which has its own
equilibrium constant.

Figure 17.1 also depicts the titration curve for
the neutralisation of CH3COOH by the addition of
NaOH, i.e. of a weak-acid by a strong-alkali. Note

that for low pH values the slope is much less se-
vere than in the strong-acid strong-base case. This
is due to a phenomenon known as buffering:

CH3COOH ⇔ CH3COO− + H+

NaOH ⇒ Na+ + OH−

H+ + OH− ⇒ H2O

As caustic soda is added to the acetic acid, the OH−

ions combine with the H+ ions to produce water.
In effect, the H+ ions are removed from solution,
so the acetic acid dissociates further to maintain
the equilibrium. As more caustic soda is added,
the acetic acid continues to dissociate until most
of it is used up. Thus, the change in [H+] within
the buffer zone, and hence in pH value, is less than
it would have been otherwise. This reduced sensi-
tivity makes for easier control of pH in the buffer
zone, but for more difficult control outside.

Similarly, if a weak-base is neutralised by a
strong-acid, buffering occurs somewhere between
pH 7 and 14. In the case of ammonia, the titration
curve is the mirror image of that for acetic acid:
this is because their pK values are the same. If the
dissociation involves parallel equilibria, or if there
are several weak acids and/or bases present, then
there will be various buffer zones.

17.4 Mixing Effects
It is perhaps useful to consider the effects of mix-
ing equal volumes of acid (say pH 3) and alkali (say
pH 11).The resultant pH will be anywhere between
pH 3 and 11 depending on strength as indicated in
Table 17.3.

If either the acid or alkali was a solid, the pH
of the resultant mixture would depend on how the
solid reacts. For example, chalk reacts slowly with
acid, the rate of reaction being determined by the
rate at which the chalk dissolves:

CaCO3 + 2HCl → CaCl2 + H2O + CO2

Thus the pH of the resultant mixture is only appar-
ent once dissolution is complete.
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Table 17.3 Effects of mixing strong/weak and concentrated/dilute solutions

Acid (pH 3) Alkali (pH 11) Mixture Comment

Dilute strong Dilute strong About pH 6–8 Only pH 7.0 by chance

Concentrated weak Concentrated weak Between pH 5 and 9 Approximately neutral

Concentrated weak Dilute strong Perhaps pH 3.5 Buffering by acid, large pK

Dilute strong Concentrated weak Perhaps pH 10.5 Buffering by alkali, lower pK

17.5 The Glass Electrode
The pH sensor consists of a glass electrode and
a reference electrode. The two electrodes are of-
ten combined into a single unit as depicted in
Figure 17.2.

Fig. 17.2 pH sensor comprising glass and reference electrodes

The glass electrode has a thin glass bulb which is
permeable to H+ ions. Inside the bulb is a solution
of HCl acid, typically of pH 0 to 1. The electrode
has a platinum wire inside to make an electrical
connection. The reference electrode consists of a
silver wire with a coating of silver chloride im-
mersed in a standard solution of KCl, i.e. a solu-
tion of known strength. The porous plug estab-
lishes electrical contact between the KCl solution
and the process solution, external to the electrode
unit, whose pH is being measured.

Each electrode can be thought of as a half cell
which generates an emf, the two electrodes to-
gether forming an electrochemical circuit. When
the glass bulb is placed in the process, the differ-
ence in concentration of H+ ions across the bulb
causes ions to diffuse through it. A tiny emf is

generated directly proportional to the pH being
measured. The purpose of the reference electrode
is to complete the circuit and to generate a known
emf against which that generated by the glass elec-
trode can be measured.The differencebetween the
two emfs is measured by a high impedance device
so there is negligible current drawn from the cir-
cuit: this maintains the strength of the solutions
inside the electrodes.

The output, i.e. the difference between the two
emfs, is given by an equation of the form of the
Nernst equation:

e = e0 + k.T. log10[H
+]

where e is normally in mV and T is in deg K. The
constants e0 and k depend on the particular combi-
nation of electrodes and solutions used.This yields
the pH as being directly proportional to the change
in voltage measured,which gives some rationale to
the definition of the pH scale:

pH = − log10[H
+] =

e0 − e

k.T

Classically, the KCl solution leached out through
the porous plug, the leaching process helping to
keep the plug clean. The slight outflow required
the KCl solution to be topped up intermittently.
Lack of KCl solution and/or the plug becoming
blocked were the major causes of faults: that is,
failure of the electrochemical circuit.Manufactur-
ers have striven to minimise the amount of atten-
tion needed, the outcome being electrodes that are
either disposable or only require periodic cleaning.

Somesystemshave theglass and reference elec-
trodes as separate entities. Others have two refer-
ence and/or glass electrodes for redundancy and
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fault detection purposes. In case the Ag/AgCl/KCl
cell is not suitable for particular process condi-
tions, other reference cells are available. The most
common other combination is Hg/HgCl2/KCl, the
so-called calomel electrode.

17.6 Practical Issues
pH electrodes have a reputation for being temper-
amental. Because glass electrodes are delicate they
can easily be damaged. They are very susceptible
to fouling which causes false readings. Being of an
electrochemical nature they require constant at-
tention: topping up of electrolyte, re-calibration,
etc. However, modern pH sensor and transmitters
are quite reliable supporting self-diagnostics, au-
tomatic re-calibration, etc.

The electrodes are normally installed in spe-
cial purpose holders designed to enable contact
with the process liquor whilst providing protec-
tion from mechanical damage. Holders are avail-
able for immersing the electrodes in a tank, typ-
ically inserted vertically through the roof or sus-
pended from above the liquid surface. Also very
common are in-line electrode holders. Perhaps the
best arrangement, but most expensive, is to insert
the electrodes in a sample stream in some sepa-
rate analyser housing where the electrodes can be
regularly inspected, cleaned and calibrated.

Themost common problemwithpH electrodes
is fouling. The formation of an impervious film on
the surface of the glass bulb, whether due to the
deposition of grime or accumulation of residues,
causes drift, hysteresis and sluggish response.Var-
ious self cleaning devices have been developed for
use in dirty fluids: none of them are entirely sat-
isfactory. If fouling cannot be prevented, say by
means of a filter, then it is probably best to ac-
cept that regular replacement of the electrodes is
necessary.

Variations in temperature affect pH, as indi-
cated by the Nernst equation. The most common
means of addressing this problem is by means
of temperature compensation. Thus alongside the
glass andreference electrodes is installeda temper-

ature probe, wired into the pH transmitter, which
automatically corrects the pH value. Alternately, if
a sample streamisbeing used,the analyser housing
can provide some means of thermostatic control.

There are also potential materials of construc-
tion problems. Whilst glass is generally regarded
as chemically inert, it is attacked by strong caus-
tic soda and hydrofluoric acid and, since the bulb
is thin, can easily be damaged. Also the bulb nor-
mally has a plastic cap and/or sheath for mounting
which clearly have temperature limitations. Ther-
mal shock should be avoided with the glass elec-
trode being brought up to operating temperature
gradually. It is particularly important to specify if
steam sterilisation or ultrasonic cleaning is to be
used.

17.7 Comments
Neutrality, or a pH of 7, is based on the concept
of pure water which is not to be confused with
distilled water, de-ionised water or any other from
of water.Very small amounts of contamination, in-
cluding dissolved CO2 from the air,will cause water
to deviate from pH 7, so values from 6 to 8 may be
considered to be neutral for industrial purposes.
For this reason water should never be used for cal-
ibration purposes: buffer solutions of known pH
are used.

Whilst the 0–14 scale for pH covers most situ-
ations, it is possible to obtain values of pH < 0 and
pH > 14 for very concentrated solutions. However,
for such solutions, it is unlikely that the dissoci-
ation is complete so there is uncertainty over the
values for both [H+] and [H2O], so the pH values
are not very meaningful.

The pH scale comes from the dissociation of
water into H+ and OH− ions. It follows that pH
measurements are only relevant for aqueous so-
lutions. Whereas a measure of the pH of solvents,
resins, etc. can be made using the glass electrode,
or otherwise, the values obtained are meaningless
relative to the pH scale.

The pH sensor is the best known specific ion
electrode. It responds to changes in H+ ion con-
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centration and is little influenced by other ions.
Manufacturers increasingly offer a range of se-
lective electrodes, such as for nitrates and re-
dox potential. In general, selective ion electrodes
respond primarily to the named ion but may
also give some response to high concentrations

of other ions. For example, a typical chloride
electrode will respond to bromide ions, but less
strongly. The use of specific ion electrodes is
commonplace in, for example, boiler water treat-
ment, electro plating baths and effluent treat-
ment.
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Having covered the instrumentation used for con-
ventional measurements in the previous chapters,
the emphasis now shifts to analytical measure-
ments. This chapter concerns chromatography:
that on spectroscopy is deferred to a subsequent
edition. These are undoubtedly the most common
of the on-line analytical techniques used in the
process industry.

Chromatography is a field in which there are
hundreds of texts.An excellent industrial perspec-
tive is given by Liptak (1995) and a more in depth
treatment by, for example, Braithwaite (1995). The
reader is also referred to the useful EEMUA (1995)
guide on calibration and EEMUA (2000) guide on
maintenance: whilst these refer to analysers in gen-
eral, much of the content is directly applicable to
chromatographs.

18.1 Principle of
Chromatography

Chromatography separates the mixture to be anal-
ysed into its components by interaction between
two immiscible phases. A sample of the mixture

is introduced into the so-called mobile phase and
is “carried” through a thin column containing the
stationary phase. Gas chromatography (GC) refers
to the situation when the mobile phase is a gas, the
stationary phasebeing either solidor liquid.Liquid
chromatography is when the mobile phase is liq-
uid, the stationary phase usually being solid. The
vast majority of industrial chromatographs are of
the GC type for which reason GC is the main thrust
of this chapter.

In GC the mobile phase consists of the sample
being analysed in a carrier gas which is typically
hydrogen, helium or nitrogen. As the plug of sam-
ple flows through the column, a dynamic equilib-
rium is established with components of the sample
adsorbing onto the surface of the stationary phase
and then desorbing back into the carrier stream,
the underlying mechanism being diffusion. For a
given component,provided the carrier gasflow rate
and its temperature are constant, the rates of ad-
sorption anddesorption aredeterminedby its con-
centrations in the carrier gas and at the surface of
the stationary phase:

NA = kGA
(

Pg − Ps

)

Note that kG = f
(

Re, �g

)

andRe = g
(

ug, �g

)

where
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NA is the rate of mass transfer mol s−1

kG mass transfer mol m−2 bar−1 s−1

coefficient
A surface area m2

P partial pressure bar
Re Reynolds number
� temperature ◦C
u velocity m s−1

Subscripts
g carrier gas stream
s surface of stationary phase

These rates of mass transfer vary along the length
of the column andresult in thevarious components
being held on the stationary surface for different
amounts of time.This produces a separation of the
components into bands within the carrier gas with
components emerging at the end of the column
in order of increasing affinity with the stationary
phase. Generally speaking, this affinity relates to
the volatility of the components, i.e. those with the
highest volatility emerging first.A detector is used
to detect the presence of components in the exit
stream resulting in a plot of the amount of com-
ponent vs time, referred to as a chromatogram, as
depicted in Figure 18.1.

Conc (mg/L)

Time (s)

0

t1 t2 t3

Fig. 18.1 A chromatogram: concentration vs time

Theordinate is theoutput signal of the sensor (typ-
ically mV) which, in practice, is scaled in terms of
concentration (mg/L) of component in the carrier
gas: the abscissa is obviously lapsed time.

Retention time is the time it takes a component
to travel through the column. For the ith compo-
nent:

Ti = Tmi + Tsi

where Tmi is the time spent by the ith component
in the mobile phase and Tsi is the time it spends in
the stationary phase. Components are often char-
acterised for chromatography purposes in terms
of their distribution ratio which is defined as

Ki =
Tsi

Tmi

For a given sample, the separation achieved de-
pends on many factors including the carrier gas
flow rate and temperature, column design, pack-
ing density, choice of stationary phase, etc. Careful
specification of these parameters enables separa-
tion of the mixture into relatively distinct bands as
opposed to overlapping ones. For streams with few
components it is common to use the chromato-
graph to establish the fraction of each component
in the sample, but for streams with many com-
ponents the fraction of a few key ones is usually
sufficient.

The layout of a typical GC is as depicted in Fig-
ure 18.2, the essential features of the key compo-
nents being as described in the following sections.

18.2 Column Design
Traditionally, packed columns were nearly always
used for GC. Typically the column would be of
stainless steel, with an internal diameter of 2 mm
and a maximum length, determined by pressure
drop considerations, of some 3–4 m. The station-
ary phase may be either solid or liquid. If solid it is
in the form of particles of an active packing mate-
rial suchas alumina,charcoal or silica gel.However,
the activity of such packings is variable and leads
to inconsistent results: generally speaking, liquid
stationary phases are preferred.

The liquids used for the stationary phase are
active in the sense that they promote adsorption.
Typical liquids are mixtures of methyl silicone,
phenyl and cyanopropyl or polyethylene glycol de-
pending upon the application. The liquid is coated
onto some passive packing material such as di-
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Fig. 18.2 Layout of typical gas chromatograph

atomaceous earth which has a high surface area to
volume ratio.

It is now common practice to use capillary
columns rather than packed columns. The col-
umn is usually of a fused silica with an external
polyamide coating, typically with an internal di-
ameter of 0.25 mm and length of up to 30 m. Being
not dissimilar in construction to fibreoptic cables,
such capillary columns are both tough and flex-
ible and, for installation purposes, can be coiled
up into a convenient space. The active liquid sta-
tionary phase is coated onto the internal wall of the
column andchemically bonded to the silica surface
which makes for a stable level of activity.

Capillary columns are much more efficient
than packed columns in terms of separation of
components and speed of response. However, the
volumes handled are much smaller so effective-
ness is critically dependent on the precision of the
injection system and the sensitivity of the detector.

There are many detector devices available but
the two in most common usage are the ther-
mal conductivity detector, generally referred to as
a katharometer, and the flame ionisation detec-
tor (FID). Traditionally the katharometer was the
GC detector of choice: it is sensitive enough for

most purposes and very reliable. However, despite
higher costs and increased complexity, use of the
FID has become universal because of its greater
sensitivity and speed of response.

18.3 Katharometer
A katharometer determines the change in compo-
sition of a gas stream indirectly. Central to its op-
eration is an electrically heated element, either a
tungsten or alloy filament or a thermistor, across
which the gas stream flows. The temperature to
which the element rises is determined by a ther-
mal equilibrium between the electrical power dis-
sipated and the rate of heat transfer into the gas
stream by convection:

Q = i2Re = hA(�e − �g)

Note that Re = f(�e) and h = g(Fg, kg, �g) where

Q is the rate of heat transfer kW
i current A
R resistance §
h film coefficient kW m−2◦C
A surface area m2



116 18 Chromatography

� temperature ◦C
F flow rate m3 s−1

k thermal conductivity kW m−1 ◦C
with subscripts
g gas stream
e element

For a given current, provided the gas stream flow
rate and its temperature are constant, the temper-
ature of the element depends solely on the con-
ductivity of the gas stream. A rise in conductivity
causes an increase in the film coefficient: the im-
proved heat transfer results in a decrease in the
temperature of the element and hence of its elec-
trical resistance.

Within a katharometer, the element protrudes
from a cavity into a channel in a metal block
through which the carrier gas stream flows. There
are threephysical arrangements,asdepicted in Fig-
ure 18.3:

a. All of the carrier gas flows across the element.
This has a fast response to changes in conduc-
tivity but is sensitive to changes in the gas flow
rate for which tight control is required.

b. There is limited circulation across the element.
This arrangement is insensitive to changes in
carrier gas flow rate but has a slow response to
conductivity changes.

c. This is a compromise arrangement which pro-
vides adequate speed of response to conduc-
tivity changes and is sufficiently insensitive to
carrier gas stream flow changes for most pur-
poses. It is the most commonly used design.

Fig. 18.3 Physical arrangements for katharometer

In practice there are two separate channels within
the block with a pair of elements installed in each
channel. The carrier gas stream flows through one
channel anda referencegasflows through theother

channel. Any change in resistance of the elements
is measured by means of a bridge circuit as de-
picted in Figure 18.4. An alternative approach in-
volves applying a constant current, irrespective of
the element’s resistance, and measuring the volt-
age required with a circuit not dissimilar to that of
Figure 6.13.

V1

V0

Carrier gas

Reference gas

Fig. 18.4 Bridge circuit for katharometer

An important characteristic of katharometer de-
sign is that the volume of the cavities and channels
within the block are as small as possible, for two
reasons:

• The large thermal mass of the block relative to
that of the carrier gas stream has the effect of fil-
tering out any slight variations in temperature.

• The high sensitivity necessary for use with cap-
illary columns requires that the detector volume
be minimal.

18.4 Flame Ionisation Detector
Within a flame ionisation detector (FID), the exit
stream from the column isburned in a minuteoxy-
gen rich hydrogen flame as depicted in Figure 18.5.

The exit stream is mixed with hydrogen and
flows through a jet where it burns. A voltage of
some 300 V d.c. is applied between the jet and an
electrode,referred to as the collector,which is posi-
tioned above the flame.When a pure hydrogen-air
mixture is burned there are no ions produced and
the current between the jet and collector is vir-
tually zero. However, as soon as organic material
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Fig. 18.5 Flame ionisation detector

from the sample enters the flame,ionisation occurs
and a current due to the ions and free electrons
flows. The speed of response of an FID depends
upon the flow rates of carrier gas, hydrogen and
oxygen.

The magnitude of the FID’s response depends
upon the concentration of sample material in the
carrier gas and on the nature of the ionisation
process. In essence, ionisation depends upon the
structure of the molecule and the type of atoms
involved: it is characterised by an effective car-
bon number (ECN). For any given structure, e.g.
aliphatic, aromatic, etc., the ECN is the sum of
the contributions to the FID response due to the
number of carbon atoms (per molecule) and to
their combinations with non carbon atoms such
as in –OH and –NH2 groups. Values of ECN are
tabulated: they are used for calibrating the FID
and enable the component parts of its response to
be distinguished.

A number of common gases including O2, N2,
H20, CO, CO2, H2S, SO2 and NH3 cannot normally
be detected by FID. However, they can be detected
by doping the carrier gaswith an ionisable gas such
as CH4 resulting in a negative response due to the
dilution of the ionising gas as the sample passes
through the FID.

18.5 Sliding Plate Valve
Valves are used for injection of the sample into
the carrier gas and/or for switching the carrier gas
stream between columns. There are various types
of valve used in chromatography but the sliding
plate valve, often referred to as a slide valve, is the
most common. It comes in both linear and rotary
forms but the linear is more usually used because
its actuation is simpler. The slide valve consists of
a PTFE plate sandwiched between two stainless
steel blocks. Both PTFE and stainless can be ma-
chined which makes for precise internal volumes,
tight sealing and smooth action.

The slide valve is designed to deliver a precise
volume of sample. For the very small samples (‹L)
used with capillary columns, the volume is defined
by the dimensions of the channels internal to the
PTFE plate. For the larger samples (mL) used with
packed columns, the volume is defined by the di-
mensions of an external sample loop as depicted
in Figure 18.6.

Fig. 18.6 Slide valve with external sample loop: a in flush mode,

b in inject mode
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Operation of the slide valve is simple. In stand-by
mode, the carrier gas flows through the valve and
into the column, flushing out any traces of the pre-
vious sample. The sample stream from the process
passes around the external loop and is vented, as
depicted in Figure18.6A.For inject mode,the slider
ismovedacross such that the sampleof gas trapped
within the slider and the external loop ispushed by
the carrier gas into the column, the sample stream
passing through the valve to vent, as depicted in
Figure 18.6B.When the sample has passed through
the column, the slider is returned to its originalpo-
sition with the valve in stand-by mode.

The six-port arrangement of Figure 18.6 is
commonplace. However, for use with multiple
columns, it is usual to have slide valves with ten
ports or more. Four of the ports are assigned to
the basic carrier, sample, column and vent streams.
Design of the slide valve is such that alignment
of internal channels with the other ports enables
streams to be switchedbetween columnsaccording
to the application and between modes depending
upon the operations required.

18.6 Sampling and
Conditioning

The importance of effective sampling and sample
conditioning prior to injection cannot be overem-
phasised. There are a number of aspects to this:

• The sampling system must result in a sam-
ple stream that is representative of the process
stream being sampled. The positioning of the
sample points and orientation of the probe is
critical.Thought must also be given to the tem-
perature and pressure of the process stream and
its general condition in terms of condensables,
solids content, etc.

• The sample stream invariably requires some
form of conditioning to get it into a form suit-
able for injection into the column. For example,
for gas streams this may involve condensing out
water vapour, adjusting the pressure and/or flow
rate, etc. For liquid streams the filtering out of

solids is usually required prior to vaporisation
for GC.

• There must be a sufficient and constant flow
of sample stream. Generally speaking the pro-
cess pressure is relied upon to drive the sample
stream through the conditioning system and
slide valve but, if that is insufficient, pumping
may be required. Typically sample stream flow
rates are ≥2 L/min.

• The sample stream is usually either returned
to the process or, depending upon its nature,
vented to atmosphere along with the carrier gas.

• The time delay due to the sampling and con-
ditioning process, together with that due to
operation of the chromatograph, must be suf-
ficiently small for control purposes. In practice
this means situating the chromatograph close
to the sampling point. Typically, the column and
detector, in their autoclave, together with the
slide valve and ancillary equipment are installed
in a field mounted cabinet adjacent to the plant.

18.7 Column Operation
If the chromatograph is to give reproducible results
in terms of retention times, and hence the profile
of the chromatogram, then control of the carrier
gas flow rate is fundamental to operation of the
column. Whilst it is obviously possible to control
the flow directly, it is more usual to control the
gas flow indirectly by means of pressure regula-
tors. That is because pressure regulation responds
quickly to downstream disturbances due, for ex-
ample, to switching the mode of the slide valve.
Typically, regulation is a two stage process. Firstly
the carrier gas is regulated at source, for example
at the outlet of the cylinder in which it is stored.
And secondly, it is regulated in-line immediately
upstream of the slide valve.

Also of fundamental importance is control of
the carrier gas temperature as this has a direct
bearing on the rates of mass transfer within the
column and hence on the retention times.It is com-
mon practice for the column and some of the an-
cillary equipment, especially the katharometer if
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used, to be mounted in an autoclave. In essence
this is an oven, electrically heated with fan assisted
hot air circulation, which enables a constant and
uniform temperature throughout. Isothermal op-
eration is the norm, but modern GC equipment
provides the option for temperature profiling.Typ-
ically the autoclave ismaintainedat a constant tem-
perature whilst the more volatile components elute
from the column: the temperature is then ramped
up at a fixed rate to accelerate the separation of the
remaining components.

18.8 Multiple Columns
In practice, GC is more subtle than simply switch-
ing samples through a column as implied in the
previous sections. Use of multiple columns and
slide valves enables chromatographic techniques
to be targeted according to the nature of the sam-
ple being analysed.There are several common con-
figurations of columns and/or switching arrange-
ments as follows:

• Parallel columns are used when the time de-
lay associated with sampling and analysis is too
long for control purposes. By having duplex or
triplex columns with a common sampling sys-
tem and conditioning system, and operating the
columns out of phase with each other, the fre-
quency of results can be doubled or trebled.

• Backflushing isusedwhen only the lighter (more
volatile) components in the sample are of inter-
est: it enables them to be separated from the
heavier ones. The arrangement consists of two
columns in series, the first is referred to as the
stripping or pre-cutting column and the sec-
ond as the analysis column, as depicted in Fig-
ure 18.7. Functionally the arrangement may be
thought of as having a six-port slide valve prior
to each column although,physically, there would
only be a single ten-port slide valve used. In
essence:

a. Initially both slide valves are in their standby
modeswith carrier gasflowing throughboth
columns to vent.
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Fig. 18.7 Backflushing: a standby mode; b inject mode; c back-

flush mode

b. The first slide valve is switched to inject
mode and the sample is injected into the pri-
mary column in the normal way.

c. Once the lighter components have passed
through the stripping column, the interme-
diate slide valve is switched into backflush
mode. The lighter components continue to
be carried through the analysis column but
the carrier gas flushes the heavier ones back
out through the stripping column to vent.

• Heartcutting is used when the concentration of
the components of interest are low relative to the
bulk of the sample. Figure 18.8 depicts a chro-
matogram of a sample containing small quan-
tities of benzene, ethyl benzene and paraxylene
in a mixture which is mainly toluene. The ethyl-
benzene and paraxylene peaks are not clearly
resolved and sit on the tail of the toluene peak.
The arrangement for heartcutting also involves
two columns in series, the primary and sec-
ondary columns, as depicted in Figure 18.9.
Again, functionally, the arrangement may be
thought of as having a simple slide valve prior
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Fig. 18.8 Chromatogram for mixture with dominant component

(toluene)

to each column although,physically, there would
only be a single more complex slide valve used.

a. Initially both slide valves are in their standby
modeswith carrier gasflowing throughboth
columns to vent.

b. The first slide valve is switched to inject
mode and the sample is injected into the pri-
mary column in the normal way.

c. When the benzene has passed through the
intermediate slide valve, it is switched into

Conc (mg/L)

Time (s)
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Fig. 18.10 Chromatogram after heartcutting

heartcut mode: the benzene continues to
be carried through the secondary column
whilst the toluene is vented from the first
column.

d. Once most of the toluene has been vented,
the slide valve is switched back into inject
mode and the remainder of the toluene
together with the ethyl benzene and paraxy-
lene are carried into the secondary column.

Figure 18.10 depicts the resultant chromatogram.

Slide 

valve 1

Slide 

valve 2
 P

rim
ary

S
eco

n
d
ary

Carrier Sample

Vent

Carrier

Vent

Vent a

Slide 

valve 1

Slide 

valve 2

 P
rim

ary
S

eco
n
d
ary

SampleCarrier

Vent

Carrier

Vent

Ventb

Slide 

valve 1

Slide 

valve 2

 P
rim

ary

S
eco

n
d
ary

Vent

Carrier

Vent

Vent c

CarrierSample

Slide 

valve 1

Slide 

valve 2

 P
rim

ary
S

eco
n
d
ary

Vent

Carrier

Vent

Ventd

CarrierSample

Fig. 18.9 Heartcutting: a standby mode; b inject mode; c heartcut mode; d inject mode



18.9 Calibration and Signal Processing 121

18.9 Calibration and Signal
Processing

The distribution of peaks on the chromatogram,
and their shape, is the underlying information
about the composition of the sample being anal-
ysed. In essence, the position of a peak indicates
which component is present and the height of, or
area underneath, the peak is a measure of its con-
centration. However, to determine the value of the
concentration of a particular component requires
that the chromatograph be calibrated.

In the ideal world a chromatograph would be
calibrated using a mixture containing the same
components as the sample being analysed. How-
ever, it is not always possible to prepare such a
mixture, perhaps due to chemical instability of
the components or to problems with condensation.
Fortunately, that approach is not necessary. Since
the relative positions of the peaks for all volatile
substances are well known, it is sufficient to use
a reference mixture comprising known quantities
of a few specified stable components to establish
and calibrate a baseline. The chromatogram of any
sample is then analysed in relation to that baseline.
There are many variations on the theme but the
essentials are as follows:

• Peak positions are determined by monitoring
the slope of the chromatogram, with sufficient
tolerance to allow for sample noise.

• Thinking of a distinct peak as being roughly tri-
angular in shape, the start and end of a peak
may be established by extrapolation of tangents
on either side of the peak back to the baseline.

• Peak area is established by numerical integra-
tion of the area under a peak and above the

baseline. For distinct peaks the integration is
between the start and end of the peak as deter-
mined above. For unresolved peaks integration
is started at the minimum immediately prior to
the peak and continued to the minimum imme-
diately afterwards.

• A priori knowledge of the mixture enables the
use of gates: these are pre-determined time pe-
riods during which peaks are searched for and
the area integrated.

Concentrations of individual components are then
established by applying scaling factors to the peak
areas, the scaling factors being derived from the
chromatogram of the reference mixture.

18.10 Comments
Whilst they have been used off-line for years in
the laboratory,on-line chromatographs have hith-
erto been seen as being both costly and unreliable:
extensive maintenance was invariably required to
enable meaningful results.With an installed cost of
typically £50K per measurement, chromatographs
are still expensive devices but their reliability and
functionality has improved dramatically. A mod-
ern GC has automated sampling systems, micro-
processor based analyser management, software
for interpreting the data, displaying and record-
ing the results, together with interfaces to con-
trol systems. It is the evolution of these systems
and software, rather than developments in chro-
matographs per se, that have led to their increased
effectiveness.
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19.2 Globe Valves

19.3 Butterfly Valves

19.4 Ball Valves

19.5 Diaphragm Valves

19.6 Pneumatic Actuators

19.7 Valve Selection

It is invariably the case in process automation that
the manipulated variable is a flow rate, either of a
reagent or of a utility such as steam, heating oil or
cooling water. At least 90% of all analogue output
channels terminate in an automatic control valve,
and some 50% of all discrete output channels ter-
minate in an automatic isolating valve. It follows
that the manufacture and maintenance of valves,
actuators and associated devices is a substantial
industry in its own right.

For P&I diagram purposes, a control valve, its
actuator and I/P converter aredepictedas shown in
Figure 19.1, and an isolating valve, its actuator and
pilot valve are depicted as shown in Figure 19.2.

19.1 Valve Types
There is much variety in valve design. The more
important types are ball, butterfly, diaphragm and
globe. These may be categorised on the basis of
actuation and function as in Table 19.1.

Table 19.1 Valve types categorised by function and actuation

Function

Control Isolating

Actuation Linear Globe Diaphragm

Rotary Butterfly Ball

FY

47

FV

47

Fig. 19.1 Symbols for control valve, actuator and I/P converter

FS

47

FV

47

Fig. 19.2 Symbols for isolating valve, actuator and pilot valve

The categorisation in Table 19.1 is consistent with
normal industrial practice,but is not exclusive.For
example, globe and butterfly valves are often used
for dual control and isolating purposes, although
a tight shut-off may not be achieved. Diaphragm
and ball valves are sometimes used for control
purposes, but are unlikely to provide good quality
control.
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This chapter outlines the principal features of con-
struction of valves and actuators. For a more com-
prehensive treatment the reader is referred in par-
ticular to the text by Driskell (1983). Valve sizing
is covered in Chapter 20 and valve positioners are
considered in Chapter 21.

19.2 Globe Valves
These are described in detail, on the basis that they
are the most common type of control valve.A typi-
cal pneumatically actuated globe valve is shown in
Picture 19.1. The actuator, often referred to as the
motor, and the valve body are functionally distinct
although in practice they are normally supplied as
a single unit. This unit is itself often loosely re-
ferred to as the valve. Most manufacturers have a
standardised range of actuators and valve bodies
which are bolted together as appropriate. The yoke
provides rigidity.

The essential feature of a globe valve is its plug
and seat assembly.Upwards movement of the stem
causes the plug to lift out of its seat. This varies
the cross sectional area of the annulus between
the plug and its seat resulting in a change in flow.
The relationshipbetween the stemposition and the
flow through the annulus is known as the valve’s
characteristic. The plug shown in Picture 19.1 is
of the solid needle type. The characteristic of this
type of plug is determined by its profile, and by the
size of the plug relative to its seat. Most manufac-
turers provide a range of plug profiles and sizes to
enable selection of the characteristic. Needle plugs
may be used for either liquidor gas flows. They are
invariably used for “difficult fluids”, e.g. slurries,
dirty and sticky liquids.

There is a force, actingupwards along the stem,
due to flow through the valve. The magnitude of
this force depends on the pressure drop across the
plug and its effective cross sectional area. If this
pressure drop is large, the forcesacting on the stem
will result in the actuator not opening the valve
to its correct position. In such circumstances it is
good practice to use a double seated valve, as de-
picted in Picture 19.2.

Picture 19.1 Section of pneumatically actuated globe valve

It is evident that the forces acting on the stemdue to
flow through each plug are in opposite directions
and roughly cancel out. This enables the use of
standard actuators. Because double seated valves
are used in highly turbulent situations, it is nec-
essary for the stem to be guided at both top and
bottom of the body. This prevents the stem from
vibrating and avoids fracture due to metal fatigue.
Theprincipal disadvantageof a double seatedvalve
is that it is difficult to achieve-shut off in both seats.
This is especially true at high temperatures due to
differential expansion effects. For this reason dou-
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Picture 19.2 Section of body of double seated valve

ble seated valves should not be used for isolating
purposes.

An alternative to the solid needle type of plug
is the hollow cage type, as depicted in Picture 19.3.
The skirt of the plug has a number of holes drilled
in it. These align with holes in the cage. Fluid flows
from the inlet port, through the cage and skirt,
and down through the plug to the outlet port. As
the stem lowers the plug within the cage, the holes
move out of alignment and the area available for
flow is reduced. There is much variety in design
to realise different characteristics. The size of the
holes and their distribution may vary axially. The

Picture 19.3 Globe valve with cage type of plug

holes may be non-circular or slotted.The skirt may
be fluted. Cage type plugs are primarily used for
gas, steam and vapour flows. They cannot be used
if there are any solids present since build-up of
particles in the annulus between the cage and plug
would restrict the plug motion.

Acoustic noise is a potential problem for valves.
Noise is caused, if the pressure drop across the
valve is large, by virtue of the high velocities in-
volved.A basic strategy in valvedesign is to counter
noise at source by minimising velocities within the
plug and seat assembly, and by avoiding sudden
expansions and changes in direction of the flow
path.Noise can be reduced by the use of concentric
sleeves around the cage, by fitting a diffuser to the
seat exit or, as shown in Picture 19.4, by installing
baffles in the valve outlet, all of which effectively
drop the pressure in stages.
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Picture 19.4 Cage type plug with baffles

Another important issue in the design of valves is
leakage into the atmosphere of process fluid along
the stem. Clearly the higher the pressure inside the
body the greater is the potential for leakage.This is
addressed by the use of packing around the stem.
The packing assembly is shown in more detail in
Picture 19.5. The stem passes through a cylindri-
cal cavity, known as the stuffing box, drilled into
the bonnet of the valve. This contains the lantern
ring, packing and a steel collar. By tightening the
packing flange the collar compresses the packing
against the lantern ring: the packing fills the space
between the stem and stuffing box wall and stops
the leakage.

The packing is usually in the form of tight fit-
ting chevron or split rings. Below 250◦C the pack-
ing material is invariably PTFE, because it has a
very low coefficient of friction and is inert to attack
by most chemicals. At higher temperatures pack-
ings of laminated graphite are used.Unfortunately,
graphite and steel react electrochemically. To pre-
vent galvanic corrosion of the stem it is necessary

Stem

Lubricator
Packing flange 

Collar

Packing

Latern ring

Bonnet

Picture 19.5 Stem packing assembly

to use zinc washers, the zinc being a sacrificial an-
ode, with the washers being replaced periodically.

Older valves, many of which still exist in the
field, have a variety of packing materials. These
invariably suffer from stiction, i.e. the stem is un-
able to slide through the packing smoothly.Indeed,
even for valves with PTFE or graphite packings,
stiction is a problem for high pressure applications
for which the packing must be tight. In such cases
an external lubricator may be fitted, the lubricant
being applied to the stem as it moves through the
lantern ring.

Clearly, both the body and trim must be re-
sistant to chemical attack by the process medium,
especially at normal operating temperatures. The
most common type of valve body is of mild steel.
The casting has to be strong enough to withstand
process pressures and temperatures, and external
pipework stresses. For corrosive fluids the body
would be lined with PTFE, or else a stainless steel
or alloy casting would be used. Chemical attack
can render a valve useless after only a few hours of
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operation. For cryogenic applications the casting
would probably be of bronze.

In addition to resisting chemical attack, the
valve trim, i.e. stem, plug, cage and seat, must also
be hard enough to resist abrasion and erosion.The
trim is usually made from stainless steel, the grade
of stainless depending upon the extent to which
the process stream contains abrasives. Great care
must be taken in specifying the correct materials
of construction.

19.3 Butterfly Valves
There is much variety in the design of butterfly
valves, the one shown in Picture 19.6 is typical.

Picture 19.6 Wafer type of butterfly valve

The valve consists of a circular disc which is ro-
tated in a body. The maximum rotation is about
90◦. The body has integral rims against which the
disc seats. The rims often have some elastomeric
ring to provide a tight seal. The rotation of the disc
may be symmetrical with respect to the axis of the
pipe, or offset. The cross section of the disc is usu-
ally contoured to enhance thevalve’s characteristic.
The most common type of body is referred to as a

wafer.This is flangeless and is installedbetween the
flanges of a pipe using long bolts. To provide cor-
rosion resistance the body is typically fitted with
a PTFE lining and the disc encapsulated. General
rotation of the disc does not require much torque
but tight shut off usually requires a high torque.
The torque is applied by a stem and is normally
provided by a pneumatic piston, either by means
of a lever or a rack and pinion.

19.4 Ball Valves
A typical manually operated ball valve is as shown
in Picture 19.7.

Picture 19.7 Hand actuated ball valve

It consists of a ball that rotates in a body. The ball
is normally of stainless steel and the body of mild
steel. Rotation of the ball varies the alignment of
a cylindrical port through the ball with the flow
passage through the body and pipework.The stan-
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dard ball valve has a port diameter that is about
80% of the pipe diameter, which makes for a com-
pact valve.The alternative full-port ball valve has a
port that is the same diameter as thepipelinewhich
enables full boreflow.The full-port ball valve is the
only typeof valve that iswholly non-invasive.How-
ever, it is more bulky and requires a more powerful
actuator.

The ball rotates against seat rings which pro-
vide a seal between the ball and body. The pres-
sure drop across the valve forces the upstream seat
against the ball. Rotation is realised by applying an
external torque to the ball by means of the stem.
The ball is guided by the stem shaft. For larger ball
valves there is often a stub, on the opposite side of
the ball from the stem, for guiding purposes. An
alternative design is for the ball to be floating in-
side the body, in which case it is supported by the
seat rings. In this case both seats form a seal, i.e.
the pressure drop across the valve forces the up-
stream seat against the ball and the ball against the
downstream seat.

19.5 Diaphragm Valves
The most common diaphragm valve is the weir
type as shown Picture 19.8.

The body provides a weir between its inlet and
outlet ports which provides a contoured surface for
seating the diaphragm. The actuator applies force
to thediaphragm’sbacking platewhichcompresses
the diaphragm against the weir. Diaphragm valves
may be operated either manually or by means of
an actuator. That depicted in Picture 19.8 is pneu-
matically actuated with a manual override.

19.6 Pneumatic Actuators
The actuator depicted in Picture 19.1 produces a
linear motion. It consists of a nylon reinforced di-
aphragm, with a backing plate to provide rigidity,
held in the flanges of the housing. The 0.2–1.0 bar
signal fromthe I/P converter is applied through the

Picture 19.8 Weir type of diaphragm valve

air connection to the underside of the diaphragm,
the force exerted on the diaphragm being opposed
by the compression of the return spring. The stem,
which is in two parts with a split coupling to sim-
plify assembly and maintenance, is fixed at its up-
per end to the diaphragm and has the plug fixed to
its lower end.

It is evident that movement of the plug relative
to its seat is dependant upon a balance of forces.As
discussed, there are forces due to the 0.2–1.0 bar
control signal acting on the diaphragm, to com-
pression of the spring, to friction in the packing
and to the pressure drop across the plug.

There are many alternative arrangements used
by the various manufacturers. The pressure may
be applied to either side of the diaphragm, the
return spring may be either above or below the di-
aphragm, the spring may be either compressed or
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Table 19.2 Essential characteristics of valve types

Globe Butterfly Ball Diaphragm

Size 0.5–40 cm 2–500 cm 1.5–90 cm 0.5–50 cm

Maximum
temperaturea

650◦C 1200◦C 750◦C 175◦C

Maximum
pressure
dropa

10–500 bar 5–400 bar 5–100 bar 2–15 bar

Materials of
construction

Body and trim in
most metals. Small
sizes in plastic and
PTFE

Body and disc in most
metals. Wide range of
seals

Body and ball in
wide range of metals.
Also reinforced plas-
tic bodies.Ball may be
PTFE coated. Various
seals

Bodies of various
metals, plastic and
glass lined. Several
types of elastomeric
diaphragm

Applications Good for extreme
conditions

Large size. Good with
viscous fluids

OK for slurries but
not gritty materials

Good for difficult
fluids, e.g. corrosive,
suspended solids,
sticky liquids, etc.

Advantages Wide variety of types,
options and char-
acteristics. Superior
noise and cavitation
handling.Good accu-
racy

Cheaper than globe
valves for sizes above
5 cm. High capacity.
Wide rangeability.

Moderate cost. High
capacity.Good range-
ability. Non-invasive.
Low pressure drop.
Low leakage

Low cost.Simple con-
struction. Low leak-
age

Disadvantages High cost. Moderate
rangeability

High torque for shut-
off. Disposed to noise
and cavitation. Sen-
sitive to specification
errors

High friction. High
torque required. Vul-
nerable to seal wear.
Dead space in body
cavity. Disposed to
noise and cavitation

Limited operating
conditions. Poor
rangeability. Mainte-
nance costs high due
to diaphragm wear

a Note that the maximum temperature is highly dependent on the materials of construction and, in particular, the
packing. Also, the maximum pressure drop across the valve depends on its diameter, the larger the diameter the
smaller the maximum pressure drop.

extended, and the plug may be either lifted out of
or pulled into its seat.A major consideration in the
specification of a valve is its fail-safe requirement.
In the event of a failure of the air supply, such
that the input 0.2–1.0 bar signal becomes zero,
should the return spring force the valve fully shut
or wide open? The valve can be either of the air-
to-open type in which case it fails-closed or of the
air-to-close type which fails-open. The choice is a
process design decision based solely upon safety
considerations.

Spring opposed pneumatic actuators are the norm
for all automatic control valves. There are several
good reasons for this which are perhaps best ap-
preciated by consideration of the electrical alter-
native. This would consist of an electric motor and
gearbox, with switchgear for reversing polarity to
enablebothopening andclosing.Pneumatic actua-
tors are simpler to manufacture and much cheaper.
They are accurate enough for most purposes and
are very reliable.Pneumaticallyactuated valves are
powerful and have a faster response. They cannot
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cause sparks so are safer for use in hazardous ar-
eas. The spring will force them to a fail-safe state
in the event of air failure. The arguments for pneu-
matics are much the same in the case of automatic
isolating valves where the alternative is a spring
opposed solenoid actuator.

19.7 Valve Selection
Key features of the various valves are summarised
in Table 19.2.

Acknowledgement. The diagrams of the valves
depicted in Pictures 19.1 to 19.5 have been copied
from originals provided by Kent Introl Valves Ltd
whose permission to copy is gratefully acknowl-
edged.
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Effectiveness is critically dependant on selecting
the right sort of valve for the job, specifying an
appropriate characteristic and sizing it properly.
This chapter provides an introduction to the com-
plexities of sizing. For a more detailed treatment
the reader is referred in particular to the texts by
Driskell (1983) and Baumann (2003) and to IEC
60534 which supersedes various BS and ISA stan-
dards.

20.1 Inherent Characteristic
The inherent characteristic of a valve is theoretical
to the extent that it is the relationship between the
flow through the valve and its opening, assuming
a constant pressure drop. With reference to Fig-
ure 20.1:

F = f (X)|āPV=const (20.1)

x
F

∆Pv

Fig. 20.1 Valve: symbols for flow, pressure drop and opening

As discussed in Chapter 19, the characteristic is de-
termined by the plugs’ shape and/or profile, by its
size and by the position of the plug relative to its
seat. In principle, there are many possible charac-
teristics.However, in practice,most manufacturers
have standardised on three trims which are readily
available and satisfy most applications. These are
referred to as square root, linear and equal per-
centage, and are depicted in Figure 20.2.

The inherent characteristics and their slopes
are quantified in Table 20.1.

Table 20.1 Characteristics and slopes vs trim types

F = f (X)
dF

dX

Square root F = k
√

X F′ =
k2

2F
Linear F = kX F′ = k

Equal % F = F0e
kX F′ = kF

Valves with a square root characteristic are some-
times referred to as having a quick opening trim,
but it cannot be assumed that any valve with a
quick opening trim has a square root character-
istic. Some manufacturers produce trims with a
so called modified equal percentage characteristic
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Fig. 20.2 Inherent characteristics for standard trims

whose profile lies somewhere between linear and
equal percentage.

The equal percentage characteristic needs
some explanation.First, if the equation for its slope
is rearranged as follows:

āF

F
= kāX

it can be seen that the fractional change in flow for
a given change in valve opening is constant. That
is, an equal percentage change in flow occurs for
a given percentage change in valve opening, irre-
spective of whereabouts in the range the change
occurs. Hence the name.

Second, note that if X = 0 then F = F0, which im-
plies that there is a flow of F0 when the valve is
shut! There is a reason for this. Over most of the
valve’s range of opening, the inherent characteris-
tic holds true: it is determined by the geometry of
the plug relative to its seat. However, in the vicinity
of the origin,asdepicted by the inset to Figure 20.2,
the characteristic is determined by the annulus be-
tween the plug’s rim and the top edge of the seat.
When the rim touches the seat shut-off is obtained.

Note that the slopes of the characteristics are
proportional to F−1, F0 and F+1 respectively. This
enables the valves’ characteristics to be matched
against the plant and/or pipework. The inherent
characteristic chosen is that which gives rise to the
most linear installed characteristic, as discussed
below.

20.2 Installed Characteristic
In practice, the pressure drop across the valve
varies. A typical scenario is as depicted in Fig-
ure 20.3.

x
F

∆Pv∆Pf

Fig. 20.3 Control valve in series with fixed resistance

Cooling water flows from a supply main, through
some pipework and a control valve, and is dis-
charged into a return main. If the valve is opened,
the increase in flow will cause the pressure drop
due to friction in the pipework to increase. As-
suming that the overall pressure drop is approx-
imately constant, if āPF increases then āPV must
decrease.Thus the increase in flow will be less than
that predicted by the inherent characteristic which
assumes a constant āPV .

The installed characteristic of a valve is the re-
lationship between the flow and valve opening that
would be obtained if the valve was calibrated em-
pirically, and takes into account the variation of
pressure drop.
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F = f (X, āPV) (20.2)

Returning to Figure 20.3, the pipework may be
treatedas if it is a single fixed resistance to flow.Any
pipe fittings, strainers,bends, contractions and ex-
pansions, orifices, open isolating valves, heat ex-
changers, jackets, etc. may be lumped in with the
pipework. The control valve is treated as a sin-
gle variable resistance to flow. The overall pressure
drop may be considered to be approximately con-
stant.

āPF + āPV = a (20.3)

The pressure drop across the fixed resistances due
to frictional losses is of the form

F = b
√

āPF (20.4)

Assume, for example, that the valve has an equal
percentage inherent characteristic:

F = F0 ekX (20.5)

For a given opening, the valve may be considered
to behave like an orifice, in which case the flow
through it depends on the pressure drop across the
valve:

F0 = c
√

āPV (20.6)

This set of four equations is the model of the sys-
tem of Figure 20.3. These may be solved:

F = F0 ekX = c
√

āPV ekX

= c
√

a − āPF ekX = c

√

a −
F2

b2
ekX

This gives an implicit relationship between F and
X. The installed characteristic requires that it be
explicit. Squaring both sides and rearranging gives

F = bc

√

ae2kX

b2 + c2e2kX
(20.7)

20.3 Comparison of Installed
Characteristics

The characteristics of square root, linear and equal
percentage valves are summarised in Table 20.2.

20.4 Worked Example No 1
A control valve and its pipework is as depicted in
Figure 20.3.Thevalve’s inherent characteristic is of
the form

F = F0 e4.0X

What is the valve’s installed characteristic if nor-
mal conditions are as follows?

F = 60.0 kg/min X = 0.5 āPF = āPV = 1.0 bar.

From Equation 20.3, if āPF = āPV = 1.0 bar then
a = 2.0 bar.

From Equation 20.4, if F = 60 kg/min and
āPF = 1.0 bar then b = 60 kg min−1 bar−0.5

Comparison with Equation 20.5 reveals that
k = 4.0.

Table 20.2 Installed characteristics vs trim types

Square root Linear Equal percentage

Overall āPF + āPV = a āPF + āPV = a āPF + āPV = a

Fixed resistance F = b
√

āPF F = b
√

āPF F = b
√

āPF

Inherent characteristic F = k
√

X F = kX F = F0e
kX

Variable resistance k = c
√

āPV k = c
√

āPV F0 = c
√

āPV

Installed characteristic F = bc

√

aX

b2 + c2X
F = bc

√

aX2

b2 + c2X2
F = bc

√

ae2kX

b2 + c2e2kX
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Table 20.3 Installed characteristic for valve of Worked Example No 1

X – 0 0.2 0.4 0.5 0.6 0.8 1.0

F kg/min 11.4 24.6 47.4 60.0 70.8 81.0 84.0

Combining Equations 20.5 and 20.6 gives

F = c
√

āPV ekX

If F = 60 kg/min, āPV = 1.0 bar and X = 0.5 then
c = 60e−2 .

Substituting for a, b, c and k into Equation 20.7
yields the installed characteristic:

F = 60

√

2e8X−4

1 + e8X−4

from which the points in Table 20.3 are obtained.
Hence the installed characteristic may be plot-

ted. Inspection reveals a linear enough character-
istic for most control purposes.

20.5 Trim Selection
For various reasons, as explained in Chapter 4, it is
highly desirable for the output channel to have as
linear an installed characteristic as possible. The
shape of the installed characteristic is very sensi-
tive to the relative values of āPV and āPF :

āPV > āPF. If most of the pressure drop is across
thevalve,then āPV will not vary much
and a valve with linear inherent char-
acteristic should be used.

āPV ≈ āPF. If the pressure drop across the valve
andpipework areof the sameorder of
magnitude, then an equal percentage
valve should be used.

āPV < āPF. If the pressure drop across the valve is
less than about 30% of the total avail-
able, effective control will not be pos-
sible. To achieve any change in flow
the valve will have to be fully opened
or closed, i.e. the valve functions in an
on/off mode.

Note that the square root valve is used for special
applications, such as when a square process char-
acteristic is to be offset,or where a relatively“quick
opening” is required.

20.6 Valve Sizing
Sizing is essentially a question of specifying the
required characteristic and calculating the capac-
ity required. The latter is articulated in terms of
the hydraulic valve coefficient KV, as defined by
IEC 60534-1.Themaximum flow through a control
valve, i.e. when the valve is wide open and X = 1, is
given by

QM = KV

√

āPVM

G
(20.8)

where QM and KV have units of m3/hr, āPVM is
in bar and G is the specific gravity of the liquid
relative to water. Clearly, if X = 1, āPVM = 1bar
and G = 1, i.e. the liquid is water, then KV is the
volumetric flow rate in m3/hr.

Equation 20.8 appears to be dimensionally in-
consistent due to a scaling factor of unity that is
not dimensionless.

There is a widely used alternative basis of valve
sizing, not used in this text, based upon the hy-
draulic valve coefficient CV in which:

QM = CV

√

āPVM

G

where QM and CV have units of US gal/min, āPVM

is in psi and G is the specific gravity of the liquid
relative to water. Clearly, if X = 1, āPVM = 1psi
and G = 1, i.e. the liquid is water, then CV is the
volumetric flow rate in US gal/min.

Note that 1 US gal = 3.785 litres and 1 psi =
0.0687 bar, whence CV = 1.16KV.
The procedure for sizing a valve is depicted in Fig-
ure 20.4. It essentially consists of determining the
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Fig. 20.4 Procedure for valve sizing

desiredKV value froma formula,basedupon maxi-
mum flow and minimum pressure drop conditions.
A valve is then selected from a manufacturer’s cat-
alogue. Invariably, none of the valves available will
have the exact KV required, so the next biggest is
normally chosen. It is then checked to see that it
is roughly half way open under normal conditions.
The formulae to use are as follows:

For liquids

KV = 0.06FM

√

1

āPVMG
(20.9)

For gases and vapours

KV = 2.44FM

√

Z

āPVM (P1M + P0M) G
(20.10)

Note that

• The specific gravity G is relative to water for liq-
uids and to air for gases and vapours.

• For most gases and vapours, at upstream pres-
sures less than approximately 6 bar, a compress-
ibility factor of Z = 1 can be assumed.

• These formulae are based on the mass flow rate
of fluid through the valve, for volumetric flow
rates there are alternative formulae available.

These two formulae are sufficient for something
like 80% ofall applications.However, if critical flow
exists then different formulae are necessary.

20.7 Worked Example No 2
The temperature of the contents of a reactor is to
be controlled by regulating the flow of cooling wa-
ter through an internal coil. The water is supplied
from a supply main at approximately 4.0 bar g and
flows through to a return main at approximately
0.4 bar g. Under design conditions the water flow
rate required is 90 kg/min. It is estimated that, at
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Fig. 20.5 Coil with control valve and pipework for cooling water

this flow rate, the pressure drop across the inlet and
outlet pipework, isolating valves and coil will be as
shown in Figure 20.5. It is anticipated that the tem-
perature controller will need to vary the flow rate
by as much as ±100%. Specify a suitable valve.

This arrangement reduces to that depicted in
Figure 20.3 in which

āPF = 0.7 bar āPV = 2.9 bar F = 90 kg/min

Equation 20.3 is thus

āPF + āPV = a

where a = 3.6 bar.

Equation 20.4 applies to the pipework:

F = b
√

āPF

Substitute for normal conditions gives

b = 107.6 kg min−1 bar−1/2
.

Establish maximum flow conditions:

If FM = 180 kg/min then āPFM ≈ 2.8 bar
hence āPVM ≈ 0.8 bar.

Calculate theoretical KV from Equation 20.9, as-
suming G = 1.0:

KV = 0.06FM

√

1

āPVMG
≈ 12.1

Suppose that inspection of a manufacturers cata-
logue reveals that a valve whose KV = 12.9 is the
next biggest available.

Choose a linear characteristic:

F = kX

where k = c
√

āPV.

From the definition of KV:

If āPV = 1 bar and if X = 1.0 then
F = 12.9 m3/hr ≡ 215 kg/min.
Hence c = 215 kg min−1 bar−1/2.
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Table 20.4 Inherent characteristic for valve of Worked Example No 2

X % 0 10 20 30 40 50 60 70 80 90 100

F US gpm 0 0.34 0.50 0.74 1.12 1.72 2.59 3.88 5.95 9.05 12.9

Check that the valve is half open under normal
conditions.

If āPV = 2.9 bar
then k = 215

√
2.9 = 366.1 kg/min.

So if F = 90 kg/min then 90 = 366.1X
Hence X = 0.246.

The valve is only 25% open under normal condi-
tions so try an equal percentage characteristic:

F = F0 ekX

where F0 = c
√

āPV.

The inherent characteristic for a valve whose
KV = 12.9, as tabulated in the manufacturer’s liter-
ature, is typically as shown in Table 20.4.

Thus, from the inherent characteristic, assum-
ing a constant āPV = 1 bar:

If X = 1 then F = 12.9 m3/hr ≡ 215 kg/min
whence 215 = F0.ek

If X = 0.5, say, then
F = 1.72 m3/hr ≡ 28.67 kg/min
whence 28.67 = F0.e0.5k

Eliminating F0 gives k = 4.03.

From the definition of KV:

If āPV = 1 bar and if X = 1.0 then
F = 12.9 m3/hr ≡ 215 kg/min.

Substituting gives: 215 = c
√

1.0.e4.03

Hence c = 3.82 kg min−1 bar−1/2.

Check that the valve is half open under normal
conditions.

If āPV = 2.9 bar then
F0 = 3.82

√
2.9 = 6.505 kg/min.

So if F = 90 kg/min then 90 = 6.505.e4.03X

Hence X = 0.652

The valve is 65% open under normal conditions.
This is within the 30–70% range so is goodenough.
Therefore the valve required has a KV = 12.9 and
an equal percentage trim.

20.8 Critical Flow
In the context of valve sizing, criticalflow is a term
which relates to theonset of chokedflow,cavitation
or flashing. It is also, ambiguously, used in relation
to sonic flow and is often mistakenly linked to crit-
ical pressure.

Choked flow describes the situation when,with
the upstream conditions remaining constant, the
flow rate through a valve cannot be further in-
creased by reducing the down stream pressure. It
is associated, in particular, with flashing. The on-
set of flashing is often described as critical flow.
Thus sub-critical flow means that flashing is not
occurring.

Critical flow is also the term used to describe
the situation, with gas flow, when the velocity in
the vena contracta approaches the speed of sound.
This occurs when the upstream pressure is twice
the downstream pressure, i.e. if P1 ≥ 2P0.Note that
when sonic flow occurs, the flow rate is a function
of the gas density. Thus, although the velocity has
reached a maximum, the mass flow rate increases
with increasing upstream pressure. This is not re-
lated to choked flow, flashing or cavitation.

Note that the critical pressure PC is that pres-
sure above which a gas cannot be condensed by
cooling alone. In the case of the water/steam sys-
tem, for example, PC = 221 bar. Critical pressure is
a thermodynamic property of a substance and is
not related to choked flow, flashing or cavitation.

The effects of cavitation and flashing are best
explained by consideration of the saturated vapour
pressure PSV in relation to the pressure profile of
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P1

PSV

P0

PVC

Fig. 20.6 Typical pressure profile for flow through a control valve

the fluid as it flows through the valve.The saturated
vapour pressure of a pure liquid at a given temper-
ature is the pressure at which the liquid boils at
that temperature. For example, for water at 100◦C
its saturated vapour pressure is 1 atmosphere. A
typical pressure profile is as depicted in Figure 20.6
which is essentially the same as Figure 12.1 for flow
through an orifice. P1 and P0 are the upstream and
downstream pressures respectively, and PVC is the
pressure at the vena contracta.

Four scenarios are considered:

1. PSV < PVC. This is the normal case and neither
cavitation nor flashing occurs.

2. PSV = PVC. This case corresponds to the onset
of cavitation, often referred to as incipient cav-
itation. As the liquid flows through the valve its
pressure just drops to, but not below, the pres-
sure PSV.At this pressure the liquid is at its boil-
ing point but vaporisation does not occur.

3. PVC < PSV < P0.Cavitation occurs.As the liquid
flows through the plug its pressure drops below
PSV. Some of the liquid vaporises and bubbles
are formed,the amount of vaporisation depend-
ing upon the differencebetween PSV and PVC.As
the two-phase mixture approaches the exit port
its pressure rises above PSV and the bubbles col-
lapse. The mechanical shock causes permanent
damage to the valve body and trim. In extreme
cases extensive damage can be done to down-
stream pipework.

The onset of cavitation is predicted by a valve’s
critical flow factor which is defined to be

CF =

√

P1 − P0

P1 − PVC
(20.11)

Values of CF are tabulated against type and
size of a valve by its manufacturer. A value of
CF = 0.9 is typical. Cavitation is avoided by pre-
venting PVC from dropping down to PSV. This is
normally achieved by specifying a valve whose
CF factor is such that PSV < PVC. If this is not
possible, then it is best to change the process,
e.g. by reducing the temperature of the process
stream.

4. P0 < PSV < P1. This case corresponds to flash-
ing. A proportion of the liquid vaporises as it
flows through the valve and, because PSV > P0,
exits the valve as vapour. This results in in-
creased velocities within the valve and leads
to potential noise problems. These can be ad-
dressed by the use of diffusers and baffles as
discussed in Chapter 19.Also, the increased vol-
umetric flowrate may require a larger pipe di-
ameter downstream of the valve.

For liquids, the criterion for the onset of
choked flow, cavitation or flashing is that
āPV ≥ CF

2.(P1 − PVP).When this occurs, provided
that PVP < 0.5P1, where PVP is the vapour pressure
at the temperature of the flowing fluid, the basis
for valve sizing is:

KV =
0.06FM

CF

√

1

(P1 − PVP)G
(20.12)

For gases and vapours the criterion for the onset of
choked flow is āPV ≥ 0.5CF

2P1. When this occurs,
the basis for valve sizing is that:

KV =
2.82FM

CFP1

√

Z

G
(20.13)

Note that CF occurs in the denominator of both
Equations 20.12 and 20.13. Given that CF < 1.0, it
follows that the effect of CF is to increase the KV

value: a larger valve is specified to accommodate
the increase in volume due to choked flow, cavita-
tion or flashing.
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When a valve is installed between pipe reducers,
because the pipeline diameter is greater than that
of the valve’s body, there is a decrease in valve ca-
pacity. This is because the reducers create an ad-
ditional pressure drop in the system by acting as
a contraction and an enlargement in series with
the valve. There is a correction factor that can be
applied to take this into account.

Most valve manufacturers have programs for valve
sizing andspecification.The sizing procedure is es-
sentially as depicted in Figure 20.4, the various siz-
ing formulae being invoked according to the con-
ditions. The programs normally provide for speci-
fication of all the mechanical details and materials
of construction.

20.9 Nomenclature
CV hydraulic valve gal(US) min−1

coefficient
CF critical flow

factor
F mass flow rate kg min−1

through the valve
G specific gravity –
KV hydraulic valve m3 hr−1

coefficient
P pressure bar (abs)
āP pressure drop bar
Q volumetric flow m3 hr−1

rate
X fractional opening –

of the valve
Z compressibility –

factor

Subscripts

C critical
F fixed resistance
M maximum flow and minimum pressure drop
SV saturated vapour
V variable resistance
VC vena contracta
VP vapour at temperature of flowing liquid
0 downstream
1 upstream
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21.1 Operation of Positioner

21.2 Uses of Positioner

21.3 Bias Example

21.4 Split Range Example

A valve positioner is a device used for manipulat-
ing the opening of a control valve more accurately
than it would be otherwise. For P&I diagram pur-
poses it is represented symbolically as shown in
Figure 21.1.

Fig. 21.1 P&I diagram symbol for valve with positioner

Fig. 21.2 Functionality of valve with positioner

21.1 Operation of Positioner
Functionally, a positioner is a high gain feedback
controller dedicated to controlling the position of
a valve stem, as depicted in Figure 21.2. In effect
the 0.2–1.0 bar output of the I/P converter FY47 is
the set point of the positioner ZIC47. This is com-
pared with the measured value of the stem position
to produce an error signal. The positioner output
pressure, which varies in direct proportion to the

error, is applied to the actuator. Thus the change
in force produced by the actuator is related to the
stem error.

Physically, a positioner is bolted onto the yoke
of the valve. The feedback signal is established
by means of a mechanical linkage between the
stem and positioner. Often, the positioner itself is
a pneumatic force balance type of device, as dis-
cussed in Chapter 5, and has settings for adjusting
its range, zero and direction. There are normally
small pressure gauges fitted to the positioner to
indicate the values of its input and output signals
and of the supply pressure. Alternatively, the I/P
converter is incorporated in the positioner and the
mechanism is electronic with a pneumatic output
to the actuator.

An important point to appreciate is that a posi-
tioner usually has its own independent air supply.
This local air supply is often regulated at a pres-
sure significantly higher than the normal 1.4 bar
supply for pneumatic instruments. This enables a
wide range of pressures to be applied to the actu-
ator diaphragm and, hence, a wide range of forces
applied to the valve stem.

21.2 Uses of Positioner
A positioner should normally only be fitted to
a valve to achieve one or more of the following
ends. Otherwise, provided the valve and its actu-
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ator are properly sized, installed and maintained,
they should function quite effectively without a po-
sitioner.

1. Accuracy.A control valve can only be positioned
to an accuracy of some 1–2%. Given the feed-
back nature of a control loop, and its inher-
ent ability to correct for errors, this is normally
quite sufficient. Useof a positioner can increase
the accuracy to about ±0.5%.

2. Power amplification. To prevent leakage from a
valve it is necessary to tighten its packing. De-
spite the use of PTFE as a packing material, and
lubrication, there can be much stiction and fric-
tion around the stem. This makes it difficult to
position, leading to a lumpy motion and loss
of resolution. Use of a positioner enables force
to be applied by the actuator in a controlled
way. Thus initially, following a change in I/P
converter output, when the error is large and
stiction is dominant, a large change of force is
applied. However, once the stem is moving, less
force is required to overcome the residual fric-
tion.So,as the stem approaches its correct posi-
tion and the error reduces to zero, the change in
positioner output reduces and a new balance of
forces is established. This results in a smoother
motion and much increased accuracy.

3. Shut-off. If the process stream through a valve is
a slurry, or contains suspended solids, it is pos-
sible for deposits to form within the body of the
valve.Thismay lead to theplug not seating prop-
erly resulting in leakage through the valve. Use
of a positioner can overcome poor shut-off by
virtue of the power amplification which forces
the plug against its seat.

4. Speed of response. A control valve may be sit-
uated a long way from the I/P converter. This
makes its response slow since all the air to oper-
ate the actuator has to flow through the connect-
ing pneumatic tubing. Use of a positioner can
increase the speed of response quite dramati-
cally. This is because the 0.2–1.0 bar signal only
has to pressurise a small bellows inside the posi-
tioner, the local air supply providing the power
to actuate the valve.

5. Characterisation. Sometimes the action of a
valve needs to be modified,perhaps because the
valve being used was originally specified for a
different purpose. For example, a bias may be
applied to restrict the opening of the valve, i.e.
to prevent it from fully opening and/or closing.
Alternatively, for non-critical applications, the
direction of action, i.e. air to open/close, may
be reversed. Use of a positioner enables this by
calibration as appropriate. This is illustrated by
the two following examples.

21.3 Bias Example
Consider the arrangement depicted in Figure 21.2.
Suppose that a bias must be applied to the control
signal such that valve FV47 has a minimum open-
ing of 10%.Assumestandard signal ranges and that
the valve is of the air-to-open type. The calibration
of the positioner must be as indicated in Table 21.1.

Table 21.1 Calibration of positioner with bias on output

Element Output values Units

FY47 0.2 0.4 0.6 0.8 1.0 bar

ZIC47 0.28 0.46 0.64 0.82 1.0 bar

FV47 10 32.5 55 77.5 100 %

21.4 Split Range Example
An important use of positioners is in split range
action. Sometimes referred to as duplex action,
this enables two valves to be operated off one con-
trol signal. A typical scenario is of a temperature
control system in which the flows of cooling wa-
ter and steam are both manipulated, as depicted
in Figure 21.3. The output of controller TC47 and
I/P converter TY47 is simultaneously applied to
both positioners ZC47A & ZC47B which open ei-
ther TV47A or TV47B as appropriate.

Suppose that, from fail-safe considerations, the
water valve must be air-to-close and the steam
valve air-to-open.This dictates that the water valve
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Fig. 21.3 Temperature control system with split range valves

must work off the bottom end of the range of the
I/P converter output signal and the steam valve
off the top end. Assume that both valves are shut
at mid range, and that standard signal ranges are

used. The calibration of the two positioners must
be as indicated in Table 21.2.

Table 21.2 Calibration of positioners for split range action

Signal Values Units

I 4 8 12 16 20 mA

P 0.2 0.4 0.6 0.8 1.0 bar

Q 0.2 0.2 0.2 0.6 1.0 bar

X 0 0 0 50 100 %

R 0.2 0.6 1.0 1.0 1.0 bar

Y 100 50 0 0 0 %

It should be appreciated that for computer con-
trolled plant, for the cost of an extra I/P con-
verter and an additional analogue output channel,
it is normal to realise the duplex arrangement by
means of software. This provides more flexibility
and is less likely to produce a dead zone at mid-
range.
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22.1 Feedback Principles

22.2 Deviation Variables

22.3 Steady State Analysis

22.4 Worked Example

22.5 Nomenclature

Feedback control was introduced in Chapter 2 in
which the representation of a feedback loop for
flow control was discussed. The functionality of a
feedback loop for level control was considered in
Chapter 3 leading to the generalised block diagram
of Figure 3.3. This chapter develops the concept of
proportional control from a steady state point of
view. Chapter 23 deals with the 3-term PID con-
troller and introduces aspects of control loop dy-
namics. Chapter 24 addresses the issue of tuning a
PID controller for optimum performance.

22.1 Feedback Principles
Consider the level control system depicted in Fig-
ure 22.1 for which the corresponding block dia-
gram is as shown in Figure 22.2.

The comparator generates the error signal by
subtraction of the measured value from the set
point. It is this subtraction that gives rise to the
term negative feedback:

e = hR − hM (22.1)

If the measured value is a 4–20-mA signal, then
both the set point and the error may be considered
to have units of mA too. Assuming that the con-
troller has proportional action only, its behaviour
is as described by the following equation:

u = uB ± KC.e (22.2)

The controller output u is directly proportional
to the error. The bigger the error the greater the
change in output signal. The controller gain KC is
user definable and enables the sensitivity of the
controller to be adjusted. Increasing KC makes the
controller more sensitive to changes in error. Note
that if the measured value and the controller out-
put have the same units,say they are both 4–20-mA
signals, then KC is dimensionless.

The proportional action KCe is superimposed
on a constant term uB, known as the bias. This is
thevalueof the controller output when there is zero
error. If the error is zero the level must be at its set
point. If the level is at its set point, and steady, the
flowrates f1 of the inlet stream and f0 of the outlet
stream must be equal. If the outlet flowrate is at
its normal value, the valve opening x must be at

Fig. 22.1 Schematic of level control system
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Fig. 22.2 Block diagram of level control system

its normal value too. The bias is the corresponding
value of the controller output necessary to estab-
lish this equilibrium.

The sign of KC depends on the direction of ac-
tion.Withmodern controllers, if the sign ispositive
the controller is said to be forward acting, and if it
is negative the controller is reverse acting.Suppose
that the set point is constant but there is a sustained
decrease in inlet flow. This will cause the level h to
fall resulting in a decrease in measured value and
an increase in error. To stop the level falling the
controller must reduce the opening of the valve.
Assuming that the valve is of the air-to-open type
the output P of the I/P converter must decrease.
This requires that the controller output decreases.
A decrease in controller output, following an in-
crease in error, can only be achieved if KC has a
negative sign, i.e. the controller is reverse acting.

Whether a controller needs to be forwardor re-
verse acting depends on the context and can only
be determined by analysis as above. If, in the ex-
ample of Figure 22.1, the control valve manipu-
lated the inlet stream or if the valve had been of
the air-to-close type, then forward action would
be required. However, if the valve was in the inlet
stream and of the air-to-close type then reverse
action would be required. Another term in com-
mon usage is direct action. This is associated with
older controllers. If a controller is direct acting its
output signal moves in the same direction as the
measured value. Thus direct action is synonymous
with reverse action as described above.

22.2 Deviation Variables
Any signal may be considered to be made up of its
normal value plus some deviation about that nor-
mal value,usually denoted by a bar and a ā symbol
respectively. For example:

h = h + āh, F1 = F1 + āF1, X = X + āX, etc.

For design purposes, the normal value of a vari-
able is its specified steady state value. In operation
it is the average value of that variable. It is common
practice in developing models of control systems to
consider the deviations of the variables only. Thus,
for example:

āhM = KMāh, āP = KIāu,

āX = KAāP, etc.
(22.3)

where KM, KIP and KA are the steady state gains of
the dp cell, I/P converter and actuator respectively.

The use of deviation variables is a source of
much confusion because, in practice, with the ex-
ception of the error, all the signals have non-zero
normal values. The use of deviation variables for
modelling purposes is discussed in more detail in
Chapter 84.

For the comparator, Equation 22.1 may be put
into deviation form:

e = hR + āhR − (hM + āhM)

Since, by definition, the normal values of hR and
hM must be equal, this reduces to:

e = āhR − āhM (22.4)
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Fig. 22.3 Block diagram showing steady state gain values

As discussed, the controller bias uB corresponds to
zero error conditions and is the normal output. It
follows that the deviation model of a reverse acting
controller is simply

āu = u − uB = −KCe

The head h of liquid in the tank clearly depends on
the inlet and outlet flowrates. However, the outlet
flow depends, not only on the valve opening, but
also on the head of liquid in the tank. To establish
the steady state gains for the process and load it is
necessary to develop a model of the process tak-
ing these interactions into account. This is done in
Chapter 84 in which the following relationship is
established:

āh = KLāF1 − KPāX (22.5)

A consequence of taking the valve characteristic
into account is that the process gain relates the
level to the valve opening rather than to the out-
let flow. Also, note the negative sign of the process
gain. This is negative because an increase in valve
opening causes a decrease in level, and vice versa.

These various gains are incorporated in the
block diagram shown in Figure 22.3. Note that the
signals are all in deviation form. This implies that
if there are no deviations then the signals are all
zero.

22.3 Steady State Analysis
In the following analysis it is assumed that the
system is initially at equilibrium with each sig-
nal at its normal value. It is also assumed that the
system is inherently stable such that, following a
disturbance, the transients decay away. Suppose
that some sustained change in either F1 and/or
hR occurs, that the control system responds to the
changes and that some new steady state is reached.
The net change in head is given by Equation 22.5:

āh = KLāF1 − KPāX

However, the change in valve opening is given by:

āX = KAāP

Substituting for āX gives:

āh = KLāF1 − KPKAāP

Similarly,āP can be substituted in terms of āu,and
āu in terms of e according to:

āP = KIāu and āu = −KCe

Whence: āh = KLāF1 + KPKAKIKCe

However, from Equation 22.4:

e = āhR − āhM

So āh = KLāF1

+KPKAKIKC (āhR − āhM)

But āhM = KMāh

Thus āh = KLāF1

+KPKAKIKC (āhR − KMāh)
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This is an implicit relationship between the change
in output h of the control loop and its two inputs
F1 and hR. The relationship can be made explicit
by rearrangement to yield:

āh =
KL

1 + KCKIKAKPKM
.āF1

+
KCKIKAKP

1 + KCKIKAKPKM
.āhR

(22.6)

The product in the denominator,

K = KCKIKAKPKM,

known as the open loop gain, is of particular sig-
nificance. It is the product of the steady state gains
of all the elements in the loop.Theopen loopgain K
shouldbedimensionless and,for negative feedback
systems, should be a positive quantity. The numer-
ator product KCKIKAKP is known as the forward
path gain.

Equation 22.6 is of the form

āh = K1āF1 + K2āhR (22.7)

whereK1 andK2 areknown as the closed loopgains
forchanges in F1 and hR respectively. This may be
represented in block diagram form as depicted in
Figure 22.4.

K1

K2

+
+∆hR ∆h

∆F1

Fig. 22.4 Block diagram showing steady state closed loop gains

The significance of Equation 22.7 is that it re-
veals that there is an offset in level, i.e. a residual
change in h. The controller has compensated for
the changes in F1 and/or hR but has been unable to
restore the level to its original value. Offset is ex-
plained by consideration of Equation 22.2. There
needs to be a steady state error for the controller to
produce a change in output to compensate for the
changes in input. Offset is an inherent feature of
proportional control. It can be reduced by increas-
ing the controller gain. Inspection of Equation 22.6
shows that as KC is increased K1 tends towards zero
and K2 tends towards 1/KM. Thus, for disturbances
in F1 the change in level becomes small, and for
changes in hR the level tracks the set point closely.
Unfortunately, it is not possible to eliminate offset
by simply turning up the controller gain to some
maximum value because there is normally a con-
straint on KC determined by stability criteria.

22.4 Worked Example
The various concepts introduced are perhaps best
illustrated by means of a numerical example.

Assume that the tank is 2 m deep and that the
dp cell, I/P converter and actuator have linear cali-
brations as summarised in Table 22.1.

Suppose that under normal conditions the
value of the inlet flow is 0.3 m3/min, that the tank
is half full, that the valve is half open and that there
is no offset. On this basis the normal value for each
of the signals is as indicated in Table 22.2.

From the model developed in Chapter 84 the
following values for the process and load gains may
be assumed:

Kp = 6.443 m KL = 6.667 × 10−3 m min kg−1

Table 22.1 Calibration of instrumentation for Worked Example

Input Output Gain

Dp cell 0–2 m 4–20 mA KM = 8 mA m−1

I/P converter 4–20 mA 0.2–1.0 bar KI = 0.05 bar mA−1

Actuator 0.2–1.0 bar 0–1.0 KA = 1.25 bar−1
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Table 22.2 Normal and steady state values of signals

Signal Normal Deviation Absolute Units

F0, F1 300.0 +60.0 360.0 kg min−1

h 1.0 +0.05374 1.054 m

hM 12.0 0.4299 12.43 mA

hR 12.0 0 12.0 ‘mA’

e 0 −0.4299 −0.4299 ‘mA’

u 12.0 +0.8598 12.86 mA

P 0.6 0.04299 0.6430 bar

X 0.5 0.05374 0.5537 –

Substitution of the values for the various gains of
the level control system into Equation 22.6 gives

āh =
6.667 × 10−3

1 + 3.222KC
āF1 +

0.4027KC

1 + 3.222KC
āhR

Assume that the controller has a gain KC = 2.0.
This gives

āh = 0.8956 × 10−3āF1 + 0.1082āhR (22.8)

Suppose, for example, the inlet flow increases by
20% from its normal value of 300 kg/min but
the set point is constant. Thus the changes are
āF1 = 60 kg/min and āhR = 0 m. Substituting
gives āh = 0.05374 m, i.e. an offset of some 5.4 cm.

Knowing the value of āh, the steady state
changes in all the other variables can be calculated
using Equations 22.2–22.4.These are listed as devi-

ations in Table 22.2.Addition of the normal values
and the deviations gives the absolute values.

As a final check, the deviations so determined
may be substituted into Equation 22.5:

āh = KLāF1 − KPāX

= 6.667 × 10−3 × 60.0 − 6.443 × 0.05374

= 0.05377 m

which agrees well enough with the offset predicted
by Equation 22.8.

22.5 Nomenclature
e error signal “mA”
h level of liquid m
F mass flow rate kg min−1

K gain –
P pressure bar
u controller output mA
X fractional opening –

Subscripts

B bias
C controller
M measured value
R reference (set point)
0 outlet stream
1 inlet stream
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23.1 Single Loop Controller

23.2 Proportional Action

23.3 Integral Action

23.4 Derivative Action

23.5 Bumpless Transfer

23.6 Derivative Feedback
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23.10 Discretised Form of PID

23.11 Incremental Form of PID

23.12 Mnemonics and Nomenclature

23.13 Summary of Control Actions

Proportional, integral and derivative (PID) control
is often referred to as 3-term control. P action was
introduced in Chapter 22. It provides the basis for
PID control, any I and/or D action is always su-
perimposed on the P action. This chapter is con-
cerned with the functionality ofPID control and its
open and closed loop behaviour. An equation for
PID control is first developed in analogue form, as
used in pneumatic and electronic controllers. This
is then translated into a discrete form for imple-
mentation as an algorithm in a digital controller.

The principles discussed in this chapter and
the equations developed are essentially the same
whether the PID controller is a dedicated single
loop controller, a function provided within some
other control loop element such as a dp cell, or is
a configurable function within a distributed con-
trol system capable of supporting multiple loops
simultaneously.

23.1 Single Loop Controller
The 3-term controller, often referred to as a sin-
gle loop controller (SLC), is a standard sized unit
for panel mounting alongside recorders and other
control room displays and switches. Multiple SLCs
are typically rack mounted. It is a single unit which
contains both the comparator and the controller
proper.Thus it has two input signals, the measured
value and the set point, and one output signal. It
would also have its own power and/or air supply.

The facia of a typical SLC is depicted in Fig-
ure 23.1. Often referred to as a faceplate, it has a
scale for reading values of the measured value and
set point. The range of the scale normally corre-
sponds to the calibration of themeasuring element,
or else is 0–100% by default. With pneumatic con-
trollers the signals would be indicated by pointers.
With electronic controllers liquid crystal displays
(LCD) or light emitting diode (LED) bar displays
are used whereas with digital controllers a VDU
representation of the faceplate is common prac-
tice. Faceplates also show relevant alarm limits. A
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Fig. 23.1 Facia of a typical single loop controller

dial and/or dedicated pushbuttons enables the set
point to be changed locally, i.e.by hand. Otherwise
the set point is changed on a remote basis. There
is often a separate scale to indicate the value of the
output signal, range 0–100%, with provision for
varying the output by hand when in MAN mode.
A switch enables the controller to be switched be-
tween AUTO and MAN modes.

All of the above functions are operational and
intended for use by plant personnel. Other func-
tions of the controller are technical and are nor-
mally inaccessible from the faceplate. Thus, for ex-
ample, the PID settings and the forward/reverse
switch are typically adjusted either by dials inter-
nal to the controller or by restricted access push-
buttons. Despite its name, a modern digital SLC
will provide two or more3-termcontrollers,handle
several discrete I/O signals, and support extensive
continuous control and logic functions. Access to
this functionality is restricted to engineering per-
sonnel, typically by means of a serial link.

KC

θR

θ1

e

+
–

Fig. 23.2 Symbols for signals of PID controller

23.2 Proportional Action
With reference to Figure 23.2 the equations of the
comparator and of a proportional controller are:

e = �R − �1 (23.1)

�0 = �B ± KC.e (23.2)

The gain KC is the sensitivity of the controller, i.e.
the change in output per unit change in error.Gain
is traditionally expressed in terms of bandwidth,
often denoted as %bw, although there is no obvi-
ous advantage from doing so. Provided the various
signals all have the same range and units, gain and
bandwidth are simply related as follows:

KC =
100

%bw
(23.3)

Thus a high bandwidth corresponds to a low gain
and vice versa. However, if the units are mixed, as
is often the case with digital controllers, it is neces-
sary to take the ranges of the signals into account.
Strictly speaking, bandwidth is defined to be the
range of the error signal, expressed as a percent-
age of the range of the measured value signal, that
causes the output signal to vary over its full range.

The issue is best illustrated by means of a nu-
merical example. Consider Figure 23.3 in which
�1 and �0 have been scaled by software into en-
gineering units of 100–150 ◦C and 0–100% re-
spectively. Suppose that the controller is forward
acting,KC = 5,�R is 125◦C and �B is 50%.What this
means in practice is that signals within the range
115 < �1 < 135◦C, i.e.an error of±10◦C,will cause
the output signal to vary from 0–100%. According
to the definition of bandwidth,bw = 20/50×100 =
40%, which is different from the value that would
have been obtained by substituting KC = 5 into
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Equation 23.3. This is clearly a source of confu-
sion: it is best to avoid using the term bandwidth
and to consistently work with gain.

5
125°C

[0–100%]

[100–150°C]

+
–

Fig. 23.3 Temperature controller for explaining bandwidth

Note that outside the range of 115 < �1 < 135◦C
the controller output is constrained by the limits
of the output signal range. Thus �0 would be ei-
ther 100% for all values of �1 < 115◦C or 0% for
�1 > 135◦C. When a signal is so constrained it is
said to be saturated.

In Chapter 22 the steady state response of a
closed loop system was considered. In particular,
the way in which increasing KC reduces offset was
analysed. Also of importance is an understanding
of how varying KC affects the dynamic response.
It is convenient to consider this in relation to the
same level control systemof Figure 22.1.The closed
loop response to step increases in set point hR and
inlet flowrate F1 are as shown in Figures 23.4 and
23.5, respectively.

Two traces are shown on Figure 23.4.The expo-
nential one corresponds to a low gain and depicts

∆hR 

∆hR = const.∆F1 = 0 

Kc 

∆h 

t 

0 

Fig. 23.4 Closed loop response to step change in set point

a so-called over-damped response. The change in
set point causes a step increase in error and, be-
cause the controller is reverse acting, produces a
sudden closing of the valve. Thereafter the valve
slowly opens as the error reduces and the level
gently rises towards the new set point with a steady
state offset. Increasing KC produces a faster asymp-
totic approach towards a smaller offset.

However, there is some critical value beyond
which increasing KC causes the response to be-
come oscillatory, as depicted in the second trace.
In effect, the controller is so sensitive that it has
over-compensated for the increase in set point by
closing the valve too much. This causes the level
to rise quickly and overshoot the set point. As the
level crosses the set point the error becomes neg-
ative so the controller increases its output. The re-
sultant valve opening is more than that required
to compensate for the overshoot so the level falls
below the set point. And so on. Provided the value
of KC is not too high these oscillations decay away
fairly quickly and the under-damped response set-
tles out with a reduced steady state offset. Increas-
ing KC further causes the response to become even
more oscillatory and, eventually, causes the system
to become unstable.

A similar sort of analysis can be applied to Fig-
ure 23.5. The principal effects of P action are sum-
marised in Table 23.1 on page 163.

∆hR = 0 ∆F1 = const.

KC 

∆h 

t 

Fig. 23.5 Closed loop response to step change in inlet flow
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23.3 Integral Action
The purpose of I action is to eliminate offset. This
is realised by the addition of an integral term to
Equation 23.2 as follows:

�0 = �B ± KC

(

e +
1

TR

∫ t

0
edt

)

(23.4)

TR is known as the reset time and characterises
the I action. Adjusting TR varies the amount of I
action. Note that, because TR is in the denomina-
tor, toincrease the effect of the I action TR has to be
reduced and vice versa. The I action can be turned
off by setting TR to a very large value. TR has the
dimensions of time: for process control purposes
it is normal for TR to have units of minutes.

The open loop response of a PI controller to a
step change in error is depicted in Figure 23.6. As-
sume that the controller is forward acting, is in its
AUTO mode and has a 4–20 mA output range.Sup-
pose that the error is zero until some point in time,
t = 0, when a step change in error of magnitude e′

occurs.
Substituting e = e′ into Equation 23.4 and in-

tegrating gives:

�0 = �B + Kce
′ +

Kc

TR
e′t

The response shows an initial step change in out-
put of magnitude KCe′ due to the P action. This is
followed by a ramp of slope KC/TR.e′ which is due
to the I action. When t = TR then:

�0 = �B + 2KCe′

This enables the definition of reset time. TR is the
time taken, in response to a step change in error,
for the I action to produce the same change in out-
put as the P action. For this reason integral action
is often articulated in terms of repeats per minute:

Repeats/min =
1

TR

Note that the output eventually ramps up to its
maximum value, 20 mA, and becomes saturated.

e
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0

θ0
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KC e’
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Fig. 23.6 Open loop response of PI controller to a step change in

error

The closed loop response of a PI controller with
appropriate settings to a step change in set point is
depicted in Figure 23.7.

Again it is convenient to consider the level con-
trol system of Figure 30.1. Initially the P action
dominates and the response is much as described
for the under-damped case of Figure 23.4.However
as the oscillations decay away, leaving an offset,
the I action becomes dominant. Whilst an error
persists the integral of the error increases. Thus
the controller output slowly closes the valve and
nudges the level towards its setpoint. As the error
reduces, the contribution of the P action to the con-
troller output decreases. Eventually, when there is
zero error and the offset has been eliminated, the
controller output consists of the bias term and the
I action only.Note that although the error becomes
zero the integral of the error is non-zero:

�0 = �B −
KC

TR

∫ t

0
edt

Thus the P action is short term in effect whereas
the I action is long term. It can also be seen from
Figure 23.7 that the response is more oscillatory



23.4 Derivative Action 159

ΔhR

Δh

t

0

PID

PI
P

Fig. 23.7 Closed loop P, PI and PID response to a step change in set point

than for P action alone. The oscillations are larger
in magnitude and have a lower frequency. In effect
the I action, which is working in the same direc-
tion as the P action, accentuates any overshooting
that occurs. It is evident that I action has a desta-
bilising effect which is obviously undesirable. The
principal effects of I action are also summarised in
Table 23.1.

Equation 23.4 is the classical form of PI con-
troller. This is historic, due to the feedback inher-
ent in the design of pneumatic and electronic con-
trollers. Note the interaction between the P and I
terms: varying KC affects the amount of integral
action because KC lies outside the bracket. An al-
ternative non-interacting form is as follows:

�0 = �B ±
(

KCe +
1

TI

∫ t

0
edt

)

(23.5)

TI is known as the integral time. It can be seen by
inspection that TI = TR/KC.

23.4 Derivative Action
The purpose of D action is to stabilise and speed up
the response of a PI controller. This is realised by

the addition of a derivative term to Equation 23.4
as follows:

�0 = �B ± KC

(

e +
1

TR

∫ t

0
edt + TD

de

dt

)

(23.6)

TD is known as the rate time and characterises the
D action. Adjusting TD varies the amount of D ac-
tion, setting it to zero turns off the D action alto-
gether. TD has the dimensions of time: for process
control purposes it is normal for TD to have units
of minutes.

The open loop response of a PID controller to a
sawtooth change in error is depicted in Figure 23.8.
Again assume that the controller is forward acting,
is in its AUTO mode and has a 4–20-mA output
range. Suppose that the error is zero for t < 0 and
for t > t′, and that the error is a ramp of slope m
for 0 < t < t′.

Substituting e = mt into Equation 23.6 gives:

�0 = �B + KCmt +
KC

TR

mt2

2
+ KCTDm

The response shows an initial step change in out-
put of magnitude KCTDm due to the D action. This
is followed by a quadratic which is due to the P
and I actions.At t = t′ there is another step change
as the contribution to the output of the P and D
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Fig. 23.8 Open loop response of PID controller to a sawtooth

change in error

actions disappears. The residual constant output is
due to the I action that occurred before t = t′.

The closed loop response of a PID controller
with appropriate settings to a step change in set
point is as depicted in Figure 23.7. It can be seen
that the effect of the D action is to reduce the
amount of overshoot and to dampen the oscilla-
tions. This particular response is reproduced in
Figure 23.9 with the corresponding plots of e,
Int(edt) and de/dt vs time.

Again, referring to the level control system of
Figure 22.1, it is evident that as the level crosses the
set point and rises towards the first overshoot, the
sign of de/dt is negative. This boosts the controller
output so that the valve opening is more than it
would be due the P and I actions alone,with the ob-
vious effect of reducing the amount of overshoot.
As the level passes the first overshoot and starts to
fall the sign of de/dt becomes positive and the valve
is closed more than it would be otherwise. And so
on. In effect the D action is anticipating overshoot
and countering it.

D action depends on the slope of the error and,
unlike P and I action, is independent of the mag-
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Fig. 23.9 Closed loop PID response to a step change in set point

nitude of the error. If the error is constant, D ac-
tion has no effect. However, if the error is chang-
ing, the D action boosts the controller output. The
faster the error is changing the more the output is
boosted. An important constraint on the use of D
action is noise on the error signal. The spikes of a
noisy signal have large slopes of alternating sign.
If the rate time is too large, D action amplifies the
spikes forcing the output signal to swing wildly.
The principal effects of D action are summarised
in Table 23.1.

In addition to the effects of P, I and D actions,
there are a number of other operational character-
istics of 3-term controllers to be considered.

23.5 Bumpless Transfer
If changes in controller output are required, it is
good practice to move in a regulated rather than a
sudden manner from one state to another. Process
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plant can suffer damage from sudden changes. For
example, suddenly turning off the flow of cooling
water to a jacket may cause a vessel’s glass linings
to crack. Suddenly applying a vacuum to a packed
column will cause flashing which leads to the pack-
ings breaking up. Such sudden changes in output
are invariably causedby the controller being forced
to respond to step changes in error.

One source of step change in error occurs when
a controller is transferred from its MAN mode of
operation into AUTO. If the measured value is not
at its set point, depending on the settings, the con-
troller output may well jump to saturation. A sim-
ple way round this problem is to adjust the output
in MAN mode until the measured value and set
point coincide prior to switching into AUTO.

Alternatively,a bumpless transfer function may
be specified. In effect, on transfer into its AUTO
mode, the set point is adjusted to coincide with
the measured value and hence zero error. This re-
sults in the controller being started off in AUTO
mode with the wrong set point, but that may then
be ramped up or down to its correct value at an ap-
propriate rate.The integral action is also initialised
by setting it to zero and whatever was the output
signal in MAN mode at the time of transfer nor-
mally becomes the value of the bias in AUTO.

Thus,

�R = �1 |t=0

0
∫

−∞

e.dt = 0

�B = �0 |t=0

Set point tracking is an alternative means of re-
alising bumpless transfer. Thus, whilst the con-
troller is in MAN mode, the set point is continu-
ously adjusted to whatever is the value of the mea-
sured value.This means that when the controller is
switched into AUTO mode, there is zero error and
transfer is bumpless. Again, the integral action is
initialised by setting it to zero.

For transfers from AUTO into MAN mode the
output is normally frozen at whatever was its value
in AUTO at the time of transfer.

23.6 Derivative Feedback
Another source of step change in error occurs
when the controller is in itsAUTO mode and the set
point is suddenly changed.Of particular concern is
the D action which will initially respond to a large
value of de/dt and may cause the output to jump
to saturation. To counter this derivative feedback
may be specified, as follows:

�0 = �B ± KC

(

e +
1

TR

∫ t

0
e.dt − TD

d�1

dt

)

(23.7)

Note that the D action responds to changes in the
measured value rather than to the error. Also note
the minus sign which allows for the fact that the
measured value moves in the opposite direction to
the error signal. Whilst the set point is constant
the controller behaves in exactly the same way as
the classical controller of Equation 23.6. However,
when the set point changes, only the P & I actions
respond. This form of 3-term control is common
in modern digital controllers.

23.7 Integral Windup
Another commonly encountered problem is in-
tegral windup. If the controller output saturates
whilst an error exists, the I action will continue to
integrate the error and, potentially, can become a
very large quantity.When eventually the error re-
duces to zero, the controller output should be able
to respond to the new situation. However, it will be
unable to do so until the error has changed sign
and existed long enough for the effect of the inte-
gration prior to the change of sign to be cancelled
out. The output remains saturated throughout this
period and the controller is effectively inoperative.
A simple way round this problem is to switch the
controller into its MAN mode when the saturation
occurs. Switching it back into AUTO when the sit-
uation permits causes the I action to be initialised
at zero.

A more satisfactory way of addressing the is-
sue is to specify an integral desaturation facility. In
effect, whilst saturation of the output occurs, the I
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action is suspended. This may be achieved by the
I action considering the error to be zero during
saturation. Alternatively, in digital controllers, the
instructions used for calculating the I action may
be by-passed during periods of saturation,as illus-
trated later on.

23.8 Worked Example
A classical 3-term controller which is forward act-
ing has the following settings:

40% bandwidth, 5 min reset time, 1 min rate time.

Also it is known that an output of 10 mA in MAN-
UAL is required for bumpless transfer to AUTO.
This information is sufficient to deduce the pa-
rameters of Equation 23.6:

�0 = 10 + 2.5

(

e +
1

5

∫ t

0
e.dt +

de

dt

)

Suppose the controller is at steady state in AUTO
when the measured value starts to decrease at the
rate of 0.1 mA/min.

Thus, if t < 0 then e = 0 and �0 = 10 mA, and
if t ≥ 0 then:

d�1

dt
= −0.1.

However,e = �R −�1.Assuming �R is constant then:

de

dt
= −

d�1

dt
= +0.1,

whence e = +0.1 t.
Substituting for e into the PID equation gives:

�0 = 10 + 2.5

(

0.1 t +
1

5

∫ t

0
(0.1 t) dt +

d(0.1 t)

dt

)

= 10.25 + 0.25 t + 0.025 t2

Inspection reveals a small jump in output at t = 0 of
0.25 mA followed by a quadratic increase in output
with time. The controller output saturates when it
reaches 20 mA, i.e. when:

20 = 10.25 + 0.25 t + 0.025 t2

t2 + 10 t − 390 = 0

i.e. when t ≈ 15.4 min. Note that this must be an
open loop test: the input signal is ramping down at
a constant rate and appears to be independent of
the controller output.

23.9 Other Analogue Forms
of PID Controller

Equation 23.6 is the classical formof PID controller
and Equation 23.7 is the most common form used
in digital controllers. There are, however, many
variations on the theme which are supported by
most modern controllers. For example, to make
the controller more sensitive to large errors the P
action may operate on the square of the error:

�0 = �B ± KC

(

Sign(e).e2 +
1

TR

∫ t

0
e.dt − TD

d�1

dt

)

To make the controller penalise errors that persist
the I action may be time weighted, with some fa-
cility for reinitialising the I action:

�0 = �B ± KC

(

e +
1

TR

∫ t

0
e.t.dt − TD

d�1

dt

)

It is important to be aware of exactly what form
of 3-term control has been specified and what is
being implemented.

23.10 Discretised Form of PID
Equation 23.7 is an analogue form of PID control
and has to be translated into a discretised form for
implementation in a digital controller. It may be
discretised as follows:

�0,j ≈ �B ± KC

⎛

⎝ej +
1

TR

j
∑

k=1

ek.āt − TD

(

�1,j − �1,j−1

)

āt

⎞

⎠

= �B ±
⎛

⎝KC.ej +
KC.āt

TR

j
∑

k=1

ek −
KC.TD

āt

(

�1,j − �1,j−1

)

⎞

⎠

= �B ±
⎛

⎝KC.ej + KI.

j
∑

k=1

ek − KD.
(

�1,j − �1,j−1

)

⎞

⎠ (23.8)

where j represents the current instant in time and
āt is the step length for numerical integration.This
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is the non-interacting discretised formof PID con-
troller in which:

KI =
KC.āt

TR
KD =

KC.TD

āt

Equation 23.8 may be implemented by the follow-
ing algorithms written in structured text. These
algorithms would be executed in order, at a fre-
quency known as the sampling period which cor-
responds to the step length āt. Note that Line 2 es-
tablishes whether the controller output is saturated
and, if so, by-passes the instruction for calculating
the I action on Line 3. Lines 5 and 6 constrain the
controller output to its specified range:

E= SP-IP
if (OP=0 or OP=100) then goto L
IA=IA+KI*E

L OP=BI+(KC*E+IA-KD*(IP-PIP))
if OP<0 then OP=0
if OP>100 then OP=100

Sometimes the bias is deemed to be equivalent to
some notional integral action prior to the loop be-
ing switched into its AUTO mode. It is then in-
cluded in the algorithm implicitly as the initial
value of the integral action:

�0,j = ±
⎛

⎝KC.ej + KI.

j
∑

k=−∞
ek − KD.

(

�1,j − �1,j−1

)

⎞

⎠

(23.9)

23.11 Incremental Form of PID
Equation 23.8 determines the absolute value of the
output signal at the jth instant. There is an alterna-
tive, commonly used, incremental form which de-
termines the change in output signal. At the j-1th
instant the absolute output is given by

�0,j−1 = �B ±
⎛

⎝KC.ej−1 + KI.

j−1
∑

k=1

ek − KD.
(

�1,j−1 − �1,j−2

)

⎞

⎠

Subtracting this from Equation 23.8 yields the in-
cremental form:

ā�0,j = ±
(

KC.
(

ej − ej−1

)

+ KI .ej

− KD.
(

�1,j − 2�1,j−1 + �1,j−2

)

) (23.10)

23.12 Mnemonics and
Nomenclature

BI �B output bias
E e error
IA – integral action
IP �1 measured value
KC KC proportional gain
KD KD derivative action

TD rate time
KI KI integral gain

TR reset time
TI integral time

OP �0 controller output
PIP previous measured value
SP �R set point

23.13 Summary of Control
Actions

The affect of changing the controller settings on
the closed loopresponse of a PID controller is sum-
marised in Table 23.1.

Table 23.1 Summary of control actions

Action Change Effect

P Increase KC Increases sensitivity

Reduces offset

Makes response more oscillatory

System becomes less stable

I Reduce TR Eliminates offset faster

Increases amplitude of oscillations

Settling time becomes longer

Response becomes more sluggish

System becomes more unstable

D Increase TD Stabilises system

Reduces settling time

Speeds up response

Amplifies noise
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24.2 Marginal Stability

24.3 Continuous Cycling Method

24.4 Reaction Curve Method

The sort of closed loop response that can be ob-
tained from a PID controller with appropriate set-
tings was seen in Chapter 23. This gives rise to two
issues. First, what is the best sort of response? This
is normally characterised in terms of the response
to a step input, the ideal being a fast response with
no overshoot or offset. This is not physically pos-
sible because of a plant’s dynamics. There is there-
fore a need to compromise between the speed of
response and the amount of overshoot. For certain
critical applications an overdamped response with
no overshoot is essential, the penalty being a slow
response. However, for most purposes, an under-
damped response with a decay ratio of 1/4 and no
offset is good enough, as depicted in Figure 24.1.
Often referred to as the optimal response, this has
no mathematical justification: it is just accepted
good practice.

Second, what are the appropriate settings and
how do you find them? The process of finding the
optimum settings is generally referred to as loop
tuning.They may be foundby trial and error.How-
ever, given that each of the settings for KC, TR and
TD can typically bevaried from0.01 to 100,and that
the various lags and delays associated with process
plant are often large, this could be rather tedious.
The settings may be predicted theoretically. How-
ever, this requires a model of the system that is
reasonably accurate, and any realistic model usu-
ally needs simulation to provide the settings. The
cost and time involved in modelling and simula-

tion can seldom be justified. There is therefore a
need for a practical approach.

This chapter outlines two practical methodolo-
gies; one is empirically based and the other theo-
retical, for establishing the so called optimum set-
tings. An informed account of these methods is
given by Coughanowr (1991) and a comprehensive
coverage of both these and many other methods of
tuning is given by Astrom (1995).However, first, an
insight into the nature of stability is required.

24.1 Stability
Stability is a fundamental consideration in the de-
sign of control systems. Many open loop systems
are stable. For example, the level control system of
Figure 22.1 is open loop stable. Suppose the con-
troller is in its manual mode and the valve opening
is fixed at its normal value. Following a step in-
crease in inlet flow, the level will rise until a new
equilibrium is established at which there is suffi-
cient head for the flow out to balance the flow in.
Such a system is said to be self regulating and is
relatively easy to control. However, with inappro-
priate controller settings, a system which is open
loop stable can become closed loop unstable.

Some systems are open loop unstable.The clas-
sic example of an item of plant that is inherently
unstable is the exothermic reactor.A slight increase
in temperature will make the reaction go faster.
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Fig. 24.2 Categorisation of signals on the basis of stability

This produces more heat which increases the tem-
perature further, and so on. However, by applying
feedback, such an open loop unstable system can
be made closed loop stable.

From a control engineering point of view, sta-
bility manifests itself in the form of a system’s
signals. These may be categorised, depending on
whether the system is stable or unstable, as be-
ing exponential or oscillatory as depicted in Fig-

ure 24.2.An important point to appreciate is that it
is the system that is stable or otherwise, not its sig-
nals. Also, stability is a function of the system as a
whole,not just of some parts of it. It follows that all
the signals of a system must be of the same form.
It is not possible, for example, for the controller
output of the level control system of Figure 22.1 to
be stable but for the level to be unstable. Similarly,
it is not possible for the response of the level to
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be exponential whilst that of the valve opening is
oscillatory.

As will be seen in Chapters 71 and 72, stabil-
ity may be characterised by a so-called damping
factor � in relation to a second order system. Ta-
ble 24.1 relates the categories of stability to values
of the damping factor.

Table 24.1 Stability as a function of damping factor

Factor Damping Nature of stability

� > 1.0 Overdamped Stable exponential

� = 1.0 Critically Limiting case

damped

0 < � < 1 Under- Stable oscillatory
damped

� = 0 Undamped Marginally stable

� < 0 Self excited Unstable oscillatory

� ≪ 0 Over excited Unstable exponential

24.2 Marginal Stability
The case of marginal stability is of particular im-
portance for design purposes. The most common
design philosophy is to establish the conditionsun-
der which a system is marginally stable.An appro-
priate safety factor is then specified which ensures
that the system’s operation is stable for all foresee-
able circumstances.

Marginal stability corresponds to the situation
when all the signals in a system are sinusoidal with
constant amplitude, i.e. the oscillations are neither
growing nor decaying. Consider the feedback sys-
tem of Figure 24.3 in which all the elements, other
than the controller, have been lumped in with the
process. The controller has P action only.

Suppose that the error signal is a sine wave of
constant amplitude:

e = A. sin(!Ct)

Now suppose that the frequency wC, known as the
critical frequency, is such that the effect of the pro-
cess on the error is to produce a measured value
whose phase is shifted by 180◦. Also suppose that

ΔθR

ΔθD

Δθ1

KC Process
e

+
+

+–

Fig. 24.3 Feedback system with P controller and lumped process

the controller gain has a value KCM such that the
controller and the process have no net effect on
the amplitude of the signal. Thus, assuming that
the signals are in deviation form:

ā�1 = A. sin(!Ct − 180)

So ā�1 is the mirror image of e as shown in Fig-
ure 24.4. But

e = ā�R − ā�1

If the set point is constant, i.e. ā�R = 0, then

e = −ā�1 = −A. sin(!Ct − 180) = A. sin(!Ct)

e

t

0

Δθ1

t

0

A

A

Fig. 24.4 Sinusoidal error and measured value signals

The comparator introduces a further 180◦ phase
shift which converts the measured value back into
the error. This is a self sustaining sine wave of con-
stant amplitude. Thus the twin criteria necessary
for marginal stability are
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Open loop gain = 1.0
Open loop phase shift = −180◦

These are known as the Bode stability criteria and
will be considered in more detail in Chapter 73.

24.3 Continuous Cycling
Method

The continuous cycling method is a simple practi-
cal method that tunes a control loop as installed,
rather than as designed. The method is carried out
at the controller, in its automatic mode, and takes
advantage of the faceplate for observing the sig-

nals. The procedure for carrying out the method is
shown in flow chart form in Figure 24.5.

In essence the process consists of changing the
controller’s gain KC incrementally and observing
the loop’s response to small step changes in set
point. If the oscillations decay then KC is too low
and if the oscillations grow then KC is too high.
The value of the marginal gain KCM that forces the
loop into self sustained oscillation of constant am-
plitude is noted. So too is the period PU of that
oscillation, sometimes referred to as the ultimate
period. The critical frequency is given by

!C =
2�

PU

Establish control with zero 
offset at normal set point.

Set 1/TR= TD = 0 as approp.

Put loop into AUTO
Set low value of KC

Apply small step change to 

set point.

Is response limit cycling?

Has any signal saturated?

Is response overdamped or 
underdamped stable, 

Are oscillations continuous,

Note KCM and measure PU

Increase KC

Reduce KC

Reduce KC

Yes

No

Yes

No

Yes

Allow system

time to settle.

?0>ζ

?0=ζ

Fig. 24.5 Procedure for the continuous cycling method
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Knowing the values of KCM and !C, the optimum
settings can be determined from the Zeigler and
Nichols formulae given in Table 24.2.

Table 24.2 The Zeigler and Nichols formulae

KC TR TD

P KCM/2.0 – –

PI KCM/2.2 PU/1.2 –

PID KCM/1.7 PU/2.0 PU/8.0

The amplitude of the oscillations under conditions
of marginal stability is a function of the system
and cannot be controlled. Therefore, before carry-
ing out the continuous cycling method on a plant,
it should be established whether it is acceptable to
do so. Whilst it may well be acceptable to force the
plant into oscillation during commissioning or pe-
riods of shut-down,approval to do so is unlikely to
be forthcoming during production!

Care shouldbe taken to protect the systemfrom
external disturbanceswhilst the tests arebeing car-
ried out so as not to distort the results. The most
common source of disturbance is due to changes in
the supply pressure of utilities such as steam and
cooling water. Also, the control loop being tuned
may interact with other loops as, for example, in
cascade control. In such cases it is usually neces-
sary to put the other loops into their manual mode
to prevent them from trying to compensate for the
oscillations in the loop being tuned.

Whether the controller has P, P&I or P, I&D ac-
tions, the continuous cycling method must be car-
ried out with the controller set for P action only.
The I and D actions are switched off by setting
TR = max and TD = min respectively. Once the
procedure has been completed, the optimum set-
tings for the P, I and D actions can then be set as
appropriate.

It is important to establish oscillations of con-
stant amplitude that are sinusoidal. These can eas-
ily be confused with limit cycles which are of con-
stant amplitude but non-sinusoidal. Limit cycles
occur when a system is in oscillation and at least
one signal is saturated. The most likely signal to
saturate,and the easiest to observe, is the controller

output. This may saturate at either the top and/or
the bottomof its range, resulting in the valve open-
ing being more square than sinusoidal in form.The
process will filter out this squareness resulting in a
measured value that may appear to be sinusoidal.
Reducing the controller gain should stop the satu-
ration and prevent limit cycles from occurring.

The optimum settings for a control loop will
vary across the range of its measured value if there
are any non-linearities present. It follows that a
loop must be tuned for its normal operating con-
ditions. The oscillations should therefore be estab-
lished about the normal value of each signal. In
particular, the normal set point should be used,
and the step changes applied in alternate direc-
tions about it to ensure that the system stays close
to normal.

The nature of the Zeigler and Nichols formulae
needs some explanation. First published in 1941,
they are used extensively in industry and have
stood the test of time. The formulae are empirical,
although they do have a rational theoretical expla-
nation. They predict settings that are optimum on
the basis of a decay ratio of 1/4. However, because
the formulae are empirical, they do not predict the
optimum settings precisely, and further tuning of a
trial and error nature may be required. This might
not seem to be very satisfactory but, noting that
each of the settings typically has a range of 0.01
to 100, i.e. a rangeability of some 104, a method
that predicts settings to within even 50% of the
optimum as a first estimate is extremely useful. In
practice the predictions are often to within 10% of
the optimum.

24.4 Reaction Curve Method
Whereas forcing a plant into oscillation with no
control over amplitudemay beunacceptable, intro-
ducing a small step change of known size, which is
the basis of the reaction curve method of predict-
ing optimum settings, is another matter altogether.

This is an open loop method of controller tun-
ing and is depicted in Figure 24.6. With the con-
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Fig. 24.6 The open loop reaction curve method

troller in its manual mode, the output is adjusted
to its normal value and the system allowed to reach
equilibrium. Then a small step change of known
magnitude A is applied to the controller output.
The system is allowed to respond and the mea-
sured value recorded for an appropriate period, as
shown in deviation form in Figure 24.7.

ΔθM

Β

t

0 L + TL

Fig. 24.7 Characteristic "S-shaped" reaction curve

The reaction curve shown, often referred to as be-
ing “S shaped” for some unknown reason, is char-
acteristic of most process control systems. Indeed,
as will be seen in Chapter 72 in relation to higher
order systems, many systems can be approximated
by a combination of a steady state gain K, a first-
order system with a time constant of T min and a
time delay of L min. The values of K, T and L can
be estimated from the reaction curve.

First, the steady state asymptote B of �M is es-
tablished. Since B is simply the steady state effect
of the open loop elements operating on the step
A, the gain can be obtained from the ratio K=B/A.

Second, by drawing a tangent to the reaction curve
at thepoint of inflexion,and finding its intersection
with the asymptote and the time axis as shown, the
values of T and L are found. Knowing the values
of K, T and L, the optimum settings can be deter-
mined from the Cohen and Coon formulae given
in Table 24.3.

These formulae are theoretically derived on the
assumption that the plant consists solely of a gain
K, time constant T and time delay L. They predict
settings that are optimum on the basis of a decay
ratio of 1/4.

There are a number of important precautions.
Care should be taken to protect the system from
external disturbanceswhilst the tests arebeing car-
riedout so asnot to distort the results.The reaction
curve method is much more susceptible to distor-
tion by disturbances than the continuous cycling
method. The step input A applied should be small
enough for the response to stay within the bounds
of linearity. The response of the recording system
must be fast enough not to distort the reaction
curve. It is normal to apply the step change at the
controller output. However, it may be applied any-
where in the loop, provided that the reaction curve
is the open loop response of all the elements of the
loop. If the controller is included then it must have
no effect, i.e. set KC = 1, TR = max and TD = min.

There are two major problems in using the re-
action curve method. First, it is often difficult to
insulate the plant from disturbances long enough
to obtain a true reaction curve. And second, given
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Table 24.3 The Cohen and Coon formulae

KC TR TD

P
1

K

T

L

(

1 +
L

3T

)

PI
1

K

T

L

(

9

10
+

L

12T

)

L

(

30 + 3L/T

9 + 20L/T

)

PD
1

K

T

L

(

5

4
+

L

6T

)

L

(

6 − 2L/T

22 + 3L/T

)

PID
1

K

T

L

(

4

3
+

L

4T

)

L

(

32 + 6L/T

13 + 8L/T

)

L

(

4

11 + 2L/T

)

the constraints on linearity, it is difficult to obtain
a large enough change in output to predict with

confidence the value of the asymptote B and the
position of the point of inflexion.
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25.1 Master and Slave Loops

25.2 Cascade Control of Heat Exchanger

25.3 Cascade Control of Jacketed Reactor

25.4 Implementation

This chapter summarises the essential principles
and practice of cascade control: it is discussed
more fully by Murrill (1988). Cascade control is
a powerful extension of conventional 3-term feed-
back control. It is a strategy which compensates for
specific disturbances at source and largely prevents
them from affecting the process being controlled.

25.1 Master and Slave Loops
A cascade control scheme has two controllers, the
output of the master controller being used to ad-
just the set point of the slave controller.This is best
illustrated by means of an example. Consider the
boiler level control system of Figure 25.1.

Boiler drumlevel is notoriously difficult to con-
trol. One reason for this is that the steam pressure
in the drum can vary significantly. Suppose the
pressure in the vapour space above the liquid in the
drum suddenly increases. This will cause the pres-
sure drop across the control valve to fall. Thus the
water flow will be reduced, irrespective of the level,
even if the level is below its set point. The effect of
steam pressure disturbances can be compensated
for using a slave flow control loop as depicted in
Figure 25.2.

The set point of the flow control loop uM is ma-
nipulated by the level controller output. If the level
h is too low the set point of the flow loop will be in-
creased, and vice versa. The flow loop controls the

flow of water FW against this set point in thenormal
way. Again, suppose that the pressure in the drum
PS suddenly increases, perhaps due to a transient
drop in steam load FS, causing the flow of water
to decrease. The flow loop will respond quickly by
opening the valve to maintain the water flow FW at
the rate demanded by the level controller. In effect,
the flow loop is insulating the level loop from,or re-

LCLT

Water

Steam

Risers

Fig. 25.1 Boiler drum level control with simple feedback

LCLT FC FT

FS

FW

h

hM uM

uS

fM

PS

Fig. 25.2 Boiler drum level control with cascade system
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Fig. 25.3 Block diagram of system for cascade control of drum level

jecting disturbances due to, changes in steam pres-
sure. The corresponding block diagram is given in
Figure 25.3.

Its structure consists of two feedback loops,one
nested inside the other. The outer loop is the mas-
ter loop,sometimes referred to as theprimary loop,
and controls the level. The inner loop is the slave
loop, sometimes referred to as the secondary loop,
and controls the flow. The flow loop has a much
faster response than the level loop, the dynamics
of the later being dominated by the lags due to
the capacity of the drum. It is often the case that
the slave loop is a flow control loop. The need for
the inner loop to have a faster response than the
outer loop is characteristic of all cascade control
schemes.

Note in particular the location of the distur-
bances. Changes in PS affect the slave loop which
compensates for them before they have any signif-
icant effect on the drum level. Changes in FS affect
the level and are compensated for by the master
loop. Strictly speaking, there is a linkage between
changes in FS and PS: the details of this are omitted
here for simplicity.

25.2 Cascade Control of Heat
Exchanger

Another exampleof the application of cascade con-
trol is in the control of heat exchangers. Consider
Figure 25.4 in which a process liquor is heated on
the tube side of an exchanger by condensing steam
on the shell side. A conventional feedback control
scheme uses the outlet temperature T0 to manipu-
late the flow rate FS of steam.

TT

S/T

Steam

Liquor

TC

T0

FS

Fig. 25.4 Exchanger outlet temperature control with simple feed-

back

This scheme works well, but can be improved by
cascade control. In particular, changes in the steam
supply pressure affect the flow through the con-
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trol valve which in turn affects the pressure in-
side the shell. Use of steam flow as a slave control
loop would work, but steam temperature inside
the shell would be much more effective as a slave
loop since this relates directly to the rate of heat
transfer: ultimately this is the manipulated vari-
able that matters. Noting that the steam pressure
is directly related to its temperature in condensing
systems, it is logical to use a pressure loop instead
of a temperature loop as the slave, as depicted in
Figure 25.5.That is for two reasons: first, the rate of
heat transfer is significantly more sensitive to the
steam’s pressure than its temperature.And second,
given any uncertainty over the nature of the steam
quality and its measurement, pressure is the more
reliable metric. Note that the slave loop rejects dis-
turbances due to steam supply pressure only, dis-
turbances due to changes in the supply pressure of
the process liquor and its temperature are handled
by the master loop.

TC

S/T

Steam

Liquor

PC

TTPT

Fig. 25.5 Exchanger outlet temperature control with cascade sys-

tem

25.3 Cascade Control of
Jacketed Reactor

The choice of slave variable is not always straight-
forward. Consider the jacketed stirred tank reac-
tor of Figure 25.6. Reagents flow into the reactor
and displace products through the overflow at the

same rate. The reaction is exothermic, heat being
removedby cooling water being circulated through
the jacket. Reactor temperature is controlled by a
conventional feedback loop which manipulates the
flow of water.

Water

Reagents TC

Fig. 25.6 Simple feedback of temperature in jacketed reactor

This scheme has a poor response because of the
sluggish dynamics of both the reactor and its
jacket. In particular, any disturbance in the cooling
water supply pressure will cause a change in jacket
temperature which, eventually, will affect the re-
actor temperature. Only when the reactor temper-
ature moves away from its set point can the con-
troller start to compensate for the disturbance.Sig-
nificant errors occur before compensation is com-
plete.This is a classical application for cascade con-
trol. There is a choice of three slave loops using ei-
ther the water flowrate, pressure or temperature as
the controlled variable, as depicted in Figures 25.7,
25.8 and 25.9 respectively.

• Flowrate: use of water flowrate as the slave vari-
able is essentially the same as in the example
of the boiler drum level control scheme of Fig-
ure 25.2. The slave loop specifically rejects dis-
turbances in water flow rate due to changes in
its supply pressure. The slave loop has a fast re-
sponse since it is dependant only upon the hy-
drodynamics of the water system and the dy-
namics of the instrumentation and valve.

• Pressure: use of the jacket pressure as the slave
variable also specifically rejects disturbances in
water flow rate and has a fast response. How-
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TC FC

Fig. 25.7 Cascade control of reactor: jacket water flowrate as

slave loop

TC PC

Fig. 25.8 Cascade control of reactor: jacket water pressure as

slave loop

TC TCFP, TP1

TP0

FW, TW1, PW

θP0

θW0

uM uS

TW0

Fig. 25.9 Cascade control of reactor: jacket water temperature as

slave loop

ever, the scheme is counter-intuitive and could
confuse the operators:
i. The slave controller must be reverse acting.

For example, following an increase in supply
pressure the jacket pressure rises and the con-
troller opens the valve.Assuming most of the
resistance to flow is due to the jacket and the
pipework upstream of the valve, opening the
valve increases the flow and the pressure drop
across the fixed resistances. Hence the jacket
pressure falls. One would intuitively expect
to close the valve to counter the effect of an
increase in supply pressure.

ii. The master loop must be forward acting.
Thus, following an increase in reactor tem-
perature, the master controller reduces the
set point of the slave controller. This results
in the valve opening thereby thereby giving
the increase in cooling water necessary to
counter the temperature.

It would be bad practice to use this scheme given
that there are viable alternatives.

• Temperature: as can be seen from the corre-
sponding block diagram of Figure 25.10, use of
jacket temperature TW0 as the slave variable re-
jects disturbances in water temperature TW1 as
well as disturbances in water flowrate FW due
to changes in supply pressure PW. Disturbances
in the temperature TP1 and flowrate FP of the
reagents feed stream are handled by the master
loop.

It is evident that the dynamics of the plant have
been split, the reactor is still in the master loop
but the jacket has been shifted into the slave loop.
The response of this slave loop is relatively slow
since it is dominatedby the thermodynamicsof the
jacket. However, this is not necessarily a disadvan-
tage,provided the slave loop’s response is still faster
than that of the master. Indeed, shifting the jacket’s
dynamics into the slave loop makes for better con-
trol of the master loop. Note that there are impor-
tant interactionsbetween the reactor and jacket so,
strictly speaking, they cannot be split as described.
The details of this are omitted here for simplicity,
but are considered quantitatively in Chapter 85.
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Fig. 25.10 Block diagram of cascade system with jacket temperature as slave loop

25.4 Implementation

Without doubt cascade control can bring about
substantial improvements in the quality of con-
trol. However, the benefits are critically dependant
upon proper implementation. The control scheme
should be designed to target specific disturbances.
If possible choose slave loops that reject distur-
bances from more than one source. It is essen-
tial that the slave loop’s dynamics are significantly
faster the master loop’s to minimise the effects of
interactions between the loops.As a rule of thumb,
the dominant time constant in the slave loop must
be less than one third of the dominant time con-
stant in the master loop.

Because of the interactions between the loops,
any non-linearity introduced by the slave loop will
have an adverse effect on the behaviour of the mas-
ter loop. The slave loop should not introduce non-
linearity.It is particularly important when the slave
loop is controlling flow that square root extraction
is used.

When tuning the controllers, the basic strategy
is to tune the inner loop first. Switching the master
controller into its manual mode effectively discon-

nects the two loops. By applying step changes to
the master controller output, the slave loop can be
tuned using the continuous cycling method.Alter-
natively, by switching the slave loop into its man-
ual mode, it can be tuned by the reaction curve
method. Once the slave loop has been tuned, it can
be switched into its automatic mode and the mas-
ter loop tuned in the conventional way.In effect, the
slave loop is treated as if it were any other element
whilst tuning the master loop. It may be necessary
to slightly detune the slave loop if its dynamics
propagate into the master loop to the extent that
the interactions adversely affect the master loop’s
performance.

If analogue single loop controllers are being
used, remember that the slave controller is phys-
ically different to the master controller. The slave
controller requires an input for a remote, or exter-
nal,set point signal whereas the master controller’s
set point is local and adjusted manually.

It wouldappear that cascade control ismore ex-
pensive than conventional feedback.It certainly re-
quires an additional slave measurement, although
it is often the case that the measurement is prob-
ably being made anyway, or ought to be if the dis-
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turbances are significant. Otherwise, the only ad-
ditional costs are for an extra analogue input chan-
nel and additional function blocks. If a DCS, PLC
or modern digital SLC is being used, it will support
all of the functionalitynecessary for handling both

the master and slave controllers. As far as the out-
put channel is concerned, the same I/P converter,
valve and actuator are used for cascade control as
would be otherwise.So there truly is relatively little
extra cost.
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26.1 Scaling Approach

26.2 Direct Approach

26.3 Indirect Approach

26.4 Comments

Ratio control is another control strategy com-
monly used in the process industries. It is used
when the flow rates of two or more streams must
be held in proportion to each other. Typical appli-
cations are in blending , combustion and reactor
feed control systems. There are essentially three
approaches, one is based upon the simple scaling
of signals and the other two are based upon the
PID controller. In the latter cases, the ratio may be
controlled either directly using a proprietary ra-
tio controller or else indirectly by means of a ratio
station with a conventional controller.All three ap-
proaches are discussed. A good treatment of ratio
control is given by Shinsky (1996).

26.1 Scaling Approach
Consider Figure 26.1 in which streamA is wild and
stream B is manipulated to keep it in proportion to
stream A. Assume that the flow transmitter is cal-
ibrated for the full range of the manipulated flow.
Also assume that the valve is carefully sized such
that its full range of flow corresponds to that of
the manipulated flow. The flow transmitter output
may be applied via an I/P converter directly to the
valve to achieve the desired ratio control. This is
a simple and effective means of ratio control, but
is critically dependant upon the linearity of the el-
ements. The flow transmitter may require square
root extraction, and the control valve must have a
linear installed characteristic.

A B

FT FY

√

Fig. 26.1 Simple scaling approach to ratio control

In practice it is unlikely that the valve could be
sized such that the ranges of the wild and manipu-
lated flows are exactly in the desired ratio.A scaling
factor is therefore necessary. This can be realised
by changing the calibration of the flow transmitter,
or by fitting a positioner to the valve and adjusting
its range. An alternative is to use a so-called ratio
station, as depicted in Figure 26.2.

A B

FT FYFFY

√

Fig. 26.2 Scaling approach with a ratio station

The ratio station, denoted by the code FFY, is sim-
ply a device for applying a user definable scaling
factor K to a signal. For example, if the station’s
I/O are 4–20 mA signals, then its operation is de-
scribed by:

�0 = 4 + K (�1 − 4)
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Care has to be taken in deciding what scaling
factor to apply. It depends on the calibrations of
the transmitter, valve and/or positioner.Also, if the
signals are within a digital system, they may well
have been scaled into engineering units too.

26.2 Direct Approach
An example of the direct approach is given in Fig-
ure 26.3. Again stream A is assumed to be wild.
Both flow rates are measured. The ratio controller
FFC manipulates the flowrate of stream B to pro-
duce the desired ratio of B to A. Note that the ratio
control loop rejects disturbances in stream B due
to changes in supply pressure PS.

FT FFC

FT

AF

BF

FY

uAθ

Bθ
√

√

Fig. 26.3 Direct approach to ratio control

Assuming 4–20 mA signals, the ratio is calculated
according to:

RM =
(�B − 4)

(�A − 4)

This measured ratio is then compared with the de-
sired (reference) ratio RR and an error signal e
is generated. The ratio controller operates on the
error to produce an output signal u. The block di-
agram is given in Figure 26.4.

Most proprietary ratio controllers physically
combine the division, comparison and control
functions into a single unit. Thus a ratio controller
has two measured value inputs and one output sig-
nal. Typically the ratio of the measured values is
displayed on the faceplate alongside the manually
set desired ratio. In most other respects a ratio
controller is much the same as a conventional 3-
term controller. For example, it provides P, I and
D actions, has a forward/reverse action switch and
supports bothautomatic and manual modes of op-
eration.

To the extent that each involves two measured
values and one output signal, it is easy to con-
fuse the P&I diagrams of ratio and cascade control
schemes. For example, notwithstanding the fact
that the processes are different, the ratio scheme
of Figure 26.3 looks similar to the cascade scheme
of Figure 25.2. However, comparison of the corre-
sponding block diagrams reveals that their struc-
tures are fundamentally different.
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Fig. 26.4 Block diagram of direct approach to ratio control
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Fig. 26.5 Direct approach with temperature and pressure com-

pensation

Ratio control of gas flows subject to changes in
operating conditions may well require pressure
and/or temperature correction, as depicted in Fig-
ure 26.5. In these circumstances it is best to cal-
culate the mass flow rate of each stream, and to
control the ratio of the mass flow rates. However,
bearing in mind the scope for calibration and mea-

surement errors, and their potential impact on the
ratio calculated, the flow changes must be fairly
significant to justify the increased complexity.

26.3 Indirect Approach
The indirect approach is both simple and effective,
an example is given in Figure 26.6.
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Fig. 26.6 Indirect approach to ratio control

The measured value �A of the flowrate of wild
stream A is operated on by the ratio station. As-
suming 4–20 mA signals it calculates the desired
value �R for the flowrate of stream B according to
the equation:
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Fig. 26.7 Block diagram of indirect approach to ratio control
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�R = 4 + RR (�A − 4)

where RR is the desired (reference) ratio. A con-
ventional feedback loop is then used to control the
flowrate of stream B against this set point, as de-
picted in the block diagram in Figure 26.7. Note
again the rejection of disturbances in stream B.

26.4 Comments
The direct approach is commonly used through-
out industry although, on two different counts, the
indirect method is superior. First, with the direct
ratio scheme there is the potential for zero divi-
sion by �A giving rise to indeterminate ratios. This
is particularly problematic with low flows: errors
in the flow measurement become disproportion-
ate and lead to very poor quality ratio control.This
can also be a problem if ratio control is used as part

of a model based control strategy involving devia-
tion variables.The problem does not arise with the
indirect ratio scheme because �A is multiplied.

Second, there is the question of sensitivity of
the error to changes in the wild flow. Inspection of
Figure 26.4 reveals that the sensitivity of the direct
scheme is:

de
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∣
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whereas inspection of Figure 26.7 reveals that the
sensitivity of the indirect scheme is:
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Clearly there is a linearity issue. The lower the
flow the greater the sensitivity of the direct ratio
scheme, whereas the indirect scheme’s sensitivity
is constant.
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27.3 Feedforward Control

27.4 Feedforward Control of a Heat Exchanger

27.5 Implementation Issues

27.6 Comments
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The inherent limitation of feedback control is that
it is retrospective. A feedback controller can only
respond to disturbances once they have affected
the controlled variable. For many processes this
does not matter unduly. However, when the distur-
bances are large, or where the process dynamics
are sluggish, feedback control results in significant
and sustained errors. Using cascade control to re-
ject specific disturbances can produce substantial
improvements in performance. However, control
is still retrospective. Ratio control is different. It
responds to changes in one variable by adjusting
another to keep them in proportion. In a sense it is
anticipating the process needs and is a particular
case of feedforward control.

What feedforward control offers is the prospect
of control action which anticipates the effect of
disturbances on the process and compensates for
them in advance. This chapter develops the con-
cept of feedforward control, considers some of its
limitations, and introduces its implementation.

27.1 Feedforward
Compensation

Consider a process and its load, with steady state
gains of K1 and K2 respectively, as depicted in Fig-

ure 27.1. Suppose that the dynamics are negligible.
Let �0, �1 and �2 be the controlled, disturbance and
manipulated variables in deviation form.

Process

Load

+
+

1θ

0θ2θ

Fig. 27.1 Block diagram of process and its load

To compensate for changes in �1 a feedforward el-
ement of gain KF may be introduced, as depicted
in Figure 27.2.

+
+

1θ

0θ2θ +
+

1K

2K

FK

Fig. 27.2 Process and load with feedforward compensation

Steady state analysis yields:

�0 = K1.�1 + K2. (KF.�1 + �2)

= (K1 + K2.KF) �1 + K2.�2

For ideal disturbance rejection, changes in �1 have
no effect on �0 such that
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�0 = K2.�2

To satisfy this criterion it is necessary for:

(K1 + K2.KF) �1 = 0

Since �1 cannot be assumed to be zero, it follows
that:

KF = −K1/K2

In effect, the feedforward path is creating an in-
verse signal which will cancel out the effect of the
load operating on the disturbance. Any practical
implementation of this feedforward compensation
requires a measurement of �1 and some means of
applying the compensation. Let KT, KI and KV be
the steady state gains of the measuring element,
I/P converter and control valve as depicted in Fig-
ure 27.3. It is now appropriate to consider �2 as
being the output of a conventional controller and
F2 as the manipulated variable.
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+
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0θ2θ +
+
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2K

TKFK

VKIK
2F

Fig. 27.3 Practical implementation of feedforward compensation

A similar steady state analysis to the above yields:

KF = −K1/ (KT.KI.KV.K2) (27.1)

It is necessary that the values of these steady state
gains are known. K1 and K2 may be determined ei-
ther empirically or theoretically. KT, KI and KV are
known by specification and/or calibration. How-
ever, any inaccuracies will lead to a steady state
offset in �0 in the event of a change in �1. The sig-
nificance of this should not be underestimated.

27.2 Dynamic Compensation
It is unrealistic to ignore the dynamics of the pro-
cess and load. Indeed, it is largely because of their

dynamics that feedforward compensation is being
considered. Whereas the gains of the various ele-
ments are relatively easy to establish, their dynam-
ics are not.This is especially true ofthe process and
load.Whilst the structureof their dynamic models
may be determined from first principles, it is of-
ten difficult to predict the values of the parameters
involved with any confidence. Therefore, in prac-
tice, it is usual to separate out the steady state gain
from the dynamics, and to have two feedforward
compensation terms as depicted in Figure 27.4.

Process

Load

+
+

1θ

0θ

Meas’t

ValveI/P

      Gain

compensation

   Dynamic

compensation

2θ +
+ F2

Fig. 27.4 Distinction between gain and dynamic compensation

The steady state feedforward gain is as defined by
Equation 27.1. By a similar argument, assuming
that the dynamics of the instrumentation is in-
significant, the dynamic compensation term C(s)
is the ratio of the dynamics of the load L(s) to those
of the process P(s).

C(s) =
L(s)

P(s)

The Laplace notation used here, necessary for ar-
ticulating the dynamics, is explained in detail in
Chapters 70 and 71. If the process and load dy-
namics are the same, which is often the case, they
cancel and there isno need for dynamic compensa-
tion. Otherwise, the dynamic compensation term
consists of time lags, leads and delay terms, such
that its structure corresponds to the required dy-
namic ratio C(s). The parameters of the dynamic
compensation term are then tuned empirically.

Because of the scope for offset due to errors
in the values of the various steady state gains, and
the approximate nature of the dynamic term, feed-
forward compensation is seldom used in isolation.
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Fig. 27.5 Feedforward compensation grafted onto a PID loop

The most common strategy is to use it in conjunc-
tion with a conventional 3-term feedback control
loop as depicted in Figure 27.5. The feedback loop
will eliminateoffset due to inaccuracies in the feed-
forward compensation, handle residual dynamic
errors, and correct for other disturbances.

A practical example of the use of feedforward com-
pensation in the control of a distillation column is
depicted in Figure 27.6. It is used in conjunction
with a cascade system which controls the compo-
sition in thebottomof the column by manipulating
the flow of steam into the reboiler, steam pressure
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MP

SP

Su

DPSF

MT

Fig. 27.6 P&I diagram of feedforward compensation for distillation column
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being the slave variable. The feedforward compen-
sation varies the boil-up rate in anticipation of the
effects of changes in the column feed rate by apply-
ing a bias to the set point of the slave loop.The cor-
responding block diagram is given in Figure 27.7.

27.3 Feedforward Control
Alternatively, the feedforward control can incor-
porate the set point function, as depicted in Fig-
ure 27.8. The use of the set point as an input to the
feedforward calculation is what distinguishes feed-
forward control from feedforward compensation.
Indeed, it is the litmus test.

In practice, feedforward control as depicted in
Figure 27.8 is seldom used in isolation because of
the problems of offset and the need to handle other
disturbances. The most common strategy is to use
it in conjunction with a conventional 3-term feed-
back control loop as depicted in Figure 27.9. This
feedback loop is analogous to the slave loop used
in cascade control. Note that the steady state and
dynamic compensation have again been separated
out.
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Fig. 27.8 Process and load with feedforward calculation
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Fig. 27.9 Feedforward control grafted onto a PID controller
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27.4 Feedforward Control of a
Heat Exchanger

The practicalities of feedforward control are per-
haps best illustrated by means of an example.Con-
sider the heating up of a process stream on the tube
side of an exchanger by the condensation of steam
on its shell side, as depicted in Figure 27.10.

1T,F 0T

ST

s/t

Fig. 27.10 Steam heated shell and tube exchanger

A steady state heat balance across the exchanger
gives

Q = U.A.Tm = F.�.cp (T0 − T1)

However, the log mean temperature difference is
given by

Tm =
T0 − T1

ln

(

TS − T1

TS − T0

)

Hence
TS − T1

TS − T0
= exp

(

UA

F�cp

)

Assume that all the resistance to heat transfer is
due to the tube side film coefficient.From the Dit-
tus Boelter correlation, the overall coefficient may
be approximated by

U ≈ kF0.8

Also, for saturated steam and water,

TS ≈ mPS

Hence

PS ≈
T1 − T0. exp

(

kA

�cpF0.2

)

m

[

1 − exp

(

kA

�cpF0.2

)]

This equation is, in effect, the steady state model
of the process. For implementation as a feedfor-
ward controller, the outlet temperature T0, which
is arbitrary, may be replaced by its desired value
TR. The inlet temperature T1 and flow rate F may
be replaced by their measured values TM and FM

respectively. The equation explicitly calculates the
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S/T
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RP

RT

FT
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MPMT
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Fig. 27.11 P&I diagram of feedforward control of heat exchanger
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necessary steam pressure, which becomes the set
point PR for a conventional feedback control loop:

PR ≈
TM − TR exp

(

kA

�cpFM
0.2

)

m

[

1 − exp

(

kA

�cpFM
0.2

)] (27.2)

This control scheme is shown in P&I diagram
form in Figure 27.11 and the corresponding block
diagram is shown in Figure 27.12.

27.5 Implementation Issues
Inaccuracy is the prime source of difficulty in im-
plementing feedforward control. Any errors in the
temperature and flow measurements will be prop-
agated into the derived steam pressure set point
through Equation 27.2. More fundamental though
is the accuracy of Equation 27.2 itself. A model of
the process has been developed. Various assump-
tions and approximations have been made. Even if
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Fig. 27.13 P&I diagram of feedforward control with set point trimming
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these are all correct, it is unlikely that accurate val-
ues are available for the parameters of the model.
Furthermore, the model is steady state and ignores
the dynamics of the process. Dynamic compensa-
tion by means of time lags, leads and delay terms
is, at best, approximate.

There is likely, therefore, tobe significant offset
in the outlet temperature. This is best handled by
another controller which trims the system. Trim-
ming can be achieved by various means: in this
case a bias is applied to the set point of the steam
pressure control loop, as shown in Figure 27.13.

27.6 Comments
Feedforward control is not an easy option. Devel-
oping the model requires both experience and un-
derstanding of the process. There are major prob-
lems due to inaccuracy. Only specific disturbances
are rejected. This results in feedforward control
having to be used in conjunction with other loops.
The outcome is that the control schemes are com-
plex, some would say unnecessarily so. Finding the
optimum form of dynamic compensation and tun-
ing the loops is not easy.Nevertheless, it does work
anddoesproducebenefits.There aremany feedfor-
ward control schemes in operation throughout the

process industries. Modern control systems sup-
port all the functionality necessary for their im-
plementation.

27.7 Nomenclature
A mean surface area m2

of tubes
cp specific heat kJ kg−1 K−1

F flow rate m3 s−1

k coefficient kJ s−0.2 m−4.4 K−1

m coefficient ◦C bar−1

� density kg m−3

P pressure bar
Q rate of heat transfer kW
T temperature ◦C
U overall heat kW m−2 K−1

transfer coefficient

Subscripts

M measured
m logarithmic mean
R reference
S shell side steam
1 tube side inlet
0 tube side outlet
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28.6 Nomenclature

On-off control, sometimes referred to as bang-
bang control, is conceptually the same thing as
proportional control, as described in Chapter 22,
with a high controller gain. It is characterised by
very small, but finite, errors causing the controller
output to switchbetween maximumand minimum
output according to the sign of the error. The re-
sponse of a forward acting on-off controller to a
sawtooth error is depicted in Figure 28.1.

e

t

u

t

Fig. 28.1 Response of on-off controller to sawtooth error

28.1 On-Off Cycling
It is seldom that a proportional controller per se is
used for on-off control. Much more typical is the
use of amplifiers and relays in simple thermostats.
On-off control is surprisingly common for simple,
non-critical applications. There is more to it than
meets the eye though.

Consider a tank containing a liquid whose tem-
perature is thermostatically controlled as depicted
in Figure 28.2.

Fig. 28.2 Tank with thermostat

Depending on the temperature of the liquid in the
tank, the power supply is either connected to or
disconnected from the heating element. This re-
sults in the temperature cycling about the set point
�R within a narrow band ā�, as depicted in Fig-
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θ’
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OFF

cooling curve
heating curve
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θP

t

ton toff

tc
Δθ

Fig. 28.3 Heating and cooling curves for tank contents

ure 28.3. Sinceā� is small, the sections of the heat-
ing and cooling curves may be approximated by
straight lines.

28.2 On and Off Curves
Consider the heating curve. If the heater is
switched on,assuming that the liquid is well mixed
and that there are no heat losses due to evapora-
tion, then an unsteady state heat balance for the
contents of the vessel gives:

M.cp
d�P

dt
= W − U.A.�P

where � is measured relative to ambient temper-
ature. This is a first order system, of the type de-
scribed in Chapter 69, whose response is of the
form:

�P =
W

UA

⎛

⎜

⎝
1 − e

−UA

Mcp
t
⎞

⎟

⎠

If t → ∞ then �P → � ′ =
W

U.A
. Defining the time

constant TP =
M.cp

U.A
yields:

�P = � ′.
(

1 − e−t/TP
)

The slope of the heating curve is thus:

d�P

dt
=

� ′

TP
.e−t/TP =

� ′ − �P

TP

Let �P be the mean value of �P within the band ā�.
Thus, within ā�:

d�P

dt

∣

∣

∣

∣

on

≈ � ′ − �P

TP
(28.1)

Now consider the cooling curve. If the heater is
switched off, then an unsteady state heat balance
for the contents of the vessel gives:

M.cp
d�P

dt
= −U.A.�P

This too is a first-order system, whose response is
of the form:

�P = � ′.e−t/TP
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The slope of the cooling curve is thus:

d�P

dt
=

−� ′

TP
.e−t/TP =

−�P

TP

So, for values of �P within the band ā�:

d�P

dt

∣

∣

∣

∣

off

≈ −�P

TP
(28.2)

28.3 Lag Effects
A section of the sawtooth of Figure 28.3 is repro-
duced in Figure 28.4.

The controller period tC is the sum of the ton

and toff times. Thus:

tC =
1

d�P

dt

∣

∣

∣

∣

on

.ā� +
1

d�P

dt

∣

∣

∣

∣

off

.ā�

Substituting from Equations 28.1 and 28.2 gives:

tC =
� ′.TP.ā�

�P.
(

� ′ − �P

) (28.3)

Themeasured temperature�M lagsbehind the tank
temperature by the time constant TM of the mea-
suring element. Because of mechanical backlash
in the switches, hysteresis, stiction, etc., the heater
state will not change from on to off and vice versa
until there exists a finite error about the set point.
The corresponding band of measured temperature
is called the differential gap ā�M .

From Figure 28.4 it can be seen that:

ā� = ā�M +
d�p

dt

∣

∣

∣

∣

on

.TM +
d�p

dt

∣

∣

∣

∣

off

.TM

Substituting from Equations 28.1 and 28.2 gives:

ā� = ā�M +
TM

TP
.� ′ (28.4)

The mean tank temperature is half way across ā�:

�P = �B +
ā�

2
= �B +

ā�M

2
+

TM

2.TP
.� ′

Assume that the backlash, etc., is symmetrical
about the set point �R:

�R = �B +
d�P

dt

∣

∣

∣

∣

off

.TM +
ā�M

2
= �B +

TM

TP
.�P +

ā�M

2

Δθ

ΔθM

measured temp’r

liquor temp’r

ton

toff

TM

TM

Fig. 28.4 On and off sections of sawtooth
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For on-off control the offset is defined to be the
difference �P − �R, whence:

Offset = �P − �R ≡ TM

TP
.

(

� ′

2
− �P

)

(28.5)

28.4 Worked Example
The temperature of the liquid in a tank is con-
trolled by an on-off controller. The trend diagram
indicates that if the set point is 65◦C then the on-
time is 249 s, the off-time is 150 s and the differen-
tial gap is 1.5◦C. If the heater is left switched on the
temperature reaches 95◦C eventually. What is the
temperature variation in the tank?

ā�M = 1.5◦C, ton = 249 s and toff = 150 s.

Assume an ambient temperature of 15◦C:

�R = 65 − 15 = 50◦C and � ′ = 95 − 15 = 80◦C.

From the slopes of the heating and cooling curves,
Equations 28.1 and 28.2:

ā� =
� ′ − �̄P

TP
.ton =

�̄P

TP
.toff

Substituting values:
(

80 − �̄P

)

.249 = �̄P.150

whence �̄P = 49.9248
From the definition of offset, Equation 28.5:

�P − �R ≡ TM

TP
.

(

� ′

2
− �P

)

−0.0752 ≡ TM

TP
. − 9.925

whence
TM

TP
= 0.007577

Substituting into Equation 28.4 gives:

ā� = ā�M +
TM

TP
.� ′ = 1.5 + 0.007577 × 80 = 2.106

Hence temperature variation in the tank is approx-
imately 2◦C.

28.5 Comments
Most on-off systems operate with a relatively large
cycle time and deviation. A long cycle time gives
rise to large deviations in the controlled variable,
whereas a short cycle time may cause excessive
wear on the relays, actuators, etc. Thus there is a
trade off between cycle time and deviation.

Equations 28.3–28.5 give the relationships be-
tween the cycle time, width of the band and its
mean, the differential gap, set point, offset and
time lags. To achieve a narrow band requires min-
imal backlash, etc., and a fast measurement, i.e.
TM ≪ TP.

There will be no offset when � ′ = 2 �P in which
case:

d�P

dt

∣

∣

∣

∣

on

=
d�P

dt

∣

∣

∣

∣

off

=
� ′

2 TP

The on and off times will be equal when the slopes
of the on and off curves are the same.

28.6 Nomenclature
A effective surface area m2

cP specific heat kJ kg−1 K−1

M mass of contents of vessel kg
t time s
T time constant s
U overall heat transfer kW m−2 K−1

coefficient
W heater power kW
� temperature ◦C

Subscripts

B ase position
C controller
M measurement
P process
R set point
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Sequence control is used extensively throughout
the process industries. It is concerned with opera-
tions that are sequential, or discontinuous, in na-
ture. Some examples of situations where sequence
control would be used are as follows:

• Transferring reagents from one vessel to another
• Progressing operations in a batch reactor
• Automatic start-up of plant
• Emergency shut-down of plant

These operations are typically characterised by:

• Manipulation of discrete I/O signals
• Time-ordered sets of events and actions
• Logic which is conditional upon plant and/or

process status
• Integration of sequential andcontinuous control

functions

Automatic sequence control is realised by means of
sequences which are, in effect, programs. In terms
of implementation, sequence control was histor-
ically realised by means of hard wired logic el-
ements, such as pneumatic relays and gates, but
nowadays it is invariably software based and re-
alised by means of a PLC or DCS.

This chapter introduces the concepts of se-
quence control and the issues involved in its im-

plementation, the emphasis being on sequence de-
sign and using the IEC-61131 (part 3) sequential
function chart (SFC) language. This provides the
basis for Chapter 37 on batch process control.

29.1 A Charging Operation
A charging operation is used as a vehicle to intro-
duce the concepts. Consider the plant depicted in
Figure 29.1, the objective being to transfer reagent
under gravity from the charge vessel into the agi-
tated process vessel and to start heating it.

A simple sequence to realise this may be as de-
picted in flow chart form, referred to as a sequence
flow diagram (SFD), in Figure 29.2.

In essence, the operation consists of switching
the isolating valves, agitator motor and tempera-
ture control loop in an appropriate order.Analogue
input signals for level and weight provide informa-
tion about plant conditions.

• First, the level in the process vessel LT52 is
checked against some maximum value LMAX
to ensure that there is sufficient space for the
charge. If not, a message that the level is too high
is displayed for the operator and the sequence
aborted.
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Fig. 29.1 Charging system comprising charge and process vessels

• Next the weight of the charge vessel WT53
is checked against some minimum quantity
WMIN to ensure there is sufficient reagent for
a full charge. If not, the operator is alerted to the
situation and the sequence aborted.

• Then the process vessel drain valve YS47 is
closed prior to charging: there is no point in
charging to drain! It is good practice in sequence
design to close the valve,even if it should already
be closed, because some other previous opera-
tion could have left it open.

• Provided the level and weight are both accept-
able, the vent valve YS48 is opened to equalise
pressure during transfer, otherwise the process
vessel could become pressurised and the charge
vessel evacuated, both of which would inhibit
the transfer.

• The initial weight WBEG of the charge vessel
is noted, and the transfer valve YS50 opened to
enable reagent to flow under gravity.

• Charging proceeds until the decrease in weight
of the charge vessel reaches the required charge
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WREQ,at which point both the transfer and vent
valves are returned to their initial closed state.

• The agitator YS49 is then started, the set point
of the temperature control loop TC51 is set to its
desired value TDES and the loop switched into
its automatic mode.

Further thought will reveal that there is much
scope for making the sequence more robust. For
example:

• Presumably there is an inlet pipe and isolating
valve to the charge vessel. It would be sensible to
make sure that this stays shut during the charge
operation.

• The transfer pipe and valve could well be part
of an inlet manifold interconnecting with other
charge and process vessels, in which case it
would be necessary to isolate the required trans-
fer route during the charge operation.

• When an isolating valve is closed or the agitator
started, it would be sensible to check that the ac-
tion has indeed occurred. This may be achieved
by means of a technique, known as discrepancy
checking, which is explained in detail in Chap-
ter 46.

• The reagent could be charged in increments, de-
creasing in size as WREQ is reached. Allowing
for the “in flight” reagent potentially makes for
more accurate charging.

• If the process vessel overfills, a level alarm could
be activated.

• If the weight in the charge vessel is too low then,
rather than defaulting to the endof the sequence,
it might be better to provide the operator with
some options such as filling up the charge ves-
sel or making a batch of product with a smaller
charge.

• Given that the increase in level should corre-
spond to the weight charged, there is scope for
cross checking the weight and level measure-
ments and stopping the sequence if there is an
inconsistency.

Nevertheless, the sequence as it stands has suffi-
cient complexity to demonstrate the essential prin-
ciples.

Is WT53 > WBEG-WREQ?

Set TC51 set point = TDES

Set TC51 mode = AUTO

Set WBEG = WT53

Close YS50

Close YS47

Close YS48

Open YS50

Open YS48

Start YS49

Stop

Start

Is LT52 ≥ LMAX?

N

N

N

Y

Y

Y

“Level too high 

“Weight too low 

Is WT53 ≥ WMIN?

„

„

Fig. 29.2 Sequence flow diagram of charging operation
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29.2 Simple Sequence
The structured text equivalent of the sequence of
Figure 29.2 is depicted in Program 29.1 and is
largely self explanatory.

Program 29.1. Structured text equivalent of sequence flow dia-

gram

program CHARGE

var_input

LT52 at %IW52: real;

WT53 at %IW53: real;

end_var

var_output

YS47 at %QX47: bool;

YS48 at %QX48: bool;

YS49 at %QX49: bool;

YS50 at %QX50: bool;

end_var

var_external

LMAX, WMIN, WREQ, TDES: real;

TC51: PID;

end_var

var

WBEG, WDIF: real;

MESSAGE_1: string:=‘$n LEVEL TOO HIGH $r’

MESSAGE_2: string:=‘$n WEIGHT TOO LOW $r’

end_var

if LT52 ge LMAX then

MESSAGE_1

elsif WT53 le WMIN then

MESSAGE_2

else

YS47:= 0;

YS48:= 1;

WBEG:= WT53;

YS50:= 1;

repeat

WDIF:= WBEG - WT53;

until WDIF ge WREQ

end_repeat

YS50:= 0;

YS48:= 0;

YS49:= 1;

TC51.SP:= TDES;

TC51.ST:= 1;

end_if

end_program

CHARGE

LT52 >= LMAX?

CONTINUE

MESSAGE1

END

WT53 <= WMIN?

CONTINUE

MESSAGE2

ENDYS47 = 0, YS48 = 1

WTBEG = WT53

YS50 = 1
WTDIF = WTBEG-WT53

WTDIF >= WTREQ?

YS50 = YS48 = 0

YS49 = 1

TC51.SP = TDES

TC51.ST =1

END

y

n

y

n

y

n

Fig. 29.3 Decision tree for sequence of charging operation
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Note that the analogue measurements are declared
as input variables and the discrete signals are
declared as outputs, and that the tag numbers
are used to uniquely relate the variables to their
database locations and I/O channels.

Also note that the temperature measurement
and the output to the steam control valve have been
configured into the loop TC51. This is assumed to
have been declared globally as being of the func-
tion block type PID so, within this program, has
to be accessed as an external variable. The loop
set point TC51.SP and its status TC51.ST, being pa-
rameters of TC51, do not need to be declared sepa-
rately. The realisation of an analogue control loop
by means of configuration is described in detail in
Chapters 44 and 48.

29.3 Decision Trees and Tables
The SFD of Figure 29.2 is depicted in the form
of a decision tree in Figure 29.3 on page 198 and,
notwithstanding initialisation, is equivalent to Pro-
gram 29.1. Decision trees are a fairly compact way
of representing logic and are relatively easy to un-
derstand.

The corresponding decision table is depicted
in Table 29.1. In essence, each column corresponds
to a production rule. If the conditions specified
in the upper part of a column are satisfied, then
the actions specified in the lower part are realised.
At each sampling instant, the system attempts to
fire all the rules. By design, sequence progression
starts with the left hand column and moves across

Table 29.1 Decision table for sequence of charging operation

Rules

Conditions 1 2 3 4 5 6 7 8

BEGIN=1 Y

END=1 N N N N N N N

TRANSFER=1 N Y Y

DONE=1 N Y

LT52 ≥ LMAX Y

WT53 ≤ WMIN Y

WDIF ≥ WREQ N Y

TC51.ST=1 Y

Actions

BEGIN=0 Y

END=0 Y N N N

TRANSFER=0 Y N Y

DONE=0 Y N

MESSAGE 1 Y

MESSAGE 2 Y

YS47=0 Y Y

YS48=0 Y N Y

YS49=0 Y N

YS50=0 Y N Y

WBEG=WT53 Y

WDIF=WBEG-WT53 Y Y

TC51.ST=0 Y N

TC51.SP=TDES Y
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the table rightwards. Note that additional flags
have been introduced to handle the branching and
looping. Decision tables enable logic to be docu-
mented in a very compact form but are not very
understandable.

Whilst decision trees and tables are relatively
common in the manufacturing industries, they are
seldom used in the process sector.

29.4 Parameter Lists
In the above sequence, the tag numbers and the
charging data are embedded within the sequence.
Whilst this makes for clarity and simplicity, it is
somewhat inflexible. If a different quantity was to
be charged, or a different pair of charge and pro-
cess vessels was to be used,all the tag numbers and
data in the sequence would have to be changed. In
effect, another identical sequence is required, but
with different tags and data.

An alternative approach uses parameter lists
and indirect addressing. All the plant and process
specific data is separated out from the sequence
and included in parameter lists. The sequence is
designed to be generic. Then, according to the re-
quirements for a particular charging operation,the
sequence is interpreted in relation to the relevant
parameter lists.

Suppose there are two parameter lists, an A list
for addresses (tag numbers) and a B list for batch

(operational) data, created with the array data type
construct as follows:

type A:

array [1..5] of bool;

array [6..8] of real;

end_type

type B:

array [1..4] of real;

end_type

and variables assigned to the elements as follows:

A[1]:= YS47; B[1]:= LMAX;

A[2]:= YS48; B[2]:= WMIN;

A[3]:= YS49; B[3]:= WREQ;

A[4]:= YS50; B[4]:= TDES;

A[5]:= TC51.ST;

A[6]:= TC51.SP;

A[7]:= LT52;

A[8]:= WT53;

Assuming that the parameter lists are declared and
variables assigned at a higher level (of POU) as ap-
propriate, the corresponding generic sequence is
given in Program 29.2.

Program 29.2. Charging operation with parameter lists

program CHARGE

var_external

A: array;

B: array;

end_var

var

WBEG, WDIF: real;

MESSAGE_1: string:= ‘$n LEVEL TOO HIGH $r’

MESSAGE_2: string:= ‘$n WEIGHT TOO LOW $r’

end_var

if A[7] ge B[1] then

MESSAGE_1

elsif A[8] le B[2] then

MESSAGE_2

else

A[1]:= 0;

A[2]:= 1;

WBEG:= A[8];

A[4]:= 1;

repeat

WDIF:= WBEG - A[8];

until WDIF ge B[3]

end_repeat

A[4]:= 0;

A[2]:= 0;

A[3]:= 1;

A[6]:= B[4];

A[5]:= 1;

end_if

end_program

Note that the parameter lists themselves would be
made generic and instances created and parame-
terised for particular charges. Also note that sep-
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arate C and D lists could have been created too:
typically the C list is of common variables (flags,
integer and string variables) for cross referencing
between sequences and the D list is of data (string
variables) for handling messages.

29.5 Timing Considerations
The statements of a sequence are executed in or-
der,progression being determined by the sequence
logic according to timing constraints. These con-
straints may be explicit, for example in the form of
an instruction to wait for a specified period. More
usually, though, they are implicit and conditional
upon plant status and process conditions.

It is good practice to separate out statements
that are time dependent into distinct “steps”. Also,
when there are branches and/or loops in a se-
quence, it is normal for sequence flow to be forced
to the start of a step. This results in plant and/or
process oriented groupings of statements. They
arise naturally, are relatively self contained, and
are executed as composite groups.

Sequenceprogression is suspendedwhen a step
is encountered.Typically, the sequence waits for an
elapsed time of one second since the start of the
current step before beginning the next step. Thus,
as a sequence is interpreted, its execution is typi-
cally at a maximum rate of one step per second.

The decomposition of a sequence into steps is
depicted in Program 29.3.

Program 29.3. Charging operation decomposed into steps

STEP0 (* Start *)

program CHARGE

STEP1 (* Null *)

if LT52 ge LMAX then

MESSAGE_1

goto STEP5

STEP2 (* Check *)

if WT53 le WMIN then

MESSAGE_2

goto STEP5

STEP3 (* Transfer *)

YS47:= 0;

YS48:= 1;

WBEG:= WT53;

YS50:= 1;

repeat

WDIF:= WBEG - WT53;

until WDIF ge WREQ

end_repeat

YS50:= 0;

YS48:= 0;

STEP4 (* Heat-up *)

YS49:= 1;

TC51.SP:= TDES;

TC51.ST:= 1;

STEP5 (* Stop *)

end_program

Inspection of Program 29.3 reveals that the nested
nature of the original sequence of Programs 29.1
and 29.2 has been replaced with a block struc-
ture. In practice, especially with more complex se-
quences, it is very difficult, and indeed unrealis-
tic, to design them using the so-called nested ap-
proach that is encouraged by advocates of struc-
tured programming. Inevitably, sequences contain
branches, jumps, loops, etc. They are a reflection
of the process logic and plant constraints which
inherently dictate the sequence structure. SFCs,
whose structure comes through the decomposi-
tion of sequences into steps, are a recognition of
this fact.

29.6 Sequential Function Chart
SFCs have evolved via a French standard known as
Grafcet, which was itself based upon a representa-
tion known as the Petri-net. Grafcet describes the
behaviour of a system in terms of states and transi-
tions.SFCs, as defined in IEC 61131,area graphical
means of representing sequences in terms of steps
and the transitions between them. The essential
features of an SFC are as depicted in Figure 29.4
which, apart from the branching, corresponds to
the charge sequence of Program 29.3.
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Start

Null

Check

Transfer

Heatup

Stop

Fig. 29.4 Sequential function chart for charging operation

The steps are shown as rectangular boxes con-
nected by vertical lines. Each connecting line has a
horizontal bar representing a transition.Every SFC
must have one start and one end step, the box of
the start stephaving parallel sides.Two consecutive
steps or transitions are not permitted. Each step in
the sequence must have a unique name. A tran-
sition is triggered by a specific condition which,
when true, causes the step before the transition
to be deactivated and the step that follows to be-
comeactive.Sequence control generally progresses
down the page,but branches can force control back
to previous steps.

Partitioning ofa sequence into steps is very im-
portant, not only from the point of view of the de-
sign, development and testing of the sequence, but
also in relation to its execution.There are two vari-
ables associated with the execution of each step.
The X flag is a Boolean variable set true when the
step becomes active and false when deactivated. It
is used by steps in one sequence to establish the
status of another. The elapsed time variable T is of
the data type time. When a step is activated T is
reset to zero and, whilst active, T is incremented
in real-time. When the step is deactivated T holds
the elapsed time of the step. The T variable is used

for co-ordinating the activities of steps in differ-
ent sequences. Both variables are accessed by dot
extension, i.e. step name.X or step name.T.

Transitions may be triggered by logic tests in
any of the IEC 61131 languages, as depicted in Fig-
ure 29.5.

Check

WT53 gr WMIN

WDIF

GE

EN

WREQ

Transfer

Heatup

Fig. 29.5 SFC indicating transitions being triggered

Steps consist of one or more actions. An action is
depicted as a rectangular box attached to a step.
Each action has a name that is unique to the pro-
gram or function block that contains the SFC. The
action may be described in any of the five IEC
61131-3 languages. Note that this enables one SFC
to contain another. Program 29.4 is the detailed
SFC corresponding to the charge sequence of Fig-
ure 29.4.

Each action has a qualifier that determines
when the action is executed. In the above example
the N qualifier indicates that the outcome of the ac-
tion continues for as long as the step is active, the
S qualifier sets the action until it is explicitly reset,
and the P qualifier causes the action to occur once
only. The full set of qualifiers is listed in Table 29.2.
Note that if no qualifier is specified it defaults to
N. Also attached to an action is an optional “indi-
cator” variable used for annotation purposes. The
indicator is a variable changed by the action and is
used to indicate that the action has completed its
execution.
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Program 29.4. SFC with steps being realised by actions

P

N

S closedrain

YS47: = 0;

noteweight

WBEG: = WT53

dotransfer

YS48: = 1;

YS50: = 1;

WDIF: = WBEG–WT53

P

S startagit

YS49: = 1;

autotemp

TC51.SP: = TDES;

TC51.ST: = 1;

printmess

MESSAGE_2;

P

promptopera

MESSAGE_0;

N

printmess

MESSAGE_1;

P

WTDIF ≥  WTREQ

WT53 > WMIN

LT52 < LMAX LT52 ≥ LMAX

PROMPT = 1

WT53 ≤ WMIN

HEATUP0 T ≥ T # 1S

NULL

CHECK
TOOFULL

NOTENUF

TRANSFER

HEATUP

STOP

START
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Table 29.2 Outcomes of qualifiers for actions

Qualifier Outcome of action

N Held whilst step active

S Held (stored) beyond end of step until reset

R Resets a stored action

L Held for limited period, or until end of step if sooner

D Held after a delay until end of step, unless step finishes first

P Executed once only at start of step

SD Stored and delayed

DS Delayed and stored

SL Stored and limited

29.7 Parallelism
The ability of SFCs to support parallelism is a pre-
requisite for their use in batch process control. It
is possible for there to be two or more transitions
from one step, thereby enabling the sequence to di-
verge to one of a selected number of steps, as has
already been seen in Program 29.4.The branch that
the sequence takes depends on which transition
becomes true first. In the event of two transitions

Start

Step 1

Step 2

Step 3

Step 4

End

B C

D

E

F

A

Fig. 29.6 Parallel path construct used to skip section of SFC

becoming true simultaneously, left to right evalua-
tion isnormal,unless the transitions arenumbered
otherwise. To avoid ambiguity, it is good practice
to ensure that transition conditions in divergent
paths are mutually exclusive.

Divergent paths are used to skip a section of a
sequence, or to branch back to an earlier section,
as depicted in Figures 29.6 and 29.7 respectively. If
necessary, for clarity,arrows can beused to indicate
program flow.

Start

Step 1

Step 2

Step 3

Step 4

End

B

E

C

D

F

A

Fig. 29.7 Parallel path construct used to branch back within SFC
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TrA

TrB

TrC

Step 2 Step 3

Stop

Start

Step 1

Fig. 29.8 Construct for simultaneous divergence and conver-

gence

TrA

TrB

TrH TrI

Step 2

Step 3

Step 4

End

TrF

Step 7

Start

Step 1

TrC

Step 5

TrD TrE

TrG

Step 6

Fig. 29.9 An example of bad SFC design

Parallel lines are used to depict simultaneous di-
vergence and convergence,as shown in Figure 29.8.
Notice the position of the transitions. For simulta-
neousdivergence there is only one transition above
the parallel. Once Transition B becomes true, both
Steps 2 and 3 become active.For simultaneous con-
vergence, both Steps 2 and 3 must be complete be-
fore Transition C can be evaluated.

Certain sequence designs are potentially un-
safe. For example, in the SFC of Figure 29.9, if the

TrA

TrB

TrG

Step 2

Step 3

Step 4

End

TrF

Step 7

Start

Step 1

TrC

Step 5

TrD TrE

Step 6

Fig. 29.10 Another example of bad SFC design

divergent path to Step 6 is taken, sequence con-
trol may progress via Transition G back to Step
1 whilst, say, Step 3 is still active. As execution of
the SFC continues, it is possible for both Steps 2
and 3 in the same sub-sequence to become active,
leading to unpredictable behaviour.

Another example of poor design is depicted in
Figure 29.10. Convergence could not be achieved if
Transitions D and E are mutually exclusive, result-
ing in the sequence getting stuck.

In general, thenumber of sequences that simul-
taneously converge should be the same as the num-
ber that diverged originally. Some systems are ca-
pable of identifying unsafe constructs such as this.
However, great care should be taken in sequence
design, especially when using parallel sequences,
to avoid unpredictable behaviour.

29.8 Top Down Approach
SFCs are hierarchical in that one SFC may contain
another. This enables a top down approach to se-
quence design. They may be written at any level
of abstraction. For example, at a high level they
may be used to capture user requirements or, at a
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low level, to articulate the detailed workings of a
sequence. It is good practice to:

• Use meaningful names for steps, transitions and
actions.

• Partition applications into high level sequences
and low level sub-sequences.

• Use only SFCs at higher levels of design.
• Only use action blocks at lowest levels of design.
• Minimise the interaction between simultaneous

sequences.
• Avoid different sequences manipulating the

same variables.
• Ensure sub-sequences are suspended in an or-

derly manner, i.e. no loose ends.

29.9 Comments
Sequence control is used extensively, both in its
own right and as a basis for batch process control.
The fairly simple example of charging a vessel has
been used to illustrate a number of principles, and

the use of structured text and SFCs for sequence
control has been demonstrated.

An important point to recognise is that the
charging example has focusedon the normal oper-
ational intent. It is relatively easy to think through
how things should work if everything goes accord-
ing to plan.However, there are many potential ways
of deviating from the norm. What happens if the
charge valve sticks open? What if the decrease in
weight doesn’t correspond to the increase in level?
And so on. For the sequence to be robust enough
for operation in practice, these “what if” questions
must be asked within the sequence, and safe hold-
states and recovery options provided to retrieve
the situation by means of branches off into other
sub-sequences.A sobering thought is to appreciate
that the sequencing for handling normal situations
is typically only 20–40% of the total; the other 60–
80% is in providing the recovery options.

The issues of handling contentions, applica-
tions diagnostics and recovery options are intro-
duced in Chapter 37.
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Imagine a plant designed and built without any
controls. Suppose it is then started up by opening
all the valves, turning on the pumps and agitators,
and so on.Would the flows,temperatures and other
process variables settle out asper design? Of course
not. No doubt some sort of equilibrium would be
established, but it is most unlikely that this would
be as intended. Clearly the plant cannot achieve
the desired set of operating conditions on its own.
It has to be driven towards them, and then held
there. That is the function of the control system.

For any process plant there are invariably many
ways of controlling it.Seldom is any single way cor-
rect; it is just that some ways are better than others.
So,deciding what strategies to use and formulating
a control scheme is a question of judgement. Fun-
damental to this is an understanding of how the
process works and a feel for how the items of plant
and equipment interact. In this chapter a rational
approach to determining control strategy is intro-
duced and a methodology for its implementation
developed. This approach is used in subsequent
chapters for formulating control schemes for a se-
lection of items of plant.

30.1 Process of Determination
The steady-state operation of a plant may be de-
scribed by a set of independent steady-state mass
and energy balance equations. The variables in-
volved in these equations are said to be strategic
and may be categorised as being:
• Wild, i.e. determined by upstream conditions.
• Controlled,either directly as specified by the op-

erating conditions for the process or indirectly
according to the design of the plant.

• Floating, i.e. free to vary subject to the con-
straints of plant design.

• Determined, by the mass and energy balances
being simultaneously satisfied.
In determining the control strategy for a plant,

the objective is to ensure that there are no floating
strategic variables. Other, non-strategic variables,
may float. These are generally of an inventory na-
ture, typically related to operability of the plant, or
variables manipulated to optimise process perfor-
mance.

The difference between the number of strategic
variables and equations is known as the number of
degrees of freedom. The process of determination
involves identifying and categorising the strategic
variables and reconciling them with the number
of degrees of freedom. This is best illustrated by
means of an example.
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30.2 Mixing Example
Consider the merging of two streams as depicted
in Figure 30.1.

F1

F2

F0

Fig. 30.1 Blending of two streams

The steady state mass balance is:

F1 + F2 = F0 (30.1)

There is one equation, three strategic variables and
two degrees of freedom.Consider some alternative
scenarios. Suppose that F1 and F2 are both con-
trolled, as depicted in Figure 30.2. In this case both
degrees of freedom have been used up and there
are none left to float. Thus F0 is “determined” by
the mass balance and there is no point in trying to
control it.

F0

F1

F2

FC

FC

Fig. 30.2 Blending system that is determined

Suppose F0 is controlled as well, as depicted in Fig-
ure 30.3. This scheme is doomed to failure because
F0 is already determined. It would not even work if
the set point of the flow controller is set at the value
for F0 as determined by the mass balance. This
is because of the inaccuracies in measuring the
flows: the set point for F0 would always be wrong!
The scheme is said to be “over-determined”. This
means that too many things are being controlled
simultaneously and the controllers would “fight”
each other.

F0

F1

F2

FC

FC

FC

Fig. 30.3 Blending system that is over-determined

Next suppose that F1 is wild and F0 is controlled at
some specified flowrate, as depicted in Figure 30.4.
In this case both degrees of freedom have been
used up and F2 is determined by the mass balance.

F0

FC

F1(wild)

F2

Fig. 30.4 Another blending system that is determined

The merging process of Figure 30.4 consists of
pipework only and, for liquid flows, the inlet and
outlet flow rates inevitably balance at all times. In
reality, plant consists of reactors, columns and so
on,all of which have capacity for hold-up.Consider
the vessel of Figure 30.5.

F2

LC

F1 (wild)

F0

FC

Fig. 30.5 Blending system with capacity

In the long term, the average values of F1, F2 and
F0 must balance out and Equation 30.1 still applies.
So if F1 is wild and F0 is controlled then the aver-
age value of F2 is determined by the mass balance
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as before. However, in the short term, the flows
are unlikely to balance because of the capacity of
the vessel. Subject to operability constraints, such
as the vessel not overflowing or keeping the pump
primed,it doesn’t particularly matter what the level
is. It is evident that the level is not strategic but in-
ventory in nature and free to float.

Remembering that F1 is wild, it is sensible to
use a level controller to manipulate F2.Note that F2

is being manipulated but not controlled. The dis-
tinction is important. The average, long term value
of F2 is still determined by F1 and F0. Indeed, by
de-tuning the level controller, i.e. operating it with
a low gain, and allowing the level to rise and fall,
the capacity of the vessel may be used to average
out fluctuations in flow.

30.3 Crude Oil Separator
Example

A crude oil consisting of insoluble gases and
vapours,hydrocarbon liquidandwater is separated
into three streams as depicted in Figure 30.6.

Crude oil

WLG X,X,X,F

Gas/vapour  G

Liquid  H

Water W

Fig. 30.6 Crude oil separator

Thegases and vapoursdisengage fromthe liquid in
the separator. The liquid separates into immiscible
hydrocarbon and water layers. The hydrocarbon
layer, being the less dense, is displaced over a weir
and the water is withdrawn from the bottomof the
separator.

An overall steady state mass balance gives:

F = G + H + W (30.2)

and mass balances for the various components
give:

gas/vapour: F.XG = G (30.3)

hydrocarbon liquid: F.XH = H (30.4)

water: F.XW = W (30.5)

subject to the
constraint: XG + XH + XW = 1.0 (30.6)

where F, G, H and W denote flow rates (kg/s) and X
denotes weight fraction in the crude oil.

In determining control strategy it is essential
that the equations used are independent. However,
the above five equations that describe the separator
are not independent.That is because the sum of the
component balances is the overall mass balance.
This can be seen by the addition of Equations 30.3
to 30.5 and substitution from Equation 30.6 which
yields Equation 30.2. In fact any one of the five
equations can be eliminated so choose to eliminate
Equation 30.5. This results in four equations, the
minimum set necessary to determine the control
strategy, with seven strategic variables and three
degrees of freedom. This view is represented by
the first column of Table 30.1.

Table 30.1 Analysis of degrees of freedom for separator

Four equations with seven strategic
variables

Variables First view Second view

Wild – F, XG, X H

Controlled – –

Floating F, G, H,W, XG, XH, XW –

Determined – G, H,W, XW

In practice both the flow rate of crude oil and its
composition may be considered to be wild. There
are thus three wild variables: F and any two of the
weight fractions, say XG and XH. Note that of the
three weight fractions for the crude oil, only two
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can be deemed to be wild: the third XW is deter-
mined by Equation 30.6. The three wild variables
take up all three of the degrees of freedom avail-
able. That leaves four equations in four unknowns,
G, H,W and XW which can be solved. Thus G, H,W
and XW are determined. This view is represented
by the second column of Table 30.1.

What this means is that none of the strategic
variables can be controlled. Any attempt to do so
would result in the system being over-determined.
The only scope for control therefore is of an in-
ventory nature. A sensible strategy is depicted in
Figure 30.7. It is essential that effective control of
the interface between the liquid layers be main-
tained, otherwise water could end up in the hy-
drocarbon stream or hydrocarbons in the water
stream. This is realised by using the height of the
interface, the measurement of which is explained
in Chapter 14, to manipulate the water offtake. The
level in the downcomer is controlled by manipulat-
ing the hydrocarbon flow rate: this maintains a seal
and prevents gases and vapours escaping with the
hydrocarbon liquid. Finally, a pressure controller
manipulates the gas stream flow rate: this enables
the capacity of the separator to be used to average
out fluctuations in pressure to downstream units.

F

G

H

W

PC

LC

LC

LT

LT

Fig. 30.7 Control strategy for separator that is determined

30.4 Absorber Example
A continuous ammonia recovery plant is depicted
in Figure 30.8.

A

B

F

E

C

D

CW

CW

Fig. 30.8 Continuous ammonia recovery plant

StreamA contains amixtureof steamandair that is
rich in ammonia, its flow rate and composition be-
ing determined by the plant upstream. It is fed into
a condenser, in which the steam condenses and ab-
sorbs much of the ammonia.Stream B consists of a
mixture of air, containing water vapour and undis-
solved ammonia, and the condensate. It is passed
into the base of a scrubber where it disengages into
gas and liquid phases.

The gas phase flows up through the packing of
the scrubber, counter current to a flow of strong
aqueous ammonia, stream C. The gas leaving the
scrubber, stream D, is discharged into the atmo-
sphere, its ammonia and water content being neg-
ligible. The flow of gas through the system is due
to the pressure of stream A.

The liquid phase of stream B mixes with
the aqueous ammonia dropping off the packing.
Stream C is drawn from the base of the scrubber. It
is pumped througha cooler, the absorption process
being exothermic, and into the top of the scrubber
in an external circulation loop.A fraction of the cir-
culating liquor, stream E, is drawn off as product.
Steam F is fresh water makeup.

Assuming the concentrations of NH3 and H2O
in stream D are negligible, the minimum set of
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Table 30.2 Analysis of degrees of freedom for recovery plant

Three equations with seven strategic variables

Variables First view Second view Third view

Wild – A,YNH3 ,YH2O A,YNH3 ,YH2O

Controlled – – XNH3

Floating A, E, F, XNH3 , XH2O,YNH3 ,YH2O E, F, XNH3 , XH20 –

Determined – – E, F, XH20

equations and strategic variables that completely
define the process is found from mass balances for
any two of the components as follows:

A.YNH3 = E.XNH3 (30.6)

A.YH2O + F = E.XH2O (30.7)

XNH3 + XH2O = 1.0 (30.8)

where X and Y denote the weight fractions in the
liquidand gaseous streams respectively.Therefore,
there are three equations with seven strategic vari-
ables and four degrees of freedom. The strategic
variablesmay, initially,all be considered to befloat-
ing. This view is represented by the first column of
Table 30.2.

Two further equations could have been in-
cluded for completeness:

A.YAIR = D

YNH3 + YH2O + YAIR = 1.0

Including these would yield five equations with
nine strategic variables. There is nothing wrong
with including the extra equations, other than the
increased scope for confusion, since there are still
only four degrees of freedom.

Also, an overall mass balance could have been
included:

A + F = D + E

However, this can be produced by manipulation of
the other equations and so is not independent. It is
now evident that the original three equations are
indeed the minimum set necessary to determine
the control strategy.

Next consider the feed stream. Three of the de-
grees of freedom are taken up by A,YNH3 and YH2O

because the feed stream is wild, which leaves four
floating variables. This view is represented by the
second column of Table 30.2.

Finally, choose to control one of the remaining
floating variables. Controlling XNH3 at a high value
would be sensible because it would maximise the
efficiency of the process and yield a product that is
of value. If XNH3 is controlled then all four degrees
of freedom are taken up, leaving three equations
and three unknowns. Thus E, F and XH20, the re-
maining strategic variables, are determined. This
view is represented by the third column of Ta-
ble 30.2.

A scheme for the control of this recovery plant
is depicted in Figure 30.9. Note that there is a den-
sity control loop which controls the strategic vari-
able XNH3 directly, the density of the circulating

A

B

F

E

C

DTC

TC

DC

LC

Fig. 30.9 Control strategy for recovery plant that is determined



214 30 Determining Strategy

liquor being usedas an indirect measureof the am-
monia concentration.A density rising above its set
point would cause the product stream flow rate E to
increase. The resultant decrease in level in the base
of the scrubber would cause the makeup flow rate
F to increase thereby diluting the circulating liquor
and returning its concentration to the set point. It
is evident that the level control loop is manipulat-
ing the makeup rate F for inventory purposes.Both
of the temperature control loops are for inventory
purposes too, the flow rates being manipulated to
make effective use of the cooling water.

30.5 Flash Drum Example
This is a more complex example and involves si-
multaneous mass and heat balances. Consider the
flash drum at the base of a stripping column as
depicted in Figure 30.10. The flash drum acts as a
reservoir at the base of the column. It receives fresh
feed at a rate F1 and column bottoms at a rate FB.A
fraction of the liquor in the drum is vaporised by
condensing steam at a rate FS in an external heat
exchanger. The vapours produced are fed to the
base of the column at a rate FV, the balance being
taken off as product at a rate F0.

111 T,X,F

0BB T,X,F

000 T,X,F

SS,F λ

P

V0VV ,T,Y,F λ

Fig. 30.10 Flash drum at base of stripping column

An overall steady state mass balance across the
drum gives:

F1 + FB = FV + F0 (30.9)

where F denotes flow rate (kmol/s).
Assuming that the feed is a miscible binary

mixture, a steady state mass balance for the more
volatile component gives:

F1.X1 + FB.XB = FV.YV + F0.X0 (30.10)

where X and Y denote mol fractions in the liquid
and vapour phases respectively.

The following assumptions are made in rela-
tion to the heat balance:

• The feed is liquid and below its boiling point.
• The specific heats of all the liquid streams are

approximately the same.
• The specific and latent heats are approximately

constant.
• The steam supply is dry saturated.

On that basis, a steady state heat balance on the
drum contents gives:

FS.�S = F1.cP.(T0 − T1) + FV.�V (30.11)

where � denotes the latent heat (kJ/kmol) and cP

the specific heat (kJ/kmol ◦C). In effect, the heat
input goes towards raising the drum feed to its
boiling point and thereafter vaporising some of
the drum’s contents.Strictly speaking,the column’s
vapour feed stream and bottoms stream are un-
likely to both be at the same temperature T0 but,
for the purposes of this analysis, the assumption is
good enough.

In addition to the above three mass and heat
balance equations, there are two important con-
straints.The first concerns volatility ofthemixture:
for any given pressure there is a unique relation-
ship between the mol fractions of the more volatile
component in the vapour and liquid phases in the
drum:

YV = f(X0, P) (30.12)

where P is the pressure (bar) in the drum which
is essentially the same as in the column. And sec-
ond,again for a given pressure, the boilingpoint of
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Table 30.3 Analysis of degrees of freedom for flash drum

Five equations with 12 strategic variables

Variables First view Second view Third view

Wild – F1, FB, P, T1 , X1, XB F1, FB, P, T1 , X1, XB

Controlled – – T0

Floating F0, F1, FB, FV, FS, P, T0 , T1, X0, X1, XB,YV F0, FV, FS, T0, X0,YV

Determined – – F0, FV, FS, X0,YV

the mixture in the drum is uniquely related to its
composition:

T0 = g(X0, P) (30.13)

There is thus a set of five equations, the minimum
necessary to determine the control strategy, involv-
ing twelve strategic variables with seven degrees of
freedom. This view is represented by the first col-
umn of Table 30.3.

The following assumptions are made regarding
variables being wild:

• The feed rate to the drum, its composition and
temperature are all wild.

• The column bottoms flow rate and composition
are both wild.

• The pressure P, being determined by the col-
umn’s overhead system, is wild.

Thus six of the variables are wild leaving six float-
ing variables as indicated by the second column of
Table 30.3. Therefore, of the seven degrees of free-
dom, six are spoken for by the wild variables leav-
ing one floating variable which can be controlled
directly. The obvious one to choose to control, as
explained in Chapter 35, is the temperature T0 of
the product stream. That leaves five equations in
five unknowns: the remaining strategic variables
are determined, the view represented by the third
column of Table 30.3. A scheme for the control of
the flash drum is depicted in Figure 30.11.

It can be seen that the product stream temper-
ature is controlled by manipulating the steam flow
to the reboiler. A temperature T0 falling below its
set point would cause the steam flow FS to increase.
The resultant increase in the rate of vaporisation
FV would lead to the remaining liquor becoming

1F
VF

BF

0F
0T

SF

P

LC

TC

Fig. 30.11 Control strategy for flash drum that is determined

richer in the less volatile component, that is X0

decreases, and its temperature T0 is driven back
towards the set point. The only other control loop
necessary is of an inventory nature: a level loop
manipulating the bottom product flow rate F0 to
ensure sufficient head in the drum to maintain cir-
culation through the reboiler.

30.6 Methodology
The above process of determination is simple but
effective.With experience, it can be applied to large
and complex plant. However, a methodology for
doing so is necessary.

First, for the plant as a whole, establish the
overall mass and energy balances and identify the
strategic variables. Categorise them as wild, con-
trolled, determined and/or floating. There is no
need, at this stage, to reconcile them with the de-
grees of freedom.
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Second, carry out the process of determination on
a unit (or sub-system) basis. In this context a unit
may be considered to be a major equipment item
such as a reactor, or an operation such as separa-
tion. For each unit:

• Establish the steady state mass and energy bal-
ances and identify the strategic variables.

• Identify the wild variables and, if appropriate,
specify ratio control and/or feedforward control
strategies.

• Identify the controlled variables and allocate
feedback and/or cascade control loops as appro-
priate.

• Identify any inventory controls requiredand for-
mulate additional loops as appropriate.

• Identify major sources of disturbance,especially
with utilities such as cooling water and steam,
and target slave loops on them as appropriate.

• Identify strong coupling between control loops
and choose input-output combinations to min-
imise interactions.

• Reconcile the number of strategic variables and
degreesof freedom.If there are any floating vari-
ables then use up the spare degrees of freedom
by specifying more control loops.

• Check that the scheme proposed is not over-
determined and, if so, remove control loops as
necessary.

Third, consider the plant as a whole again. The
plant is made up of units which should fit together.
If each unit is properly determined then the plant
as a whole should be determined too. In partic-
ular, when two units are connected, check that
controlled or determined outputs from one unit
appear as wild inputs to the other. At an overall
level the number of strategic variables and degrees
of freedom should now be reconciled. Any spare
degrees of freedom identified earlier should have
been used up at the unit level: there should be no
floating variables left.

There are two categories of commonly made er-
rors in applying the process of determination. One
is errors arising from ill-defined mass and energy
balances, such as:

• Equations used are not independent: check to
see if any can be eliminated.

• Equations do not adequately represent the pro-
cess: confirm that any assumptions and/or ap-
proximations made are valid.

• Some constraint equation has been missed out.
• Some strategic variable may have been over-

looked.
• A variable used may be insignificant or approx-

imately constant.

The other category is over-determination, typi-
cally:

• Single pipelines having two control valves in
them.

• Pipelines connected up to a branch or junction
all having valves in them.

• Trying to control variables that are indirectly
controlled by other means.

• Trying to control wild variables.

30.7 Comments
This approach to determining strategy, and the
methodology for implementing it, is fundamental
to the successful design of process control systems.
To do so quickly and effectively requires a signif-
icant amount of experience and expertise. It also
essential that the processof determining strategy is
carried out alongside the conceptual design of the
plant. With modern flexible and responsive pro-
cessing plant, the control systems are an integral
part of the plant design. They cannot be bolted on
afterwards, as if they are decorations on a Christ-
mas tree.



Evaporator Control

Ch
ap

te
r3

1

31.1 Operational Issues

31.2 The Vacuum System

31.3 Reboiler and Separator

31.4 Condenser with Barometric Leg

31.5 Control Scheme

31.6 Comments

31.7 Nomenclature

This chapter concerns the control of a ther-
mosyphon type of evaporator.The issues are much
the same for calandria and other single effect types
of evaporator.

Figure 31.1 depicts the evaporator in which an
aqueous stream containing suspended particulates
(or dissolved salts) is concentrated by evaporat-
ing off water. The dilute feed stream mixes with
concentrated liquor circulating at its boiling point.
This is partially evaporated on the tube-side of
the reboiler by condensing steam on its shell-side.
The tube-side exit stream consists of water vapour
with entrained droplets of liquor. The separator
provides the space for the droplets to disengage
from the vapour. The droplets fall into the liquor
which is recirculated, a fraction being drawn off as
concentrated product.The reboiler is operated un-
der vacuum provided by a pump which sucks the
vapour out of the separator. The vapour condenses
on the shell side of a water cooled condenser, the
condensate being discharged via a barometric leg
and pumped away by a centrifugal pump.

31.1 Operational Issues
The separator, reboiler and interconnecting
pipework form a manometer. Between the separa-
tor and the inlet of the reboiler, thepipework is full

of liquor. However, the tubes of the reboiler and its
outlet pipework contain a mixture of vapour and
liquor.Thisdensity differenceprovides the driving
force for the circulation of the liquor, known as a
thermosyphon.It is essential that the head of liquor
in the separator be maintained constant because, if
circulation were to cease, the reboiler tubes could
become blocked with aggregated particulates (or
crystallised salts). However, the head must remain
below the level of the separator inlet as otherwise
the liquor would impede the vapour flow.

The reboiler is operated under vacuum to re-
duce the boiling point of the liquor.This increases
the temperature difference between the steam and
liquor which is the driving force for heat transfer.
It is essential that a steady vacuum is maintained.
Any sudden increase in pressure,andhence in boil-
ing point, would cause the liquor to go off the boil
and circulation would cease. Any sudden decrease
in pressure would cause the liquor to flash off. The
surge in vapour flow may be beyond the capacity
of the condenser, resulting in carry over of con-
densate into the vacuum pump. Depending on the
type of pump, this could cause damage.

The condensate formed in the condenser can-
not be discharged using a steam trap because the
condenser is operated under vacuum. A baromet-
ric leg is used, the principle of operation of which
is depicted in Figure 31.2. A head of condensate is



218 31 Evaporator Control

Cooling water
Steam

Dilute feed

Concentrated product

Separator

Reboiler Condenser

Vacuum pump

Centrifugal pump

Condensate

Barometric leg

F1,X1P,T1

F0,X0P,T0

P0

FV

FW,TW1TW0

UV,AVUS,AS

FV,TO

PS,TS

FA FD
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Fig. 31.2 Principle of barometric leg

established within the leg which balances the vac-
uum in the condenser.Any condensate entering the
top of the leg displaces an equivalent amount into
the reservoir at the bottom. It is essential that the
level in the reservoir be maintained above the bot-
tom of the leg, otherwise the vacuum seal would

be broken and air sucked up the leg into the con-
denser.

For the purpose of determining control strat-
egy, the evaporator is considered to consist of three
sub systems: the vacuum system, the reboiler and
separator, and the condenser with the baromet-
ric leg.

31.2 The Vacuum System
The pressure in the evaporator system is funda-
mental to its operation so consideration of the
vacuum system is a convenient starting point for
applying the process of determination. The vac-
uum system consists of the vacuum pump to-
gether with the vapour space upon which the vac-
uum pump operates. That space includes the shell
side of the condenser, the disengagement space
within the separator and the overhead pipework.
In essence, that space is the system’s capacity for
vapour holdup.

It is evident that the pressure P0 in the sys-
tem depends upon four factors: the rate at which
vapour is produced in the reboiler FV, the rate at
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Table 31.1 Analysis of degrees of freedom for vacuum system

One equation and five strategic variables

Variables First view Second view Third view Fourth view

Wild – FV, QV FV, QV FV, QV

Controlled – – – P0

Floating FA, FD, FV , P0, QV FA, FD, P0 FA, P0 –

Determined – – FD FA, FD

which vapour is condensed which is determined
by the rate at which heat is removed in the con-
denser QV, the rate at which air leaks (or is bled)
into the system FA and the rate at which air/vapour
is discharged by the vacuum pump FD.

Thus, at equilibrium:

P0 = f(FV, QV, FA, FD) (31.1)

There is thus one equation involving five strategic
variables with four degrees of freedom. This view
is represented by the first column of Table 31.1.

The rates at which the vapour is produced and
condensed are determined by the design and oper-
ation of the reboiler and condenser so, as far as the
vacuum system is concerned, these rates must be
considered to be wild variables.Thus two of the de-
grees of freedom have been taken up leaving three
floating variables as depicted in the second column
of Table 31.1.

It is common practice in the design of evapo-
rator systems to specify a vacuum pump that oper-
ates at a constant speed: the efficiency of a vacuum
pump is relatively high only over a narrow range
of operating conditions. Thus the discharge rate
is determined by plant design considerations, as
depicted in the third column of Table 31.1.

Given the constant speed vacuum pump, the
pressure in an evaporator system is typically con-
trolled by manipulating the air bleed rate. If the
pressure is controlled then the remaining degree
of freedom is spoken for. There is thus one equa-
tion with one unknown and the air flow rate is
determined as depicted by the fourth column of
Table 31.1.

31.3 Reboiler and Separator
An overall steady state mass balance for the con-
tents of the thermosyphon gives:

F1 = F0 + FV (31.2)

and a steady state mass balance for the solids con-
tent gives:

F1.X1P = F0.X0P (31.3)

where X denotes weight fraction and subscripts 1,
0 andV refer to the inlet,outlet and vapour streams
respectively. As pointed out in Chapter 30, there is
no need to use every possible equation. By defini-
tion:

X1P + X1W = 1

X0P + X0W = 1

where subscripts P and W refer to particulates and
water content respectively. These two extra con-
straints introduce another two variables, X1W and
X0W, but have no net effect on the number of de-
grees of freedom. There is no obviousbenefit from
including them and, since they potentially confuse
the issue, are best discarded. Likewise a mass bal-
ance for the water content yields:

F1.X1W = F0.X0W + FV

However, this equation is not independent: it can
be formed by subtraction of Equation 31.3 from
Equation 31.2 and substitution of the constraints,
so it too is discarded.

The heat input through the reboiler goes partly
into raising the temperature of the feed stream to
that of the circulating liquor but mostly into par-
tially evaporating the liquor. A steady state heat
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Table 31.2 Analysis of degrees of freedom for reboiler and separator

Six equations and 11 strategic variables

Variables First view Second view Third view

Wild – X1P, T1, P0 X1P, T1 , P0

Controlled – – PS, X0P

Floating F0, F1, FV, QS, T0 , T1, TS , P0, PS, X0P, X1P F0, F1, FV, QS , T0, TS , PS, X0P –

Determined – – F0, F1, FV, QS, T0 , TS

balance for the contents on the tube side of the
reboiler thus gives:

QS = F1.cP.(T0 − T1) + FV.�V (31.4)

where QS is the heat duty of the reboiler, T de-
notes temperature and cP and �V denote specific
and latent heats respectively. However the rate of
heat transfer is itself determined by the tempera-
ture difference between the shell and tube side of
the reboiler:

QS = USAS.(TS − T0) (31.5)

Because the circulation through the reboiler is
roughly constant, its overall heat transfer coeffi-
cient US may be presumed to be constant too. Note
that the steam on both sides of the reboiler is satu-
rated, so both temperatures are uniquely related to
their pressures. Thus, assuming that any elevation
of the boiling point on the tube side is negligible,
two further equations must be introduced:

T0 = g(P0) (31.6)

TS = g(PS) (31.7)

Equations 31.2–30.7 are the minimum set of six
equations necessary for determining the control
strategy for the reboiler and separator sub-system.
They involve eleven strategic variables giving five
degrees of freedom.This view is represented by the
first column of Table 31.2.

Assume that the composition X1P and temper-
ature T1 of the feed stream are both wild.The pres-
sure P0 is controlled by the vacuum system so, as
far as the reboiler and separator are concerned, it

is deemed to be wild. Thus three of the degrees of
freedom have been taken up leaving eight floating
variables: the view depicted by the second column
of Table 31.2.

There are two remaining degrees of freedom
which can be used for controlling any two of the
floating variables although, in this case, it is fairly
obvious which two to choose.Noting that P0 is con-
trolledby thevacuumsystem,assigning onedegree
of freedom to the shell side pressure PS enables
the temperature difference across the reboiler and
hence the rate of evaporation to be controlled. It is
sensible to assign the other degree of freedom to
the control of product quality XP0. This results in
six equations in six unknowns: thus all the remain-
ing strategic variables are determined. This view is
represented by the third column of Table 31.2.

31.4 Condenser with
Barometric Leg

The latent heat of condensation is removed by the
coolingwater.A steady state heat balanceyields the
duty of the condenser:

QV = FW.cP.(TW0 − TW1) (31.8)

Noting that the temperature difference between
the shell and tube sides is not uniform, a steady
stateheat balance across the tubesof the condenser
yields:

QV = UV.AV.
(TW0 − TW1)

ln
(T0 − TW1)

(T0 − TW0)

(31.9)
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Table 31.3 Analysis of degrees of freedom for condenser and barometric leg

Three equations and six strategic variables

Variables First view Second view Third view

Wild – T0, TW1 T0, TW1

Controlled – TW0

Floating FW, UV, QV , T0, TW0 , TW1 FW, UV, QV , TW0

Determined – – FW, UV, QV

The overall heat transfer coefficient cannot be pre-
sumed to be constant since the cooling water flow
rate is a variable. Thus:

UV = h(FW) (31.10)

Note that this particular relationship is explained
in more detail in Chapter 32.

Note also that there are another two equations,
for the condensation of steam, that could be con-
sidered as follows:

T0 = g(P0) (31.6)

QV = FV.�V

However, these simply introduce another two
strategic variables: they do not affect the no of de-
grees of freedom and can be discarded.

Equations 31.8–31.10 are the minimum set of
three equationsnecessary for determining the con-
trol strategy for the condenser sub-system. They
involve six strategic variables giving three degrees
of freedom. This view is represented by the first
column of Table 31.3.

The cooling water inlet temperature TW1 is
wild.As far as the condenser is concerned,theoper-
ating temperature T0 must also be considered wild
since it is determined by the pressure P0 which is
controlled independently. These take up two of the
degrees of freedom as depicted in the second col-
umn of Table 31.3.

To make effective use of the cooling water it is
common practice to control the condenser’s out-
let temperature TW0. That uses up the remaining
degree of freedom, so the other three variables are
determined. This view is represented by the third
column of Table 31.3.

31.5 Control Scheme
A scheme for the control of the evaporator system
is depicted in Figure 31.3.

The evaporator is operated under vacuum. Its
pressure P0 is controlled by the controller PAC
which manipulates the flowrate of an air bleed
into the inlet of the vacuum pump. It doesn’t
particularly matter whether the pressure is mea-
sured in the separator, overhead pipework or con-
denser shell because the vacuum system has a rel-
atively open structure. Manipulating a bleed valve
is preferable to varying the pump speed because
vacuum pumps are designed to run over a nar-
row range of speeds and their efficiency decreases
rapidly outside this range.

The concentration of the circulating liquor X0P

is controlled by the controller CC which manip-
ulates the product flow rate F0. The set point for
this control loop is the concentration specified for
the product. The solids content would almost cer-
tainly be measured indirectly, perhaps optically or
by means of density depending on the nature of the
particulates (or conductivity for dissolved salts).
It is important that the measurement is made in
the circulating liquor. It should not be made in
the product line because, in the event of the valve
being shut by the controller, its content would be
stagnant and independent of the concentration in
the evaporator.

The level in the separator is controlled by the
controller LC which manipulates the dilute feed
flowrate F1. It can be seen that these two control
loops are highly interactive. If the concentration
X0P rises above its set point, the concentration con-
troller would increase the product flow F0. This
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Fig. 31.3 Control strategy for evaporator that is determined

would cause the level in the separator to fall and
force the level controller to increase the feed flow
F1. This would dilute the circulating liquor result-
ing in X0P returning to its setpoint.

Note that both the inlet and outlet flows are be-
ing manipulated, but not controlled, which is con-
sistent with the flows F0 and F1 being determined
by the mass balances. F0 is being manipulated to
control the strategic variable X0P and F1 is being
manipulated to control an inventory variable, the
level in the separator.

Note also that these two loops can be inter-
changed, i.e. CC to manipulate F1 and LC to ma-
nipulate F0. It is often the case in process con-
trol that loops can be interchanged like this. The
question arises as to what are the most appropri-
ate couplings of controlled and manipulated vari-
ables. There is a technique, known as relative gain
analysis, which enables the best arrangement to be
identified. This is discussed in Chapter 111.

The steam pressure PS on the shell side of the
reboiler is controlled by the controller PC which
manipulates the flow of steam to the shell. The

combination of the two pressure controllers en-
sures that the temperature difference across the
tubes of the reboiler is regulated. The rate of cir-
culation, and hence the overall heat transfer coef-
ficient, is roughly constant because the level con-
troller LC controls the head of liquor in the separa-
tor.Given that the reboiler’s temperaturedifference
is controlled and that the overall coefficient is con-
stant, the rate of heat transfer QS, and hence the
rate of evaporation FV, is determined.

The controller TC controls the condenser out-
let temperature TW0 by manipulating the cooling
water flow rate FW. If the temperature increases
then the flow rate is increased, and vice versa. The
control valve would require a bias on its opening to
guarantee a minimum flow for start-up purposes.
This is an inventory control and ensures that ef-
fective use is made of the cooling water. The alter-
native, which is to have a flow control loop on the
cooling water flowrate,would need a set point high
enough to cope with all eventualities and would be
wasteful of cooling water.
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Condensate is discharged into the barometric leg’s
reservoir, the controller LC controlling the head
in the leg by manipulating the product flowrate.
If the level rises the rate at which the product is
pumped away is increased. This is an inventory
control which maintains the vacuum seal on the
leg.It is important in situations such as this that the
pump is of the centrifugal type. In the event of the
valve being shut by the controller, a constant head
is developed and the pump is not damaged. The
impeller simply rotates the trapped liquor, which
warms up due to the energy being dissipated.Clos-
ing the exit valve on the alternative positive dis-
placement types of pump would result in a sudden
and massive increase in pressure leading to dam-
age to the pump and/or rupture of the pipework.

The totaliser FQR provides a record of the
amount of dilute feed processed and is included
for management purposes. The remaining pres-
sure and temperature indicators are included for
commissioning and diagnostic purposes.

31.6 Comments
The sub-systems of this evaporator plant are typ-
ical of the scope of the unit referred to in the
methodology of Chapter 30. A careful review of
the methodology will reveal that each of the issues
raised has been explicitly addressed in the control
scheme proposed. In particular:

• The only strategic variables that are controlled
are those four which were deemed to be con-
trolled by the process of determination: P0, PS,
XOP and TW0.

• For the purpose of controlling these four strate-
gic variables, another three strategic variables
and one utility are manipulated: F0, F1, FA and
FS.

• For inventory purposes, level loops manipulate
a further two strategic variables: FV and FW.

• None of the strategic variables deemed to be de-
termined are controlled (as opposed to manip-
ulated).

• All strategic variables controlled in, or deter-
mined by, one unit are deemed to be wild vari-
ables in other units.

• No attempt is made to control any of the wild
variables: X1P, T1 and TW1.

31.7 Nomenclature
A is the surface area m2

cP specific heat kJ kg−1 K−1

F flow rate kg s−1

P pressure bar
Q rate of heat transfer kW
T temperature K
U overall heat transfer kW m−2 K−1

coefficient
X weight fraction –
� latent heat kJ kg−1

Subscripts

0 outlet
1 inlet
P particulates
S steam/reboiler
V vapour/condenser
W cooling water
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Heat transfer within a heat exchanger is arguably
the most common unit operation carried out in the
chemical and process industries. From a process
perspective it results in the heating or cooling of
a fluid and may involve evaporation or condensa-
tion. In terms of equipment, exchangers may be of
the plate type or of the shell and tube type. For op-
erational purposes, there are many alternative de-
signs andconfigurations suchaswith reboilers and
thermosyphons.For control purposes, all this vari-
ety is accommodated by a relatively small number
of generically similar control schemes. This chap-
ter focuses on those schemes.

The control of heat exchangers in a variety of
applications is covered,for example, in Chapters 31
and 35.The reader is referred to the text by Shinsky
(1996) for an authoritative and more comprehen-
sive treatment of schemes and strategies for the
control of exchangers. A model of the dynamics
of a shell and tube heat exchanger is developed in
Chapter 92.

32.1 Heat Transfer
Considerations

A single pass shell and tube exchanger in which a
liquid process stream on the tube side is heated up

by condensing steam on the shell side, as depicted
in Figure 32.1, is used as a vehicle for comparison
of the various control schemes.

Steam

S/T

Distance

Temp

1T P,F 0T

ST

1T

0T

Fig. 32.1 Steam heated shell and tube exchanger

Also shown are the temperature profiles. Note that
there is a uniform, but not necessarily constant,
temperature throughout the shell. That is because
the shell, being a fairly open structure, must have
a uniform pressure throughout and, for condens-
ing steam, the pressure and temperature are di-
rectly related.On the tube side,the process stream’s
temperature rises exponentially towards the steam
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temperature. This, of course, assumes that there is
no phase change on the tube side, i.e. that the pro-
cess stream does not reach its boiling point.

As stated in Chapter 27, the steady state heat
balance is given by:

Q = U.A.TM = FP.�P.cP. (T0 − T1) (32.1)

where the log mean temperature difference is given
by:

TM =
T0 − T1

ln

(

TS − T1

TS − T0

) (32.2)

The objective is to control the tube side stream out-
let temperature. In essence, the rate of heat trans-
fer Q depends on the overall coefficient, thesurface
area and the temperaturedifference,so varying any
one of U, A and TM enables Q to be manipulated
and hence T0 to be controlled. Each of the schemes
described in this chapter involves varying one or
other of these parameters.

Strictly speaking, U, A and TM cannot be var-
ied independently. For example, increasing FP re-
sults in an increase in U which causes Q to increase
which, for given values of TS and T1, causes T0 to
increase and hence TM to decrease. Some of these
interactions are negligible. However, in the case of
U as a function of FP, the interaction is substantial
as described in Section 3.

32.2 Temperature Difference
Figure 32.2 depicts a control scheme in which TM

is varied.
Suppose that a decrease in outlet temperature

T0 occurs, perhaps because of changes in the pro-
cess stream flow rate FP and/or inlet temperature
T1. The controller action is such that the control
valve opens. The increase in steam flow FS causes
the steam pressurePS and hence its temperature TS

to rise. The resultant increase in TM causes an in-
crease in the rate of heat transfer Q which restores
the outlet temperature to its original value.

0T

SF

SP TC

S/T

1T P,F

Fig. 32.2 Control scheme in which log mean temperature differ-

ence is varied

This is the most common scheme for controlling
an exchanger used for heating purposes. It has a
relatively high process gain, i.e. change in T0 per
unit change in PS or TS, and a fast response, both
of which make for a good quality of control. The
dynamics of this scheme are considered in detail
in Chapter 92.

If the process stream was heated by cooling
some other liquid stream (as opposed to steam) on
the shell side, heat transfer would be less effective
and the dynamics more sluggish.

32.3 Overall Coefficient
Figure 32.3 depicts a control scheme in which U is
varied.

1T 0T

TC

PF

S/T

Steam

Fig. 32.3 Control scheme in which overall coefficient is varied

Following an increase in T0 the controller action is
such that it opens the control valve. The increase
in FP has two opposite effects. First, for a given
rate of heat transfer the increase in sensible heat
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is fixed, so an increase in flow leads to a decrease
in T0. However, second, the increase in FP leads to
an increase in U and hence to a higher rate of heat
transfer Q which tends to increase T0. The first ef-
fect is the more dominant, the net effect being a
decrease in T0.

Increasing FP causes more turbulence which
reduces the tube side film thickness and hence its
resistance to heat transfer. The film coefficient for
heat transfer is related to the process stream veloc-
ity by the dimensionless Dittus Boelter equation:

Nu = 0.023 Re0.8.Pr0.4

(

hPdw

kP

)

= 0.023

(

�P.dw .u

‹

)0.8 (cP.‹

kP

)0.4

Assuming all the physical properties of the pro-
cess stream to be approximately constant over the
range concerned, this may be simplified to:

hP = b.FP
0.8

The resistances to heat transfer due to the tube and
shell side films and to the wall itself are in series.
For a thin walled tube:

1

U
=

1

hP
+

xw

kw
+

1

hS

Assume that the shell side film coefficient is large,
which it will be for condensing steam,and allowing
for the resistance to heat transfer due to the tube
wall:

1

U
=

1

hP
+ c

Substituting and rearranging gives:

U =
bFP

0.8

1 + bcFP
0.8

(32.3)

Substituting Equations 32.2 and 32.3 into Equa-
tion 32.1 gives

bFP
0.8

(1 + bcFP
0.8)

A
1

ln

(

TS − T1

TS − T0

) = FP.�P.cP

Further rearrangement yields

T0 = TS−(TS − T1) . exp

(

−bA

�PcPFP
0.2 (1 + bcFP

0.8)

)

(32.4)
Inspection of Equation 32.4 reveals that an increase
in FP does indeed lead to a net decrease in T0.

This scheme has various drawbacks. It has a
relatively low process gain, i.e. a small change in T0

per unit change in FP, and does not have a particu-
larly fast response. Also, its response is non-linear.
All of these make for a poor quality of control.

Note also the difficulty in start-up of the con-
trol loop. Suppose that the valve is initially closed:
there is no flow and the outlet temperature T0 is
cold. With the controller in automatic mode, its
action is such that it tries to close the valve fur-
ther! The outlet temperature therefore needs to be
brought into the vicinity of the set point under
manual control before switching into automatic
mode. To avoid such problems in operation there
is a minimum flow constraint.

Nevertheless, this scheme is commonly used in
condensing applications, especially when the shell
side pressure cannot be manipulated, to minimise
the consumption of cooling water on the tube side.

32.4 By-Pass Control
Figure 32.4 depicts a control scheme in which U
and TM are varied.
This is essentially a blending system in which hot
and cold streams are mixed. The controller ma-
nipulates the proportion of process stream flowing

1T

0T

ST

TC

PF

BF

*T

S/T

Steam

Fig. 32.4 By pass control scheme
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Table 32.1 Analysis of degrees of freedom for by pass system

Three equations with five strategic variables

Variables First view Second view Third view

Wild – T1 T1

Controlled – T*

Floating FP, FB, T1, TM, T* FP, FB, TM, T* –

Determined – – FP, FB, TM

through the exchanger FP and that whichby-passes
it FB. Following an increase in the controlled vari-
able T*, the controller action is such that it opens
the by-pass control valve. This reduces the flow FP

which results in a decrease in U and an increase
in T0. The combination of the reduction in FP and
the increases in T0 and FB at the mixing junction
restores T* to its initial value.

Such a by-pass control scheme has a high pro-
cess gain, i.e. change in T* per unit change in FB,
and is fairly linear. It also has a very fast response
because its dynamics are a function of the blend-
ing process rather than of the exchanger itself. In-
deed,thedynamics are largely determined by those
of the temperature sensor and the control valve.
This scheme is particularly effective when the ex-
changer is over sized, in which case the outlet tem-
perature T0 is almost independent of FP provided
there is no phase change on the tube side.

It is interesting to apply the process of deter-
mination to this control scheme.The minimum set
of steady state heat and mass balance equations
that is sufficient to fully describe the process is as
follows:

U.A.TM = FP.�P.cP. (T0 − T1) (32.1)

TM =
T0 − T1

ln

(

TS − T1

TS − T0

) (32.2)

FP.T0 + FB.T1 = (FP + FB).T∗ (32.5)

Suppose that TS is approximately constant, maybe
because it is controlled by some slave loop. As-
suming that the exchanger is oversized it may be

presumed that both U and T0 are effectively con-
stant. Also assume that the parameters �P, cP and
A are constant. Thus there are three equations, five
strategic variables and two degrees of freedom.
This view is represented by the first column of Ta-
ble 32.1.

Suppose that T1 is wild. One of the degrees of
freedom has been taken up leaving four floating
variables. This view is represented by the second
column of Table 32.1.

There is one remaining degreeof freedom.Sup-
pose that T* is specified and realised by means
of a control loop. This results in three equations
in three unknowns. Hence FP, FB and TM are all
determined. This view is represented by the third
column of Table 32.1.

32.5 Surface Area
Figure 32.5 depicts a control scheme in which A is
varied.

Following an increase in T0 the controller ac-
tion is such that it closes the control valve. This
causes condensate to accumulate in the shell, the
rising level submerging the lower section of the
tubes. In effect, the area exposed to the steam and
available for heat transfer is reduced.This leads to a
lower rate of heat transfer which restores the outlet
temperature to its original value.

This scheme is not very common. It has a fairly
high process gain, i.e.change in T0 per unit change
in FS, which makes for good steady state perfor-
mance. However, its dynamic response is poor be-
cause the level can only rise slowly, as determined
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TC

Steam

Fig. 32.5 Control scheme in which surface area is varied

by the rateof condensation.Preferred scenarios are
vapours with a low latent heat (i.e. organics) and
hence a relatively volumes of condensate per unit
rate of heat transfer,and exchangers with a high ra-
tio of surface area to shell volume. A further com-
plication isnon-symmetric dynamics.Whereas the
time taken for the level to rise may be long, it can
fall quickly if there is a large pressure drop across
the valve. Careful sizing of the exchanger, valves
and pipework is critical.

32.6 Comments
The exchanger schemes described are of a simple
feedback nature.Whilst there is scope for applying
more sophistication in the form of cascade con-
trol,ratio control and feedforward control,as in the
example in Chapter 27, the underlying principles

are unchanged. Also, the only scenario considered
is that of condensing steam to heat up a process
stream. Again, the principles developed are of a
general nature and applicable in all situations.

32.7 Nomenclature
A mean surface area of tubes m2

cP specific heat kJ kg−1 K−1

d tube diameter m
F flow rate m3 s−1

h tube side film kW m−2 K−1

coefficient
k thermal conductivity kW m−1 K−1

Q rate of heat transfer kW
T temperature ◦C
u velocity m s−1

U overall heat transfer kW m−2 K−1

coefficient
x wall thickness m
� density kg m−3

� viscosity kg m−1 s−1

Subscripts

B by-pass
M logarithmic mean
P process stream
S steam
W wall
1 inlet
0 outlet
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33.1 Basis of Control

33.2 Signal Selection

33.3 Ratio Trimming

33.4 Comments

The objective of most boiler plant used in the pro-
cess industries is to raise steam for heating pur-
poses, electricity production usually being of a
secondary consideration. It is normal practice to
produce and distribute the steam throughout the
works at specific pressures, reducing it locally as
required. Mains pressures are typically designated
as being high (> 20 bar), intermediate (approxi-
mately 10 bar) and low pressure (< 5 bar gauge).

Most boilers used for raising steam are of
the water tube type. In essence, they consist of
many tubes, usually hundreds but maybe thou-
sands, through which boilingwater is circulated, as
depicted in Figure 25.1. The boiler tubes, referred
to as risers, are exposed to high temperatures in
the combustionchamber where heat transfer takes
place by a combination of radiation in the flame
zone and convection in the exhaust gases. Most
boilers have a steam drum. This acts as a header
for the water entering the risers and as a disengage-
ment space for the steam/water mixture leaving
them. Fresh water is fed into the drum to compen-
sate for the steam being withdrawn. It is not un-
common for the boiler feed water to be preheated
in an economiser, by heat exchange with the flue
gases, and for the steam produced to be further
heated in a superheater.

There is much variety in both design and ca-
pacity of boilers. The nature of the fuel, whether it
be gas, oil or pulverised coal, is fundamental to
burner design and to the provision for fuel in-

jection and air flow. Capacity ranges from a few
hundred kW up to a thousand MW. From a con-
trol point of view the issues are much the same
irrespective of feed type or capacity, although the
complexity of the schemes used tends to increase
with size. This is because with large boiler plant
there is more scope for making significant savings
through marginal increases in efficiency.

Coping with variable steam demand and the
consequences thereof is the dominant design con-
sideration. Demand can be subject to frequent,
sudden and large changes as major steam users
come on and off stream, although the capacity
of the steam mains goes some way to averaging
out the fluctuations. The steam flow is neverthe-
less wild. Boiler control essentially reduces to five
main activities:

• Controlling steam supply pressure by manipu-
lating the fuel flow rate

• Maintaining the correct fuel to air ratio
• Maintaining the water level in the boiler’s drum
• Satisfying various environmental and safety cri-

teria
• Maximising efficiency of combustion

Schemes for the control of a boiler taking these
various factors into account are developed in this
chapter. For a more comprehensive treatment the
reader is referred to the text by Dukelow (1991).
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33.1 Basis of Control
The most common strategy is to supply steam to
the main at a constant pressure. A feedback loop
may be used to manipulate the gas/oil flow, as
shown in Figure 33.1. Thus, if the steam pressure
drops the fuel flow is increased, and vice versa.

PCPT

Steam Gas

Fig. 33.1 Simple feedback control of steam pressure

To reject disturbances in the gas /oil supply system
it is normal to use a slave loop in a cascade strategy,
as depicted in Figure 33.2.

PCPT

Steam Gas

FC

FT

Fig. 33.2 Cascade control with slave loop for gas flow

Clearly, for combustion purposes, it is necessary to
maintain the air flow in proportion to the fuel flow.
This may be done directly using a ratio controller
as shown in Figure 33.3.

Alternatively, it may be done indirectly using a
ratio station and a flow controller, as depicted in
Figure 33.4.

Note that disturbances in the air supply system
are rejected in both direct and indirect approaches.

It is essential that the water level be main-
tained in the drum to ensure circulation through
the boiler tubes and hence their physical protec-
tion. This is normally achieved by means of a cas-
cade strategy, with the slave loop manipulating the
boiler feed rate, and is discussed fully in Chap-
ter 25.

A further complication with drum level control
is the “swell” effect. Following a sudden decrease

in steam pressure, the water in the drum flashes
off and the bubbles formed temporarily increase
its volume. This leads to an apparent increase in
drum level even though the mass of water in the
drum is decreasing. This is best countered by mea-
suring drum level by means of pressure difference,
as depicted in Figure 25.1, and by ensuring that the
drum is large enough to accommodate any swell
effects.

PCPT

Steam Gas

FC

FT

Air

FFC

Fig. 33.3 Cascade control with ratio control between gas and air

slave loops

PCPT

Steam Gas

FC

FT

Air

FFY

FC

Fig. 33.4 Cascade control with indirect ratio control between

slave loops
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33.2 Signal Selection
There are important health and safety constraints
in the operation of boiler plant. Incomplete com-
bustion of fuel oil and pulverised coal leads to the
emission of smoke, which essentially consists of
particulates, and deposition of soot. The particu-
lates areharmful to healthand the soot deposits are
a potential fire hazard. Also, incomplete combus-
tion of gas, oil or coal produces carbon monoxide
(CO) which is toxic, as opposed to carbon dioxide
(CO2). The CO can cause explosions when the hot
flue gases come into contact with fresh air in the
stack.

These effects are best countered by ensuring
that there is always an excess of air present in re-
lation to the stoichiometric requirements for com-
bustion. This is particularly important when the
fuel flow is being manipulated to meet changes in
steam demand. An elegant approach to this prob-
lem is depicted in Figure 33.5.

Assume the system is at steady state and con-
sider the effect of an increase in steam demand.
The resultant decrease in pressure in the steam
main would cause the output of PC47, which is the
desired value of the gas flow, to increase. The low
signal selector routes the lower of its two inputs to

the set point of FC47A,thegasflow controller.Since
the output of ratio station FFY47A is unchanged,
it is this signal that would be routed through to
FC47A, the gas flow remaining constant.

However, the high signal select routes the in-
crease in desired gas flow through to ratio station
FFY47B which multiplies it by a scaling factor R,
the required air to gas ratio, to determine the cor-
responding desired air flow. This would then be
applied to the set point of FC47B, the air flow con-
troller. As the air flow increases, the ratio station
FFY47A multiplies it by the reciprocal of R to de-
termine the allowable gas flow. Since this signal
would be lower than the output of PC47 it is routed
through to the set point of FC47A which increases
the gas flow. A new equilibrium would be estab-
lishedat which,provided thevarious elements have
been calibrated correctly, the outputs of PC47 and
FFY47A would be equal.

This scheme guarantees that, following an in-
crease in steam demand, the increase in air flow
leads the increase in fuel.A similar analysis reveals
that, following a decrease in steam demand, the de-
crease in air flow lags behind the decrease in gas
flow.

PC
PT

Steam

Gas

Air

47

FT

FC
47A

FT
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47B

FFY
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>

R

FFY
47A

1/R

Fig. 33.5 Cascade and ratio control with signal selection
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33.3 Ratio Trimming
The efficiency of boilers and their environmen-
tal impact are closely related. High flame temper-
atures are essential for efficient combustion. As
stated, it is also necessary to have an excess of oxy-
gen to prevent incomplete combustion.Given that
air is 79% nitrogen, which is inert, it can be seen
that only small amounts of excess oxygen will lead
to significant dilution of the combustion process.
This dilution reduces the flame temperature, lead-
ing to cooler combustion gases and less effective
heat transfer to the water in the tubes. The excess
must therefore be as small as is practicable.

However, low flame temperatures are desirable
from an environmental perspective. The lower the
temperature the less the scope for production of
the NOX gases (NO, N2O2 and NO2). Also, most
organic fuels contain sulphurous compounds, not
necessarily in trace quantities. Again, low flame
temperatures tend to mitigate against production
of the SOX gases (SO2 and SO3). All three forms of
gaseous oxides, COX , NOX and SOX, contribute to
global warming (greenhouse) effects and acid rain.

There is, therefore, a trade off between high effi-
ciency and low oxide emissions. In practice, boiler
plant is normally operated with some 1.0–1.5% ex-
cess air in relation to the stoichiometric require-
ments for complete combustion. The amount of
excess air is normally monitored by measuring the
amount of oxygen in the flue gas using a zirconium
oxide based sensor. The output from the analyser
is used to trim the air flow by adjusting the scal-
ing factors R and 1/R applied by the ratio stations
to the set points of the flow controllers. There are
various ways of realising this.

• R may be adjusted by a ratio station in direct
proportion to the O2 concentration.

• R is the output of a PID controller AC47 whose
set point is the desired oxygen concentration in
the flue gas, as depicted in Figure 33.6.

• As above, except that the reference ratio Rr is ex-
ternally preset and multiplied by a scaling factor
which is the controller output as depicted in Fig-
ure 33.7. This output would normally be about
unity and limited to a narrow band of, say, 0.98
to 1.02.
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Fig. 33.6 Cascade control with signal selection and ratio trimming
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Fig. 33.7 Cascade control with alternative approach to ratio trimming

• As above, except that the reference ratio Rr is
incremented by addition of the controller out-
put. This output would normally be about zero
and limited to a narrow band according to the
calibration of the instrumentation.

An important bonus of the technique of using the
oxygen content of the flue gas to trim the ratio
setting is that it will respond to changes in the
composition of the fuel. Suppose the composition
changes such that the stoichiometric requirement
increases, i.e. more oxygen is required per unit
amount of gas. This will manifest itself in a reduc-
tion of the oxygen content of the flue gas resulting
in the ratio being trimmed upwards to increase the
air flow.

Also note that, for environmental purposes, it is
common practice to monitor the carbon monoxide
content of the flue gas and to use that as an input
to a trip system which, in extreme circumstances,

will shut down the boiler plant. CO monitoring
also provides a useful means of cross checking the
effectiveness of the O2 based ratio trimming.

33.4 Comments
The boiler plant described is typical of that used
in the process industries for steam raising and,
as such, its control system is relatively simple. In
the power industry, where the objective is to pro-
duce steam for driving turbines and generators,
the boilers have very much greater capacity and
steam pressures of 50 bar are not uncommon.
Boiler plant is more highly integrated, involving
economisers and superheaters, whilst ancillaries
and back-up plant are more extensive. The control
systems used on these boilers are more sophisti-
cated with feedforward control, load scheduling,
stand-by arrangements, etc.
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34.1 Classical Approach

34.2 In-line Neutralisation

34.3 Anti-Logging Approach

Neutralisation is theprocesswhereby acidandbase
reagents are mixed to produce a product of speci-
fied pH. In the context of waste water and effluent
treatment the objective is to adjust the pH to a
value of 7 although, in practice, any value in the
range 6–8 is good enough. In many chemical reac-
tions the pH has to be controlled at a value other
than 7, which could be anywhere in the range of 0–
14. Neutralisation is always carried out in aqueous
solutions, pH is a meaningless quantity otherwise.
Note that a base that is soluble in water is usually
referred to as an alkali.

pH is without doubt the most difficult of com-
mon process variables to control. For example, the
measurement is electrochemical,made with a glass
and reference electrode pair as described in Chap-
ter 17, and is prone to contamination, hysteresis
and drift. The signal produced, being logarithmic,
is highly non-linear. The process being controlled
invariably has a wide range of both concentration
and flow rate. The rangeability of flow gives rise
to variable residence times. To achieve satisfactory
control, all of these issues have to be addressed.

This chapter focuses on the conventional ap-
proaches to pH control. For a more comprehensive
treatment of such the reader is referred to the text
by Shinsky (1973).Becauseof its inherent difficulty,
pH control lends itself to more sophisticated tech-
niques such as self-tuning and generic model con-
trol. Whilst the technical literature abounds with
references to these methods, they have hardly been
taken up by industry. This is largely due to wari-

ness of advanced control methods,due in itself to a
general lack of understanding,and to the difficulty
in setting up and providing long term support for
such.

34.1 Classical Approach
The classical approach is to change the pH stage-
wise, in a series of agitated vessels, with the pH
being controlled at each stage by means of a feed-
back loop, as depicted in Figure 34.1 in which an
acidic influent is treated with alkaline reagent.

There are certain ground rules that it is es-
sential to comply with in neutralisation systems
if good pH control is to be achieved. These are as
follows:

• Average out fluctuations in flow and composi-
tion of the influent, if feasible, prior to neutrali-
sation.Otherwise use level control for anti-surge
purposes as shown.

• Good mixing of influent with neutralising
reagents is essential.This also prevents sediment
and solids from settling out. It doesn’t particu-
larly matter how the mixing is realised as long
as it is good. Remember that mixing in cylin-
drical vessels is only effective if there are baffles
fitted. Centrifugal pumps are very good mixers:
mixing can be significantly enhanced by use of
a centrifugal pump in an external loop with a
high circulation rate.
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Wild acidic

Conc NaOH Dilute NaOH

Fig. 34.1 Stagewise approach to pH control with agitated vessels

• Residence time should be sufficient for neu-
tralisation, the issue being the time it takes for
dissociation to occur. If a weak-acid-or weak-
base is involved, provided the reagents are al-
ready in solution, a residence time of some 5
min is necessary. For neutralisations involving
slurries, such as slaked lime, a residence time of
some 20 min is required forcomplete solution of
the particles. Strong-acid strong-base neutrali-
sations take place almost instantaneously.

• The electrodes for pH measurement should be
located such that they are in turbulent flow, but
shielded from excessive turbulence and poten-
tial mechanical damage, to minimise their re-
sponse time. Particular care should be taken
when dealing with dirty effluents to prevent an
impermeable film forming on the electrodes.

• Time delays should be minimised throughout
the system.

• Use concentrated acid/alkali solutions for neu-
tralisation at low/high pH values and dilute so-
lutions in between.

• A maximum change of 2 pH per mixing vessel,
corresponding to [H+] changing by a factor of
100, is the best that can normally be achieved
with simple feedback. This is because the range-
ability of a control valve, assuming it to be fitted
with a positioner, is some 100: 1 at best.

• Rangeability, and hence quality of control, can
be improved if control valves with overlapping
ranges are used. Equal percentage characteris-
tics are presumed, as depicted in Figure 34.2.
The valves are used in pairs, of different size, on
a split range basis. Such a duplex arrangement
is realised by means of appropriately calibrated
positioners, as described in Chapter 21.

• If the influent can be either acidic or alkaline
then a logical decision,based upon the pH value,
is used to decide which reagent has to be added.
Alternatively, both acid and alkali valves may be
manipulated on a split range basis using posi-
tioners as depicted in Figure 34.3.

• Quality of control can also be improved if the
controller gain is characterised according to the
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Fig. 34.2 Use of split range valves with overlapping ranges
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Fig. 34.3 Use of split range valves for mixed acid/alkaline neu-

tralisations

known titration curve, an example of which
is depicted in Figure 17.1. This is achieved by
means of gain scheduling. Thus the controller
has a low gain when the slope of the titration
curve is steep and vice versa. In effect, the pH

measurement is offset by a variable controller
gain: it is linearised.

• When the influent contains various species of
acid and/or base, there will be multiple buffer-
ing effects and the titration curve is likely to be
variable. In such circumstances, an estimate has
to be made of the likely average titration curve
for characterisation purposes. Self tuning con-
trol can also be considered.

• Storage tanks are desirable for environmen-
tally sensitive effluent treatment schemes. In the
event of failure, effluent can be diverted to stor-
age whilst repairs are carried out.The size of the
storage tanks, and hence the feasibility of such,
is clearly a function of the throughput.

34.2 In-line Neutralisation
This is essentially an end-of-pipe approach which
is growing in acceptance. The mixing vessels have
been replaced with in-line mixers involving a vari-
ety of control strategies, as depicted in Figure 34.4.
Again the influent is assumed to be a wild acidic
stream and the neutralising reagent to be alkaline.

Typically the neutralisation is realised in two
stages. Centrifugal pumps in dedicated recircula-
tion loops provide the mixing for each stage:

• The first stage is a coarse adjustment, for which
the set point is approximately pH 5. There is a
feed forward strategy, based upon the flow rate
and pH of the influent stream, assuming the pH
of the neutralising reagent is known.A slave flow
control loop isused to control the alkali addition.
Down-stream of the in line mixer is a further pH
measurement which is used to trim the feed for-
ward calculation.

• The second stage is a fine adjustment for which
the set point is nominally pH 7. This essentially
involves a feedback loop, with variable gain ac-
cording to the titration curve.

Clearly an in-line approach is infeasible for neu-
tralisations that require significant residence time.
Because of the lack of capacity within the system,
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Fig. 34.4 Stagewise in-line approach to pH control

and the sophistication of the control scheme, the
dynamics of the in-line system are fast.This makes
it suitable for effluents with high rangeability of
both flow rates and concentration. At the same
time, it is very susceptible to errors in calibration,
drift in measurement, offsets and bias in initialisa-
tion, etc. For these reasons a jacket of operability
constraints is necessary to provide robustness.

34.3 Anti-Logging Approach
This is an interesting alternative approach. It
recognises that the neutralisation process, which
is the mixing of quantities of reagents in propor-
tion to their concentrations, is inherently linear
and that the non-linearity in pH control is intro-
duced at the point of pH measurement. Therefore,
it is logical to linearise the measurement by tak-
ing the anti-log of the pH signal. This is analogous

to square root extraction in flow measurement in
which the non-linearity is removed at source.

Anti-logging may be achieved by converting
the pH measurement into an hydrogen ion con-
centration [H+] on the following basis:

If pH ≤ 7 then [H+] = 10(6−pH)

If pH ≥ 7 then [H+] = −10(pH−8)

Figure 34.5 depicts the resultant quasi pH scale.
Note that:

• A factorof 106 has been introduced such that the
units of [H+] are mg/m3 . This makes for more
manageable values of [H+] for control and dis-
play purposes and, in the vicinity of neutrality,
is more intuitive.

• Alkaline solutions are treated as if they are neg-
ative acid solutions.

• There is a hole in the middle of the [H+] scale,
between −0.1 ≤ [H+] ≤ +0.1.
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This hole is so small that it is of no practical
consequence.As the measurement signal passes
through pH 7 and jumps across the hole in the
[H+] scale, it is not possible to observe any kick
in the controller output.

Anti-logging transforms the control problem into
the linear [H+] domain. The controlled variable
becomes [H+] which is often of more importance
than pH per se. The set point for neutralisation is
a zero value for [H+].Working in the [H+] domain
enables classical linear control system design tech-
niques to be applied.

This approach has been demonstrated to work
with strong-acid strong-base neutralisations but
the extent to which it can accommodate buffering
effects is not proven. However, ultimately, it too is
criticallydependent upon the accuracy of pH mea-
surement and the rangeability of control valves.
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Fig. 34.5 Quasi pH scale for use with anti-logging approach
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35.1 Strategic Considerations

35.2 Inventory Considerations

35.3 Cut and Separation

35.4 Worked Example

35.5 Measured Variables

35.6 Mass and Energy Balance Control

35.7 Control of Overhead Composition

35.8 Dual Control of Overhead and Bottoms Composition

35.9 Control of Column Feed

35.10 Control of Column Pressure

35.11 Internal Reflux Control

35.12 Override Control

35.13 Multicomponent Distillation

35.14 Multicolumn Separations

35.15 Comments

35.16 Nomenclature

Although distillation is a complex separation pro-
cess, the control of a distillation column is rela-
tively straightforward in principle. From an oper-
ational point of view, the objectives are to:

• Achieve safe and stable operation.
• Maintain mass and energy balances across the

column.
• Maintain product qualities within specifica-

tions.
• Maximise recovery of the more valuable prod-

uct.
• Minimise disturbances to downstream units.
• Optimise product yield subject to energy con-

straints.

Most,or even all,of theseobjectives can be simulta-
neously achieved by effective design of a column’s
control scheme with one crucial proviso: that the
process design of the column is appropriate for
its duty in terms of number of plates/trays, col-
umn diameter and capacity of reboiler and con-

denser.There is much variety: this chapter outlines
some of the more common, conventional control
schemes.The dynamics of one such scheme is con-
sidered in detail in Chapter 90.

Because distillation is of fundamental impor-
tance to the chemical andprocess industries, its dy-
namics and control have been studied extensively.
There is a wealth of experience and many excellent
texts: the reader is referred in particular to those by
Buckley (1985), Deshpande (1985), Luyben (1992),
Marlin (2000) and Shinskey (1977).

35.1 Strategic Considerations
Consider a continuous column as depicted in Fig-
ure 35.1.

An overall steady state mass balance across the
column gives

F = D + B (35.1)
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Fig. 35.1 Basic layout and terminology for a distillation column

Suppose that its feed is a binary mixture. It is also
presumed throughout this chapter to be liquid and
at its boiling point.A steady state mass balance for
the more volatile component (MVC) gives

F.XF = D.XD + B.XB (35.2)

Applying the process of determination, it is evident
that there are two equations, six strategic variables
and four degrees of freedom. Normally F is either
wild or controlled by a flow control loop and XF is
wild, resulting in two equations with four floating
variables. There are thus two degrees of freedom
remaining. If any two of D, XD, B and XB are con-
trolled then the other two will be determined.

At face value, the above analysis appears to be
simplistic having ignored theunderlying stagewise
nature of distillation and not taking into account
any of the vapour liquid equilibria, composition
and flow constraints or heat balances.There are in-
deed many other relationships but, at steady state,
none of the extra equations and variables have any
net effect on the number of degrees of freedom:
they are either not independent or cancel out.

Note, in particular, that constant molal over-
flow is presumed: that is, the heat released by unit
amount condensing at each stage is sufficient to
vaporise an equivalent amount at the same stage.

Thus the analysis reduces to a mass balance sce-
nario only: the heat balances can be ignored.

35.2 Inventory Considerations
Notwithstanding the holdup on the plates of a col-
umn, which is fixed by the plate design, there are
invariably three key inventory variables. With ref-
erence to Figure 35.1, these are:

• The column pressure P. This is a measure of the
amount of vapour in the column and its over-
head system: clearly the higher the pressure the
greater the vapour inventory. It is normal prac-
tice to operate a column at constant pressure.
Unless the column is operating at atmospheric
pressure or under vacuum,its pressure is usually
controlled by manipulating the flow of cooling
water C to the condenser.

• The reflux drum level h. The reflux drum has
several functions. It provides a reservoir of dis-
tillate which enables the reflux rate to be ma-
nipulated. Otherwise, if the reflux rate increased
then the top product rate would decrease, and
vice versa. The capacity of the drum also has
an anti-surge function, averaging out sudden
changes in the top product flow rate and com-
position.The drum also provides a head for flow
through the reflux and top product valves. The
drum level must be controlled at all times to pre-
vent it from emptying or flooding.

• The still level b. Assuming the column does in-
deed have a still, it’s principal function is to pro-
vide a reservoir of liquid for the reboiler and the
bottom product pump. Otherwise, the capacity
is provided by the reboiler itself. Like the reflux
drum,it also has an anti-surge function.The still
level must be controlled at all times to keep the
thermosyphon functioning.

Thus,potentially, there is a maximum of seven con-
trolled variables: that is four strategic and three in-
ventory, D, XD, B, XB, P, h and b, and a maximum
of five manipulated variables: that is D, L, B, Q and
C. Establishing a control scheme for a column in-
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volves specifying loops as appropriate by assigning
MVs to CVs subject to satisfying themassbalances,
ensuring that the column is not over determined
and that all of the inventories are controlled.

There are many possible combinations of MVs
and CVs.The process of specifying loops therefore
requires some understanding of the underlying re-
lationships. Table 35.1 provides an overview of the
principal interactions. The entries in the table in-
dicate whether an MV directly (d) or indirectly
(i) affects a CV and provide a basis for deciding
whether a proposed loop is sensible or not.

Table 35.1

Controlled Manipulated
variables (CV) variables (MV)

D L B Q C

Strategic variables D d i i i

XD d d i i

B i i d i

XB i i d d

Inventory variables P d d

h d d i

b d d

The fact that several manipulated variables can
each affect a single controlled variable is a mea-
sure of the scope for interactions. Assigning MVs
to CVs is normally done on the basis of experience.
However, there is an analytical technique forestab-
lishing the most appropriate control loops, known
as relative gain analysis (RGA), which is covered in
Chapter 111.

It is normal practice with column control to
use cascade control systems, as described in Chap-
ter 25, to reject supply disturbances. There is in-
variably a slave flow control loop on the top and
bottom product streams and on the reflux stream.
For the reboiler, the slave may be either a flow or
a pressure control loop on the steam supply. These
are not shown explicitly in subsequent diagrams,
but should be taken as read.

35.3 Cut and Separation
From an operational point of view the required
“cut” is often specified. This is defined to be the
ratio D/F and can be obtained by manipulation of
Equations 35.1 and 35.2:

cut =
D

F
=

XF − XB

XD − XB
(35.3)

If a particular cut is specified then, since it is ar-
ticulated in terms of the strategic variables, the cut
clearly has an impact on the process of determina-
tion.Thus, includingEquations 35.1 and 35.2, there
would be three equations, six strategic variables
and three degrees of freedom. Again, assuming F
and XF to be controlled and/or wild, this reduces to
three equations and four unknowns. If any one of
the three floating variables is controlled, then the
other three will be determined.In effect,specifying
the cut has removed a degree of freedom.

Specifying the cut does not in itself fix the
product compositions. This can be demonstrated
by manipulating Equation 35.3 into the form

XB =
XF −

D

F
.XD

1 −
D

F

Thus, for a given feed composition, the cut deter-
mines the relative values of the top and bottom
compositions rather than their absolute values.

Another performance parameter that is often
specified is “separation” which is a function of the
relative volatility and defined to be

separation = S =

XD

1 − XD

XB

1 − XB

(35.4)

Now, assuming F and XF to be controlled and/or
wild, if both the cut and separation are specified,
then there are four equations and four unknowns,
thus both the product stream flowrates and com-
positions are determined. The separation has used
up the final degree of freedom.
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Inspection of Equations 35.3 and 35.4 reveals that
increasing the cut is consistent with worsening the
distillate quality (reduces XD) and/or improving
the bottomsquality (reduces XB),whereas increas-
ing separation is consistent with improving both
qualities.

For a given feed and column design, the only
way in which the separation can be changed is by
manipulating the reflux and boil-up rates. How-
ever, there is an upper limit to the achievable sep-
aration which depends upon the cut specified. No
amount of processing will enable separations to
be achieved beyond that limit. In terms of control
strategy, it follows that cut overrides separation.
If the cut is wrong then it may well be impossible
to achieve both desired product quantities and
maybe neither.

Cut and separation may be thought of as oper-
ational constraints. In practice, there are also phys-
ical constraints on both cut and separation. These
constraints are invariably due to:
• Flooding considerations, i.e. the maximum flow

of liquid or (more usually) vapour through the
trays/plates which is a function of the column’s
sizing.

• Capacity limitations on the column’s ancillar-
ies such as the thermal duty of its reboiler
and/or overhead condenser, the sizing of its re-
flux drum/pump, etc.

35.4 Worked Example
The feed to a column may be considered to consist
of 60 mol% of the light key.Thedistillate is required
to contain not less than 99.5 mol% of the light key
and the bottom product not less than 95 mol% of
the heavy key. Thus, at the operational limit:

XF = 0.6 XD = 0.995 XB = 0.05

From Equations 35.3 and 35.4 the cut and separa-
tion are given by

D

F
=

0.6 − 0.05

0.995 − 0.05
= 0.582 S =

0.995

0.005
0.05

0.95

= 3781

The scope for manipulating the cut and separation
is now explored. Suppose the top product compo-
sition is held at its specified value. Then, as the cut
is increased, the value of XB reduces towards zero.
The (theoretical) maximum value of cut is thus

D

F
=

0.6 − 0.0

0.995 − 0.0
= 0.603

and, as XB tends to zero, the separation becomes
infinite.Now suppose the bottom product compo-
sition is held at its specified value. As the cut is
reduced the value of XD increases towards unity.
The (theoretical) minimum value of cut is thus

D

F
=

0.6 − 0.05

1.0 − 0.05
= 0.579

Again, as XD tends to unity, the separation be-
comes infinite. It follows that the only feasible
range of operation for the column is for values
of 0.579 < D/F < 0.603. Over the whole of this
range the desired value of either XD or XB can be
achieved, but a cut of 0.582 is necessary to achieve
both desired values simultaneously.

35.5 Measured Variables
Composition measurement is clearly necessary for
column control purposes. Ideally, the values of XD

and/or XB will be measured directly by some an-
alytical means. Analytical devices are much more
reliable and accurate than hitherto.The most com-
mon form of on-line analyser used in column con-
trol is the chromatograph which, as explained in
Chapter 18, has the advantage of being able to
measure multiple components. Gas phase chro-
matographs are preferred to liquid phase because
the higher vapour velocity reduces the sampling
delay time. However, they are expensive: the in-
stalled cost of an on-line chromatograph, includ-
ing its sampling system, is typically £100K.

It is much more usual to use temperature as an
indirect measure of composition. Assuming pres-
sure to be constant, the temperature of a binary
mixture is uniquely related to its composition by
the vapour liquid equilibria. Figure 35.2 depicts a
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Height

Temp

Fig. 35.2 Ideal profile of temperature vs height

typical steady state profile of temperature plotted
against distance from the column base for an ideal
separation.

It is evident that little separation occurs at the
top or bottom of the column, because there are
only small changes in temperature from plate to
plate, with a region of high separation somewhere
in the middle. That middle part of the profile with
relatively low slope and high separation is often
referred to as the “knee”. It is helpful to think in
terms of the function of the control system being
to maintain the temperature profile, keeping the
knee positioned over the same few plates in the
middle.

As a means of indirectly measuring composi-
tion,thebest place to measure temperature is in the
middle of the column, where temperature is most
sensitive to composition changes, and the worst
place is at the top and bottom. However, for con-
trol purposes, the requirement is the exact oppo-
site. The nearer the point of measurement is to the
ends of the column, the closer it approximates to
the product stream composition which, ultimately,
is the controlled variable.Also, the closer the point
of measurement is to the ends of the column, and
thence to the means of manipulating reflux and
boil-up rates, the faster is the response of the con-
trol loops. This is because of the lags associated
with the holdup of the plates within the loops.

There obviously has to be a compromise. It is
therefore normal practice to measure the temper-
ature several plates down from the top of the col-

umn, or up from the bottom, where the tempera-
ture is sufficiently sensitive to variations in com-
position for changes to be meaningfully detected,
whilst minimising the effect of the lags.

A further complication is the effect of pressure.
Even when the column pressure is controlled, there
will be small fluctuations in pressure which shift
the vapour-liquid equilibria and cause changes in
temperature. This can obviously obscure the effect
of composition changes. It is important, therefore,
that the temperature at the point of measurement
is more sensitive to changes in composition than
to the variations in pressure.These sensitivity con-
siderations are of fundamental importance to the
effectiveness of using temperature as an indirect
measure of composition.

Assuming temperature is used as a measure of
composition,measurementsnormally available for
the purposes of controlling a column are as de-
picted in Figure 35.3.Not all of thesemeasurements
are necessarily available on any particular column,
and there could be more available.

FT
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TT
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PT

FT
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LT
FT

FT
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Fig. 35.3 Measurements available for column control
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Fig. 35.4 Mass balance control scheme with flow control of dis-
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Fig. 35.5 Mass balance control scheme with flow control of bot-
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35.6 Mass and Energy Balance
Control

Mass balance control is essentially a question of
satisfying Equation 35.1.Any imbalance will man-
ifest itself as a changing level in either the reflux
drum or the reboiler. Two mass balance control
schemes are depicted in Figures 35.4 and 35.5.

Assuming that F is wild, if either D or B is con-
trolled then the other is determined by the mass
balance. In the scheme of Figure 35.4 it is D that
is controlled, B is the manipulated variable for the
loop controlling the reboiler level which is simply
of an inventory nature.In the schemeof Figure 35.5
it is the other way round: B is controlled and D is
manipulated by the reflux drum level controller.

If a mass balance scheme is chosen, it is nor-
mal to put the flow controller on whichever is the
smaller of D and B, and to use the level controller
to manipulate the other.

The so-called“energy balance” control scheme
is depicted in Figure 35.6. Neither D nor B is con-
trolled directly, both being manipulated by level
control loops.The inventory nature of the two level
loops ensures that the mass balance is always sat-
isfied, irrespective of the reflux and boil-up rates.

FC

LC

LC

FC

Fig. 35.6 Energy balance control scheme
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The mass balance scheme is preferable for high re-
flux ratios (i.e. R = L/D > 5) and when frequent
disturbances to the energy inputs occur, i.e. feed
enthalpy, steam and cooling water supplies. The
energy balance scheme is preferable for low reflux
ratios (i.e. R < 1), when frequent disturbances to
feed rate and composition occur, and when there
is a large reflux drum. For many columns there is
not a clear choice, but the following more sophis-
ticated strategies deal with the weaknesses of both
approaches and so make the choice less important.

Note that in all three of the mass and energy
balance schemes there is no attempt to control
composition: it is assumed that if the flows are set
correctly then the desired compositions, cut and
separation will be achieved.

35.7 Control of Overhead
Composition

Control of composition is essentially a question of
satisfying both Equation 35.1 and 35.2 simultane-
ously.Figure 35.7 depicts the most commonly used
scheme for controlling the overhead composition
XD which is of the energy balance type.

PC

TC

LC

LC

Fig. 35.7 Control of overhead composition by manipulating re-

flux rate

The signal from the column top temperature con-
troller is used to manipulate the reflux rate L.
Suppose that the composition of the top product
stream drops off, i.e. XD decreases. This would be
revealed by the measured temperature increasing
relative to its set point. The temperature controller
would respondby opening the refluxvalve, increas-
ing L and hence increasing the reflux ratio R. In
effect, this makes the column more efficient so a
greater separation of the components is achieved,
XD rises towards its desired value and the temper-
ature returns to its set point.

The boil-up rate V is maintained constant by
the steam pressure control loop on the reboiler.
However, at steady state the boil-up rate equates to
the sum of the reflux and top product rates:

V = L + D

Since the reflux ratio L/D is indirectly controlled
by the temperature control loop, the top product
rate is itself indirectly controlled.

Assume that the feed rate and composition are
both wild.Since the top product flow rate and com-
position are both controlled indirectly, then the
bottomproduct flowrate andcomposition areboth
determined. It follows that any other control loop
must be of an inventory nature.

A common variant of the scheme of Figure 35.7
is that depicted in Figure 35.8 in which the tem-
perature control and the reflux drum level control
loops having been interchanged.

In the scheme of Figure 35.9, following a de-
crease in XD the temperature controller decreases
V. Since L is controlled by the flow loop, this leads
to a decrease in D and to an increase in R. As dis-
cussed, increasing R drives XD back to its desired
value.The wide separation of the temperature sen-
sor and the steam control valve is badpractice from
a dynamic point of view.However, if the sensor has
to be several plates down from the top of the col-
umn, for sensitivity purposes, then this arrange-
ment may be better because changes in vapour
flowrate are transmitted through the column much
faster than changes in reflux flow.
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Fig. 35.9 Control of overhead composition by manipulating boil-

up rate

35.8 Dual Control of Overhead
and Bottoms Composition

In the so-called L-V scheme of Figure 35.10, XD

and XB are both controlled indirectly by temper-
ature control loops which manipulate L and V re-
spectively. Since F and XF are wild then D and B are
determined by the mass balances. Clearly the two
level loops are for inventory purposes only and the
scheme is of the energy balance type. This is the
same scheme as that used in Chapter 90 as a basis
for explaining the dynamics of distillation.

TC

LC

LC

TC

Fig. 35.10 Dual composition control: the L-V scheme

The top temperature and the reflux drum level
control loops have been interchanged in the D-V
scheme of Figure 35.11, and the bottom tempera-
ture and the reboiler level control loops have been
interchanged in the L-B scheme of Figure 35.12.All
three schemes are of the energy balance type: nei-
ther of the product streams is being controlled (as
opposed to being manipulated) either directly or
indirectly.

It is evident that, potentially, there are major
interactions between the two composition con-
trol loops. The Ryskamp scheme addresses this
problem. In particular, it keeps the reflux ratio,
and hence the overheads quality, constant despite
changes in boil-up rate due to bottom tempera-
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Fig. 35.11 Dual composition control: the D-V scheme
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Fig. 35.12 Dual composition control: the L-B scheme

ture control. In effect, it decouples the interactions
between the two composition control loops.This is
achieved at the expense of worsened bottomsqual-
ity control so should only be used when overheads
quality is more important than bottoms. Also, it
does not handle feed composition changes well.

The basic Ryskamp scheme, as depicted in Fig-
ure 35.13, is an important and effective variant of
the L-B scheme. The basic strategy is to maintain
the reflux ratio constant. Since the reflux drum

TC

LC

TC

LC

X
R

L

D

Fig. 35.13 Dual composition control: the basic Ryskamp scheme

level controller varies the distillate flow, its out-
put is a measure of the flow D, albeit subject to
some scaling factor not shown in Figure 35.13. In
the basic Ryskamp scheme this signal is multiplied
by the desired reflux ratio R=L/D. This yields the
required reflux rate L which becomes the set point
for the reflux rate slave flow control loop. Thus, as
the reflux drum level varies the distillate flow, the
reflux flow is adjusted in proportion to the level to
maintain a constant reflux ratio. A rising level will
cause the reflux rate to be increased.

There are several variants on the Ryskamp
scheme, of which one is depicted in Figure 35.14.
The top temperature controller manipulates the
slope of the upper operating line L/(L + D). The
reflux drum level controller manipulates the total
flow out of the reflux drum (L + D). Multiplica-
tion and subtraction of these signals as indicated
in Figure 35.14 yields set points for the reflux and
distillate flow slave loops. Again, relevant scaling
factors are omitted.

The Achilles heel of dual composition control
schemes is the potential for interaction between
the control loops.The multivariable formof model
predictive control (MPC), as explained in Chap-
ter 117, is particularly effective at countering these
interactions.
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Fig. 35.14 Dual composition control: variant on the Ryskamp

scheme

35.9 Control of Column Feed
The cost of buffer storage to average out fluctu-
ations in F and/or XF cannot usually be justified.
It is normal therefore, when large fluctuations in
feed rate may be predicted, to change V in propor-
tion to the change in F. In effect, this anticipates the
change in V that would eventually occur if any of
the previous schemes were used.

The scheme depicted in Figure 35.15 uses a ra-
tio control strategy to change V in proportion to
F. Either the direct or the indirect approach may
be used, as discussed in Chapter 26. Any increase
in F will cause a proportionate increase in the set
point of the slave steam flow control loop set point.
This is a somewhat coarse approach and makes for
sudden changes in bottoms flow rate.

In terms of strategic variables, F and XF are
wild, D and XD are controlled indirectly and B and
XB aredeterminedby massbalances.Both theover-
head and bottoms level control loops are of an in-
ventory nature.

The scheme depicted in Figure 35.16 uses a
combination of feedforward and cascade control
strategies to change V according to changes in F.
The feed rate, bottoms temperature and flow rate,
etc., are all inputs to the feedforward controller,
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Fig. 35.15 Control of column feed: ratio control on boil-up rate
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Fig. 35.16 Control of column feed: feedforward control on boil-

up rate

which is described in detail in Chapter 27. This is
more effective than simple ratio control because
the dynamics of the column below the feed plate
are taken into account.

In terms of strategic variables, F and XF are
wild, XD and XB are controlled indirectly and D
and B are determined by the mass balances.Again,
both the level control loops are of an inventory
nature.
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Fig. 35.17 Control of column feed: pre-heating of feed stream

A cold feed causes more vapour to condense on
the feed plate than would otherwise be the case,
leading to increased liquid and vapour flows in the
lower half of the column. It is normal practice to
pre-heat the feed to its boiling point. This is re-
alised by heat exchange with the bottom product
stream, which makes for more efficient use of en-
ergy, and additional steam heating if necessary, as
depicted in Figure 35.17. This scheme is otherwise
the same as that depicted in Figure 35.7.

35.10 Control of Column
Pressure

Controlling a column’s pressure is essentially a
question of balancing the energy put in through
the reboiler with the energy taken out by the cool-
ing system. Any imbalance manifests itself in the
form of a change in pressure. There is a variety
of schemes, depending on whether the column is
operated at, above or below atmospheric pressure.

For distillation at atmospheric pressure, the re-
flux drum is vented to atmosphere, as indicated
in Figure 35.18. Venting is subject to safety pre-
cautions regarding the potential release of toxic
or flammable vapours, such as venting into a
stack/flare system, and the reflux drum may need
to be continuously purged with nitrogen to prevent

TC

TC

vent

LC

Fig. 35.18 Control of column pressure: atmospheric operation

TC LC

PC

purge

Fig. 35.19 Control of column pressure: pressure operation with

low/no inerts

the ingress of air. The cooling water outlet temper-
ature is controlled to minimise water usage. Note
the minimum flow constraint for this type of loop
as explained in Chapter 32.

For distillations other than at atmospheric
pressure, the pressure must be closely controlled if
temperature is used as a measure of composition.
The pressure throughout the overhead system,
comprising the overhead pipework, condenser and
reflux drum, is relatively uniform so it does not
particularly matter where it is measured.

The type of control scheme chosen for pressure
operation depends primarily on the amount of in-
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Fig. 35.20 Control of column pressure: pressure operation with
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Fig. 35.21 Control of column pressure: pressure operation with
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Fig. 35.22 Control of column pressure: vacuum operation

erts or non-condensables, typically air, in the over-
head vapour. The scheme depicted in Figure 35.19
is the most common pressure control scheme.Sup-
pose that the overhead pressure increases. The
pressure controller would increase the cooling wa-
ter flow rate until a new heat balance is established
in the condenser with a lower exit water temper-
ature and a higher rate of condensation. If there
are low concentrations of inert gases present, it is
necessary to have a small continuous purge to pre-
vent the inerts from blanketing the condenser. It is
normal to purge from the reflux drum to minimise
the venting of vapours.

With a large amount of inerts, a pressure con-
troller operating a valve in the line venting the
drum gives satisfactory control, as depicted in Fig-
ure 35.20. Closing the control valve enables build
up of inerts in the overheads system: the rate of
heat transfer in the condenser is reduced by a blan-
keting effect which causes the pressure to rise. A
potential problem with this arrangement is a non-
symmetrical dynamic response. Opening the valve
will vent the inerts fairly quickly if the column
pressure is high, whereas the build up of inerts
caused by closing the valve may be relatively slow.
It may well be that injection of air or nitrogen is
required to boost the inerts content, using a pair
of valves in a duplex arrangement as described in
Chapter 21.Valve sizing is critical.
If the overhead product is vapour and all the con-
densate formed is refluxed, the control scheme de-
picted in Figure 35.21 can be used. The pressure
controller manipulates the valve in the top prod-
uct line and the cooling water flow rate is manipu-
lated to maintain the level in the reflux drum. If the
drum level falls then the cooling water flow rate is
increased, and vice versa.

In vacuum distillation, steam ejectors are com-
monly used to pull the vacuum. Ejectors operate
efficiently only over a narrow range of steam sup-
ply pressure, especially if several are connected in
series to pull a hard vacuum. So, rather than try
to vary the steam supply, the overheads pressure is
usually controlled by manipulating a bleed of air
into the ejector inlet as depicted in Figure 35.22.
Sometimes vapour from the ejector discharge sys-
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tem is used for the bleed stream. If the column
pressure increases then the bleed rate is reduced
and vice versa.

35.11 Internal Reflux Control
A fairly common problem associated with over-
head condensation systems is that of sub-cooling.
If the temperature of the liquor in the reflux drum
is lower than its boilingpoint, then additional con-
densation of vapour will be required on the top
plate of the column to restore boiling conditions.
This results in the internal reflux being greater
than its externally measured value.Based upon the
scheme of Figure 35.19, that shown in Figure 35.23
depicts a simple on-line calculation to compensate
for the effect of increased reflux.

If the amount of sub cooling is āT,then the heat
required to restore the reflux to boiling is

q = L.cp.āT

Assuming constant molal overflow anda latent heat
of āH, the rate of condensation must be

L.cp.āT

āH

The internal reflux rate is thus given by

J = L +
L.cp.āT

āH
= L

(

1 +
cp.āT

āH

)

The calculated internal reflux rate becomes the
measured value of the slave flow control loop, the
external reflux rate being its manipulated variable.
Themaster loop thereforemanipulates the internal
reflux rate, its set point typically being the temper-
ature used for controlling overheads composition.

35.12 Override Control
An excessive boil-up rate in a column can cause
flooding: the vapour velocity is such that the pres-
sure drop across individual plates causes the liq-
uid flow to back up in the downcomers. This can
be detected by measuring the differential pres-
sure across the column using the plates as ori-
fices. Normally the differential pressure is low but
rises rapidly at the onset of flooding. This can be
exploited for override control, as depicted in Fig-
ure 35.24 which is based upon the L-V scheme of
Figure 35.10. The TC is forward acting and manip-
ulates V in the normal way. However, if the out-
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Fig. 35.23 Pressure operation with internal reflux flow compensation
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Fig. 35.24 L-V scheme with override controls

put of PDT rises above some threshold value, then
PSY reduces the steam flow to a set value until the
flooding constraint is satisfied. Provision must ob-
viously be made for bumpless transfer and integral
desaturation when override occurs.

35.13 Multicomponent
Distillation

Only binary mixtures have been considered in this
chapter so far. Industrially, many columns distil
multi-component mixtures and, strictly speaking,
for the purpose of the process of determination,
separate balances should be set up for each com-
ponent. However, it is often the case that two key
components,referred to as the light andheavy keys,
can be identified as being representative of the sep-
aration of the mixture as a whole. Thus the vari-
ous schemes based upon a binary mixture may be
used as a basis for considering the control of multi-
component separations too. Inpractice, adegree of
over purification of the key components is always
necessary in the steady state to ensure acceptable
performance during transient conditions.

L

Q

C

P
h

b V

F,XFL,XFM,XFH

D,XDL,XDM

S,XSL,XSM,XSH

B,XBM,XBH

Fig. 35.25 Multicomponent distillation

However, it is often the case with multicomponent
distillations that there are sidestreams too which
means that it may be necessary to consider three
or more key components. A column with a single
sidestream for which there are three key compo-
nents is depicted in Figure 35.25.

An overall mass balance gives:

F = D + S + B

Component balances for the light, middle and
heavy keys gives:

F.XFL = D.XDL + S.XSL

F.XFM = D.XDM + S.XSM + B.XBM

F.XBH = S.XSH + B.XBH

The composition constraints are:

XFL + XFM + XFH = 1.0

XDL + XDM = 1.0

XSL + XSM + XSH = 1.0

XBM + XBH = 1.0

Inspection reveals that, of these eight equations,
seven are independent with 14 strategic variables,
that is four flow rates and ten compositions, giv-
ing seven degrees of freedom. Presuming every-
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TC

LC

LC

TC

FC

PC

Fig. 35.26 Control of column with sidestream

thing about the feed to be wild accounts for three
of the degrees of freedom.Thus, in principle, if four
strategic variables are controlled, then the rest are
determined.However, there are the three inventory
variables b, h and P to be controlled too. Assume
all six potential manipulated variables B, C, D, Q,
V and S are available of which, say, B, C and D are
assigned for controlling the inventories. That only
leaves L, Q and S for controlling the four remain-
ing strategic variables: suppose these are assigned
to controlling XDM, XBM and S respectively as de-
picted in Figure 35.26.

Thus of the 14 strategic variables, F, XFL and
XFM (say) are wild, XDM, XBM and S are controlled,
XFH, XDL and XBH are determined but XSL, XSM

and XSH are floating.This scheme would work,and
work well, provided the quality of the sidestream
was not of consequence. Alternative schemes are
feasible, by assigning MVs to different CVs as ap-
propriate, but a fully determined solution is not
possible without more MVs.

35.14 Multicolumn Separations
In practice, separations are often affected using
two or more columns, typically operating in a train
at different pressures. In terms of operability and
controllability, for a given duty, a pair or more of
distillation columns are generally considered to
provide more flexibility than operating a single
larger column. Consider the pair of columns de-
picted in Figure 35.27.

It is certainly true to say that the number
of potential manipulated variables has increased.
Whereas there were six MVs with the single col-
umn, there are ten potential MVs in the case of
the pair of columns: that is B, C1, C2, D, L1, L2 , Q1,
Q2, S and W. However, the number of inventory
and intermediate variables has increased too. It is
not clear without some analysis whether the net
number of MVs available for controlling strategic
variables has increased.

Presume the pair of columns to have the same
duty as the single column in Figure 35.25. Thus the
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F,XFL,XFM,XFH

D,XDL,XDM

S,XSL,XSM,XSH

B,XBM,XBH

W,XWL,XWM,XWH

C1

Q2

C2

L2

L1

Q1

Fig. 35.27 Equivalent two column configuration
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Fig. 35.28 Control of two column configuration
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feed F and product D from the first column and
products S and B from the second column are all
as per the single column with sidestream of Fig-
ure 35.25. Let W be the intermediate flow from the
bottom of the first column.

For the first column, an overall mass balance
gives:

F = D + W

Component balances:

F.XFL = D.XDL + W.XWL

F.XFM = D.XDM + W.XWM

F.XFH = W.XWH

Constraints:

XFL + XFM + XFH = 1.0

XDL + XDM = 1.0

XWL + XWM + XWH = 1.0

Inspection reveals there to be six independent
equations with 11 strategic variables giving five
degrees of freedom. Again, presuming everything
about the feed is wild accounts for three of the de-
greesof freedom.Thus, in principle, if two strategic
variables are controlled, then the rest are deter-
mined. Of the five manipulated variables available,
assume that C1, D and W are assigned to control-
ling the three inventory variablesP1 ,h1 andb1 leav-
ing L1 andQ1 available to beassigned to controlling
two strategic variables, say XDM and XWL .

Thus of the 11 strategic variables, F, XFL and
XFM (say) are wild,XDM and XWL are controlled and
XFH, D, XDL, W, XWM and XWH are all determined.
The energy balance scheme for the first column, as
depicted in Figure 35.28, is thus fully determined.

For the second column a similar analysis gives:

W = S + B

Component balances:

W.XWL = S.XSL

W.XWM = S.XSM + B.XBM

W.XWH = S.XSH + B.XBH

Constraints:

XWL + XWM + XWH = 1.0

XSL + XSM + XSH = 1.0

XBM + XBH = 1.0

Again there are six independent equations with 11
strategic variables giving five degrees of freedom.
As far as the second column is concerned, every-
thing about its feed must be presumed wild which
accounts for three of the degrees of freedom. Thus,
again, if two strategic variables are controlled, then
the rest are determined. Of the five manipulated
variables available, assume that C2, S and B are as-
signed to controlling the three inventory variables
P2, h2 and b2 leaving L2 and Q2 available to be as-
signed to controlling two strategic variables, say
XSH and XBM.

Thus of the 11 strategic variables, W, XWL and
XWM (say) are wild,XSH and XBM are controlled and
XWH, S,XSL,XSM,B and XBH are all determined.The
energy balance scheme for the second column,also
depicted in Figure 35.28, is thus fully determined.

Since control of the single column arrange-
ment resulted in floating variables and the control
scheme for the pair of columns is fully determined,
it is evident that splitting the duty between the two
columns has indeed provided more control over
the product streams.

35.15 Comments
This chapter has provided an overview of the many
schemes for the control of distillation columns in-
volving a variety of strategies. However, to under-
stand fully the functioning of these schemes, it is
necessary to have an appreciation of the basis of
the process design of distillation columns. Of par-
ticular importance is the effect of varying the re-
flux and boil-up rates on the slope of the operating
lines, and how this affects the separation achieved
per stage. The reader is referred to any of the stan-
dard texts on distillation column design, such as
that by Coulson (2004).
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35.16 Nomenclature
b still/reboiler level m
B bottoms (bottom kmol s−1

product) flow rate
cp specific heat kJ kmol−1 ˚C−1

C cooling water flow rate kg s−1

D distillate (top product) kmol s−1

flow rate
F feed flow rate kmol s−1

h reflux drum level m
āH latent heat kJ kmol−1

J internal reflux kmol s−1

flow rate
L external reflux kmol s−1

flow rate
P pressure bar
q rate of heat transfer kW
Q reboiler heat load kW
R reflux ratio: L/D –
S sidestream flow rate kmol s−1

T temperature ◦C
V boil up flow rate kmol s−1

W intermediate stream kmol s−1

flow rate
X mole fraction of more –

volatile component

Subscripts

B MVC in the bottoms
D MVC in the distillate
F MVC in the feed
H heavy key
L light key
M middle key
1 first column
2 second column
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36.1 Steady State Considerations

36.2 Dynamic Considerations

36.3 Temperature Control Schemes

36.4 Comments

36.5 Nomenclature

Many industrial processes such as dilution,mixing
and reaction are carried out in agitated vessels. In-
variably there is heat transfer associated with the
process, for which heating or cooling is provided
by means of a coil or jacket. In general, heating is
more efficient than cooling: it is easier to get heat
into a process mixture than to get it out. This is
due to the size of the heat transfer coefficients in-
volved. Typically, heating is realised by means of
condensing steam for which the coefficients are
high, whereas cooling is realised by means of cir-
culating cooling water for which the coefficients
are relatively low. Thus endothermic processes, i.e.
those in which heat is absorbed, are fairly easy to
control whereas exothermic processes, i.e. those in
which heat is released, are more difficult to con-
trol.

Furthermore, endothermic processes are in-
herently stable: the process slows down in the event
of insufficient heat transfer, and may even stop. In
stark contrast to this, exothermic processes are in-
herently unstable: in the event of insufficient heat
transfer they have the potential to overheat and, in
extreme circumstances, to explode.

For a reactor with an exothermic reaction, a
typical scenario is that an increase in temperature
of 1◦C may increase the rate of reaction by say
10%. This will lead to an increase in the rate of
heat generation of 10%. If this is accompanied by
an increase in rate of heat removal of 15% then the
reactor is inherently stable,but if there is only a 5%

increase in rate of heat removal, then the reactor is
unstable.Fortunately, it is possible to achieve stable
control of a reactor that is inherently unstable.

This chapter focuses on the control of exother-
mic reactions in continuous flow stirred tank re-
actors (CSTR). Control is considered from both
steady state and dynamic points of view, fol-
lowed by a review of conventional reactor control
schemes. A detailed model of a semi-batch reac-
tor is developed in Chapter 89 and of a CSTR in
Chapter 91.

36.1 Steady State
Considerations

Consider the reactor depicted in Figure 36.1.

WW ,F θ
00B0AP ,C,C,F θ

11AP ,C,F θ

Fig. 36.1 Continuous flow stirred tank reactor
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Suppose that the reaction taking place is of the
first-order irreversible type. This is the simplest of
all reactions but is quite adequate to illustrate the
principle:

A ⇒ B (36.1)

where A is the reagent and B is the product. Con-
sider unit volume of reactionmixture at some tem-
perature �0.The rate at whichA is consumed by the
reaction, which is the same as the rate at which B
is produced, is given by:

dcA0

dt
= −

dcB0

dt
= −k.cA0 kmol m−3 s−1

where k is known as the rate constant. Let V be the
volume of the reactor’s contents. Thus the overall
rate of reaction is given by:

¥ = −V.k.cA0 kmol s−1

If āH is the amount of heat released per unit mass
of A reacted, then the rate of heat generation by the
reaction at temperature �0 is given by:

QG = ¥ .āH = −V.k.cA0.āH kW (36.2)

Note that, by convention, āH is negative for
exothermic reactions so that QG is a positive quan-
tity.

The rate constant is temperature dependant
and varies according to Arrhenius’ equation:

k = B.e
−E

R.�0 s−1

A rise in �0 thus causes an increase in k and hence
in QG.

Figure 36.2 depicts a plot of QG against �0. Each
point on the graph corresponds to an equilibrium.
Steady state conversion is a parameter whichvaries
along the curve.At low temperatures the rate of re-
action is low so the rate of heat generation is low
too.At high temperatures both the rate of reaction
and the rate of heat generation are high.

Inspection of Equation 36.2 reveals that the
slope of the graph initially increases because of the
exponential effect of temperature on the rate con-
stant. The slope subsequently decreases because

θ0

RQ

GQ

)(Q 0θ

A

B

C

D

E

Fig. 36.2 Rate of heat generation/removal vs reactor tempera-

ture

of the resultant lower reagent concentration. The
graph becomes asymptotic to the rate of heat re-
lease corresponding to complete conversion.

Some of the heat of reaction is removed as sen-
sible heat by the product stream, but most is re-
moved by the cooling water circulating through
the coil. If the flow rate of cooling water is such
that its rise in temperature is small, the rate of heat
removal is given by:

QR = U.A. (�0 − �W)

+ FP.�.cp. (�0 − �1) kW
(36.3)

If all the other parameters in this equation are con-
stant, then QR is a linear function of �0. Graphs of
QR vs �0 for three different combinationsof �W and
U are also plotted on Figure 36.2:

1. There is only one point of intersection at A.This
is a stable operating point,since a slight increase
in �0 leads to a greater increase in rate of heat
removal than generation, which forces the tem-
perature back to A.

2. �W is higher and the only intersection is at B, a
stable operating point at almost complete con-
version.

3. U is lower and there are three intersections. D
is an unstable operating point, even though the
heat balances are satisfied.A slight increase in �0

leads to a greater increase in rate of heat gener-
ation than removal, which results in a rapid rise
in temperature to E. Similarly, a slight decrease
in �0 results in a rapid fall in temperature to C.
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Thusa necessary,but insufficient,condition for sta-
bility at the operating point is that:

dQR

d�0
>

dQG

d�0
kW ◦C−1

36.2 Dynamic Considerations
For complete stability the dynamic response of the
reactor must be considered for the worst case sce-
nario. This corresponds to the maximum rate of
increase in QG and the minimum rate of increase
in QR.

First consider the maximum rate of increase in
QG. If �0 increases then k will increase according
to Arrhenius’ equation:

k = B.e
−E

R.�0

However, the increase in k causes a decrease in CA0

since:
dcA0

dt
= −k.cA0

The dynamic response is due to the simultaneous
changes in both k and CA0 since:

QG = −V.k.cA0.āH (36.2)

Whereas the effect on QG of the increase in k is im-
mediate, the effect due to the decrease in CA0 is ex-
ponential and is negligible initially. The maximum
rate of change of QG is thus found by assuming CA0

to be constant. Differentiating Equation 36.2 gives:

dQG

d�0

∣

∣

∣

∣

max

=
∂QG

∂�0

∣

∣

∣

∣

CA0

=
∂

∂�0
(−V.k.cA0.āH)

= −V.cA0.āH.
dk

d�0

= −V.cA0.āH.
d

d�0

(

B.e
−E

R.�0

)

= −V.cA0.āH.B.e
−E

R.�0 .
E

R.�2
0

Thus, under normal operating conditions:

dQG

d�0

∣

∣

∣

∣

max

= −V.cA0.āH.B.e

−E

R.� 0 .
E

R.�
2
0

=
QG.E

R.�
2
0

Second, consider the minimum rate of increase in
QR which occurs when the cooling water flow rate
FW is constant.This corresponds to FW, the manip-
ulated variable, not responding to the increase in
�0 which would initially be the case. The cooling
water temperature �W may be assumed to be ini-
tially constant too. The variation of QR with �0 is
found by differentiating Equation 36.3:

dQR

d�0

∣

∣

∣

∣

min

=
∂

∂�0

(

U.A. (�0 − �W)

+ FP.�.cp. (�0 − �1)

)∣

∣

∣

∣

FW

= U.A + A. (�0 − �W) .
∂U

∂�0

∣

∣

∣

∣

FW

+ FP.�.cp

(36.4)

Note that the dependency of U upon �0 is largely
due to changes in viscosity. Under normal operat-
ing conditions:

dQR

d�0

∣

∣

∣

∣

min

= U.A+A.
(

�0 − �W

)

.
∂U

∂�0

∣

∣

∣

∣

FW,�0

+FP.�.cp

Thus, for complete stability:

U.A + A.
(

�0 − �W

)

.
∂U

∂�0

∣

∣

∣

∣

FW,�0

+ FP.�.cp >
QG.E

R.�
2
0

Usually, most of the heat generated is removed
through the coil, i.e. U.A ≫ FP.�.cp.

If
∂U

∂�0

∣

∣

∣

∣

FW,�0

is small then, for stability,

QG <
U.A.R.�

2
0

E
.

Unless these conditions are satisfied, a runaway re-
action is possible. Note that this is the criterion for
the first order reaction of Equation 36.1 only. Dif-
ferent criteria apply for other reactions although
the underlying issues are the same.
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36.3 Temperature Control
Schemes

Temperature control is normally realised by ma-
nipulating the cooling water flow rate, as depicted
in Figure 36.3.

TC

Fig. 36.3 Simple feedback control of reactor temperature

In practice, for a given agitator speed and reac-
tion mixture, the overall heat transfer coefficient
U = f(FW, �W, �0).

Thus an increase in �0 would cause an increase
in FW which leads to a greater U. Inspection of
Equation 36-4 shows that increasing U has the ef-
fect of making the slope of the heat removal graph
steeper, thereby improving the stability of the re-
actor. Indeed, this approach enables operation of
a reactor under what would otherwise be unsta-
ble conditions. The dynamics of this particular
scheme are analysed in detail in Chapter 91.

More effective control is realised by means of a
conventional cascade control system as depicted in
Figure 36.4, the slave loop’s function being to reject
cooling water supply pressure disturbances. How-
ever, in practice, the overall response is sluggish.

An alternative cascade arrangement,which has
a fast response, is depicted in Figure 36.5. Refrig-
erant is pumped by a centrifugal pump from a
reservoir into the jacket. The temperature inside
the jacket is the boiling point of the coolant at the

TCFC

Fig. 36.4 Cascade control with cooling flow rate as slave loop

prevailing jacket pressure.As a result of heat trans-
fer from the reactor, coolant is vaporised inside
the jacket. The vapours flow into a heat exchanger
where they are condensed,the condensate draining
back into the reservoir.

The slave loop’s function is to control the pres-
sure inside the jacket. Following an increase in re-
actor temperature, the master controller reduces
the set point of the slave controller. This opens the
control valve, thereby increasing the flow of refrig-
erant vapour to the condenser and reducing the
pressure in the jacket. The resultant decrease in
boiling point of the refrigerant causes it to flash
off. Heat is rapidly removed from the jacket, in the
form of latent heat. The sudden increase in tem-
perature difference between the reactor and jacket
contents increases the rateof heat transfer fromthe
reactor, producing the desired decrease in reactor
temperature.

36.4 Comments
For most reactors the product concentration is
not controlled directly but is held nearly constant
by having a controlled reactor temperature, con-
trolled feed composition and flowrates, and a con-
stant hold up in the reactor. Often there is no point
in controlling the composition because the maxi-
mum possible conversion is required.

The success of composition control schemes is
critically dependant upon the composition mea-
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LC

PC

CW

TC

Fig. 36.5 Cascade control with refrigerant pressure in jacket as slave loop

surement. Direct measurement of composition is
ideal but rapid and accurate measurement is not
always feasible. Analytical instrumentation, such
as chromatographs and spectrometers, cannot be
used for many measurements and is expensive any-
way. Indirect measurement,using parameters such
as refractive index,viscosity,dissolved oxygen,pH,
etc., as a rough measure of composition is much
more common. Composition is then controlled by

means of manipulating variables such as reagent
feed rate, catalyst concentration,gas/liquidholdup,
etc.

Whilst the dynamics of reacting systems may
be complex,as seen in Chapters 89 and 91, it should
be remembered that very effective control can be
achieved using fairly conventional control schemes
and strategies.
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36.5 Nomenclature
A effective surface area m2

of coil
B frequency factor s−1

c concentration kmol m−3

cp specific heat kJ kmol−1 K−1

E activation energy kJ kmol−1

F reactor feed rate m3 s−1

āH heat of reaction kJ kmol−1

k rate constant s−1

Q rate of heat generation/ kW
removal

¥ rate of reaction kmol s−1

R universal gas constant kJ kmol−1 K−1

(8.314)
t time s
U overall heat transfer kW m−2 K−1

coefficient
V volume of reactor m3

contents
� density kmol m−3

� temperature K

Subscripts

A reagent
B product
D temperature
G generation
P process
R removal
W cooling water
0 outlet
1 inlet
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37.1 Variety of Plant Design

37.2 Plant Structure

37.3 Physical Model

37.4 Process Model

37.5 Procedural Model

37.6 Methodology

37.7 Recipe Model

37.8 Activity Model

37.9 Comments

When raw materials are processed in discrete
quantities, the processes are said to be batch or
semi-batch. These processes are normally carried
out in the liquid phase although solids, usually in
the form of a powder, may be fed into the mixture
or gases bubbled through it. Batch operations are
ones in which all the reagents are charged prior to
processing whereas in semi-batch operations the
bulk of the reagents are pre-charged but one or
more reagents are subsequently trickle fed. Pro-
cesses may be as simple as a mixing operation or
involve complex multi-stage reactions. Such pro-
cesses are used extensively in the manufacture
of bio-chemicals, fine chemicals, pharmaceuticals,
and so on. Typically, throughput is of a low volume
and high value relative to the continuousprocesses
associated with bulk and commodities chemicals
manufacture.

Batch process control is concerned with the au-
tomatic control of batch processes. Control may
consist of a few simple sequences or involve com-
plex recipe handling and batch scheduling. It is
invariably carried out by some form of digital con-
trol system. For an introduction to computer con-
trolled batch processing, the reader is referred to
the IChemE guide by Sawyer (1993). A more com-

prehensive treatment is provided in the text by
Fisher (1990).

This chapter is based upon the IEC 61512 stan-
dard for batch process control. It was developed by
the ISA and is generally referred to as S88. Part 1
of the standard focuses on the models and termi-
nology used. Part 2 focuses on the underlying data
structures.There are five key models within Part 1:
physical, process, procedural, recipe and activity.
These establish a framework for the specification
of requirements for the control of batch processes
and for the subsequent design and development of
application software. For a more detailed under-
standing of S88 the reader is referred to the texts
by Fleming (1998) and Parshall (2000) and to the
standard itself.

37.1 Variety of Plant Design
A batchplant typically consists of a limitednumber
of major equipment items (MEI), such as charge
vessels, reactors, filters, etc., each with its own an-
cillary equipment.Operationson a batchof materi-
als are normally carried out to completion, or near
completion, in a single MEI referred to as a unit.
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The batch may then remain in that unit for further
processing or be transferred to another unit.There
is much variety in batch plant design, depending
on the:

• Number of products, i.e. singleproduct or multi-
products.

• Throughput, in terms of the frequency and size
of batches.

• Number of units, i.e. single or multiple units.
• Grouping of units into cells.
• Organisation of units within cells into

streams/trains.
• Number of streams, i.e. single or multi-stream.
• Capacity of different streams.
• Number of batches being processed simultane-

ously in a single stream.
• Dedication of a streamto“campaigns”of batches

of a single product.
• Materials of construction of particular units.
• Extent of ancillary equipment associated with

the units.
• Sharing of ancillary equipment between units.
• Sharing of units between streams.
• Ability to reconfigureunitswithin a cell, i.e.mul-

tipurpose plant.

An interesting perspective on this is depicted
in Figure 37.1 in which type of batch plant is
categorised on the basis of variety (number of
products) against volume (frequency and size of
batches).
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Multi-product

single-stream

Multi-product

multi-stream

Multi-product

multi-purpose

Fig. 37.1 Batch plant type categorised on basis of variety and

volume

37.2 Plant Structure
A process cell contains one or more units. If the
units of a cell are not configured in any particu-
lar order, they are said to be clustered. In that case
batches tend to move backwards and forwards be-
tween units according to what operations are re-
quired to be carried out and what ancillary equip-
ment is associated with particular units.

Alternatively, units may be configured into
streams. A stream is the order of units used in the
production of a specific batch. Put another way, a
stream is the route taken through the plant by a
batch. Typically, each unit is dedicated to a certain
type of operation, such as reaction or filtration,or-
dered according to the processing requirements,
such that batches progress linearly from unit to
unit along the stream. A train consists of the units
and equipment modules used to realise a particu-
lar stream.

Analysis of the structure of a process cell gives
a good insight into the nature of both the oper-
ations and the control requirements. The key to
this analysis is identification of parallel and se-
quential operations. Consider, for example, the cell
depicted in Figure 37.2 which consists of four pro-
cessing units and two storage units. This clearly is
a multi-stream plant. It is said to be networked be-
cause batches can be switched from one stream to
another.As shown, there are potentially at least ten
different streams. In practice, it is likely that only a
limited number of streams and trains would exist.

Unit 1

Unit 2 Unit 3

Unit 4 Unit 5

Unit 6

Fig. 37.2 Process cell with processing and storage units
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37.3 Physical Model
The physical (equipment) model of the standard is
shown in Figure 37.3.Theunit is thekey layer of the
physical model. As stated, it is usually centred on
an MEI, such as a mixing vessel or a reactor.A unit
includes all of the logically related equipment nec-
essary to perform the processing required in that
unit. One unit operates relatively independently of
other units.

Enterprise

Site

Area

Process cell

Unit

Equipment module

Control module

Element

Fig. 37.3 The batch physical (equipment) model

Units normally, but not necessarily, consist of
equipment moduleswhichmay themselves contain
other equipment modules. Similarly, equipment
modules consist of control modules. Although not
formally included as a layer in the physical model,
control modules obviously have to consist of ele-
ments.

Consider, for example, the mixing vessel shown
in Figure37.4.Themixing vessel andall of its ancil-
lary equipment may be considered as a unit. Typ-
ically, there would be separate equipment mod-
ules for blanketing, charging, heating and pump-
ing. For example, the equipment module for blan-
keting would consist of the all the pipework and
control modules required for admitting the inert
gas,venting andapplying thevacuum.Therewould
be at least two control modules, one for sequenc-
ing the isolating valves and the other for flow con-

trol.The sequence control module would consist of
discrete i/o channels and the flow control module
would be an analogue feedback loop. The various
valves, sensors and so on would be the elements of
the control modules.
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Fig. 37.4 Mixing vessel: one unit comprising four equipment

modules

Althougha unit frequently operateson,or contains,
the complete batch of material at some point in the
processing cycle, it may operate on only part of
a batch, i.e. a partial batch. However, a unit may
not operate on more than one specific batch at
any point in time. Put another way, different parts
of one unit cannot simultaneously contain parts
of different batches. It follows that defining the
boundary of a unit is a key design decision.

It is inevitable that some equipment modules
and/or control modules will have to be shared be-
tween units.Weigh vessels, valve manifolds and re-
ceivers are obvious candidates. Such modules have
to be deemed either as exclusive use resources, in
which case each resource can only be used by one
unit at a time,or as shared use resources which can
be used by more than one unit at a time.

In drawing the boundaries around units ques-
tions inevitably arise about ownership of the
pumps and valves between them. A pump is best
deemed to be part of the unit containing the source
vessel, i.e. it is a discharge pump, if there is one
source vessel and one or more target vessels. How-
ever, it is deemed to be part of the unit containing
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the target vessel, i.e. a charge pump, if there are
several source vessels and only one target.

Much the same reasoning can be applied to
valves. A valve is deemed to be part of the unit
containing the target vessel, i.e. it is an inlet valve,
if there is only one valve between the source vessel
and target vessel. An obvious exception to this is
the last unit in a train which will also have an outlet
valve. When there are two valves between any two
vessels, one is deemed to be an outlet valve and the
other as an inlet.

The upper three layers of the physical model,
i.e. enterprise, site and area, whilst of interest from
a corporate perspective, do not normally impinge
directly on process automationand are not consid-
ered further in this chapter.

37.4 Process Model
A batch process may be subdivided hierarchically
as depicted in Figure 37.5.

The process may be considered to be an or-
dered set of process stages, organised in series
and/or in parallel. As such, any one process stage
usually operates independently of the others. It
results in a planned sequence of physical and/or
chemical changes to the materials being processed.
Typical stages are reaction and separation. Process
stages may be decomposed further into ordered
sets of process operations such as charge, and pro-
cess actions such as heat or hold.

In principle, the process model may be decom-
posed without reference to the physical model of
the target plant. For example, process stages are
not constrained by unit boundaries. Indeed, pro-
cess stages that are not associated with a single
unit are of particular significance for decomposi-
tion purposes. For example, a single stage reaction
could take place in a pair of agitated vessels,each of
which is defined to be a unit.Also, if a unit is multi-
functional, say a reactor is subsequently used for
batch distillation, the process stage may need to
be defined to include all of the functions because a
unit is not permitted to simultaneously exist within
different stages.

Process

Process stage

Process operation

Process action

Fig. 37.5 The batch process model

The significance of the process model is appar-
ent in relation to the recipe model as explained
later in the chapter. In practice, the process model
features at higher levels of the recipe model but,
rather surprisingly, is relatively unimportant com-
pared to the physical and procedural models at the
lower levels.

37.5 Procedural Model
The procedural model is shown in Figure 37.6.
Procedures address the operational requirements
and contain all the sequencing necessary to enable
batches of materials to be processed. A procedure
is the highest level in the procedural hierarchy and
is normally associated with a train or, at least, with

Procedure

Unit procedure

Operation

Phase

Step

Action

Fig. 37.6 The batch procedural model
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a process stage. Procedures consist of ordered sets
of unit procedures, operations and phases. Note
that the operations and phases of the procedural
model relate to the process operations and process
actions of the process model respectively.

The operation is the key layer of the procedural
model and consists of an independent processing
activity such as transfer, charge, circulate, and so
on. Operations are associated with and carried to
completion within units. It is helpful in defining
the scope of an operation to identify key process
states of the unit and/or batch such as empty, full,
ready and finished. An operation may be thought
of as being the procedural entity that causes pro-
gression from one such state to the next.Operation
boundaries shouldonly occur where it is safe to put
the unit into a hold-state.

Parallel operations on a single unit are not per-
mitted within S88, operations may only occur se-
quentially. Thus, for example, two different opera-
tions could not be operating simultaneously on the
same batch in one unit. Also, operations are not
permitted to operate across unit boundaries. For
example, an operation cannot simultaneously op-
erate on parts of the same batch in different units,
as may be required during a transfer. In practice,
this would be dealt with by two separate opera-
tions working in parallel on different units, each
handling parts of the same batch. It follows that
defining the scope of an operation is a key design
decision.These constraints are considered by some
to be an unnecessary restriction: it remains to be
seen to what extent supplierswill conformwithS88
in this respect.

Whereas operations are only permitted to oc-
cur sequentially on a single unit, phases may oc-
cur both sequentially and/or in parallel within any
single operation, as depicted in Figure 37.7. This,
together with the constructs used for branching,
looping, etc. within the implementation language,
should provide sufficient flexibility to satisfy most
requirements.

Operations are created by the configuration of
phases drawn from a library of proven phases,
somewhat analogous to the implementation of
continuous control functions by configuration of
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Fig. 37.7 Parallel and sequential phases within an operation

function blocks. Indeed, the drive towards con-
figuration for batch has been one of the primary
forces behind S88. A phase is the smallest practi-
cable group of control functions that can be suffi-
ciently decoupled from the rest of the operation to
exist in isolation.Phases are associated with equip-
ment and control modules. The objective, from a
design point of view, is to establish the library of
operations and phases.

To enable the development of phase logic, i.e.
the software for implementing phases, further de-
composition of phases into steps and actions is
essential. Although not formally included as lay-
ers in the procedural model, steps and actions are
defined in the IEC 61131-3 standard and are de-
scribed in detail by Lewis (1998).

• Steps consist of actions grouped together for
composite execution and offer natural breaks
for timing purposes. Thus, by design, subject to
the constraints of program flow,plant status and
software logic, the rate at which a phase is exe-
cuted is typically one step per second.

• Actions are typically implemented by means of
individual instructions such as lines of code or
rungs of ladder logic. Note that the actions of
the procedural model do not relate to the pro-
cess actions of the process model.

For any given batch or part batch of raw mate-
rials being processed within a unit, it is through
the operations and phases of the procedural model
that the operator interacts with the batch. That in-
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Fig. 37.8 Batch process and control states

teraction typically entails starting, holding, stop-
ping and aborting batches as appropriate. Such in-
tervention in the progression of a batch may be
thought of in terms of changes to key control states
of the unit and/or batch as depicted in Figure 37.8.
The operator interface of the control system clearly
needs to provide the functionality necessary to
support the interaction required. That is system
dependant and S88 is not prescriptive about this.

Thus, for example, all of the functionality depicted
in Figure 37.8 could be supported at the level of
the operation but only a subset of it supported at
the level of the phase. There are many non trivial
issues here, especially concerning how changes in
state relate to each other. For example:

• if an operation is put into hold, is the cur-
rently running phase put into hold or allowed
to progress to its end point?

• if a phase is stopped, is the parent operation
stopped, paused or put into hold?

• if one phase of an operation is stopped, are
other parallel phases within the same operation
stopped too? And so on.

37.6 Methodology
The relationships between the layers of the mod-
els are as depicted in Figure 37.9. This provides a
framework for decomposition of requirements for
batch purposes.

Start
Isolate process cell
Establish no of products P

For p=1 P
establish no of trains T (batch basis)

For t=1 T
identify no of stages G (process basis)

For g=1 G
define no of units U (plant basis)

For u=1 U
determine no of equipment modules Q

For q=1 Q
determine no of control modules C

For c=1 C
determine no of elements E

Group elements into
control module

Group control modules into
equipment module

Group equipment modules into unit

Associate units with stage

Link stages to train

For p=1 P
establish no of procedures N

For n=1 N
establish no of unit procedures M

For m=1 M
establish no of operations R

For r =1 R
select no of phases F

For f=1 F
determine no of steps S

For s=1 S
specify no of actions A

Order actions into step

Order steps into phase

Configure phases into operation

Configure operations into 
unit procedure

Configure unit procedures into
procedure

Fig. 37.9 Relationship between layers of physical and procedural models
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The flow chart has two halves, the left half focuses
on the physical model and the right half on the
procedural model. Note, in particular, the align-
ment of the layers of the two halves.One of the lay-
ers, that between units and operations, is quite ex-
plicit within the standard.Some layers, for example
that between process stages and unit procedures,
are implied. Other layers, such as that between ele-
ments and actions,are logical but outside the scope
of the standard. Note also the nested nature of the
constructs. For each entity established at one level,
all the relevant entities have to be determined at
the next.

The first (top) layer assumes that the bound-
ary between the cell of interest and the rest of the
site/area is known. Within that cell each of the P
products for which batches are to be made is iden-
tified. This information should be available from
production records and marketing forecasts.

The second layer establishes the number of
trains T and the number of procedures N. This
is done on a batch basis, for each product, by fol-
lowing the route through the plant structure that
would be taken by a batch.Each such stream yields
a train. If the plant is multi-stream and networked,
as in Figure 37.2, then a likely outcome is several
streams per train. There is no need to consider po-
tential streams that will not occur in practice. As a
rule of thumb, for each stream there will be at least
one procedure. However, there will not necessarily
be a different procedure for each product.Products
which are generically similar should be produced
by the same procedure using different parameter
lists. Additional procedures may be required for
handling inter-batch cleaning requirements.

The third layer involves identifying the num-
ber of process stages G and the number of unit
procedures M. This is done on a process basis by
considering the nature of the processing opera-
tions carried out on a batch. It is logical to assume
that for each stage there will be a corresponding
unit procedure, although it is quite permissible for
a procedure to consist of operations and phases
only. However, unless a process stage embraces
more than one unit, this layer is academic. Pro-
cess stages are invariably associated with single

units, in which case this layer collapses into the
next.

The fourth layer is, arguably, the most impor-
tant because it is the most tangiblewithin the stan-
dard. It defines the number of units U and estab-
lishes the corresponding number of operations R.
This is done on a plant basis by considering all the
MEIs, such as process vessels, as candidate units
and all transitions that take a batch from one key
state to another as candidate operations. Remem-
ber that a unit can contain only one batch (or par-
tial batch) at a time and that only one operation
can be carried out on a unit at a time. However,
since operations may be carried out serially, it can
be expected that R > U.

The fifth layer establishes the number of equip-
ment modules Q and the number of phases F. In
general, each of the equipment modules within
a unit will be manipulated by a separate phase
within an operation. Thus, for each equipment
module, there will be at least one phase. There
could be more than one phase per module because
the equipment may need to be manipulated dif-
ferently according to the process operations, say,
so it can be expected that F > Q. If a library of
appropriate phases exists, there is no need for fur-
ther decomposition: the sixth and seventh layers
are embedded as far as the user is concerned.

The sixth layer relates the number of control
modules C to the number of steps S. Although
equipment modules do not have to be decomposed
into control modules, and control modules may be
manipulated by phases directly, it is logical to think
in terms of control modules being manipulated by
steps. It is unlikely, in practice, that steps can be
configured in the same way as phases. To a large
extent steps will be bespoke, depending on con-
text, so one can expect S > C.

The seventh layer is essentially a question of
developing actions to enable implementation of
the steps. Although there is an alignment between
the elements and the actions, this is only notional.
The actions will, in general, operate on the control
modules rather than on elements directly. There is
therefore little direct relationship between A and
E, except that each is potentially large.
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The lower half of the flow chart is essentially a
question of ordering, grouping and configuring
multiple entities at one level into single entities
at the next.

37.7 Recipe Model
The recipe model is depicted in Figure 37.10. The
standard defines four levels of recipe: general, site,
master and control. These different levels enable a
range of representations varying from the general,
which are generic process descriptions typically
focusing on the chemistry with normalised values,
through to the control which are detailed and un-
ambiguous. Although translation of recipes from
the generic to the specific is essentially a ques-
tion of detail, the process is quite complex. The
site recipe is specific to plant type, eg batch reactor
with jacket for cooling water and inlet manifold,
whereas the master recipe is equipment specific in
that it relates to the units and equipment modules
in a particular cell and/or train. The control recipe
is batch specific and fully parameterised. It is only
the master and control types of recipe that are of
immediate interest from a control point of view.
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Safety &

compliance
Procedure Header

General
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Master
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Process description

Plant type

Equipment specific
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Fig. 37.10 The batch recipe model

A recipe is defined to be the complete set of in-
formation that specifies the control requirements
for manufacturing a batch of a particular prod-
uct. Recipes contain five categories of informa-

tion: header, formulation, equipment, procedures,
safety and compliance information. The informa-
tion contained in each of the five categories has to
be appropriate to the level of recipe.

• The header contains the batch name, lot no,
product information, etc.

• The formulation covers the amounts of raw ma-
terials, operating conditions etc. In the control
recipe this is invariably in the form of data in a
parameter list (B-list).

• Theequipment relates to thephysical model and,
for example, identifies equipment and control
modules. In the control recipe this information
invariably consists of channel addresses in a pa-
rameter list (A-list).

• Procedures enable the progression of batches, as
described. At the master recipe level the phases
are referred to by name only, but at the control
level all the steps and actions are included.

• Safety and compliance information provides for
miscellaneous information and comment as ap-
propriate.

37.8 Activity Model
The batch control activity model is depicted in Fig-
ure 37.11. In a sense, this diagram is an overview of
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Fig. 37.11 The batch activity model
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the S88 architecture. It shows the relationship be-
tween the various control activities, each of which
is summarised below.The basis of this relationship
is the flow of information between activities.

• Recipe management concerns the storage, de-
velopment and manipulation of recipes. Master
recipes are downloaded to process management
from which control recipes are downloaded to
unit supervision.

• Production planning and scheduling. Produc-
tion planning receives customers’ orders and
generates a master schedule for a given time
frame. This consists of a queue of recipes in the
order they are to be run, each recipe uniquely
relating a batch of a particular product to both a
unit type and a procedure. Then, knowing what
master recipes are available for each unit type,
and plant status information from process man-
agement, the dynamic scheduler produces the
control schedule. This queue relates batches to
specific units and procedures, in the same time
frame, taking into account delays in processing,
availability ofequipment,stock of raw materials,
etc. In effect, the dynamic scheduler has a queue
management function.

• Production information management concerns
the logging of batch data, its storage and its
transformation into batch reports.The standard
details the requirements for journal structure,
querying systems, historical data, batch track-
ing, batch end reports, etc.

• Process management functions at the level of
the process cell. Master recipes are selected,
edited as appropriate and translated into control
recipes. Operational requirements are cast into
batchparameter lists (B lists). Individual batches
are initiated.Cell resources are managed accord-
ing to the requirements of the control schedule,
subject to the constraints of shared equipment.
Cell and batch data is gathered.

• Unit supervision relates the equipment of a unit
to theoperations andphasesof its control recipe.
In particular, the phases, which are referred to
by name only in recipes at higher levels of the
recipe model, acquire their phase logic in terms
of steps and actions. They are further param-
eterised with equipment address lists (A lists).
Unit supervision includes the requesting and
release of shared resources. Commands are re-
ceived from process management and process
control status information is returned.

Recipe Management Activity
General recipe Site recipe Master recipe
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Fig. 37.12 Mapping of process and procedural models onto activity model
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• Process control executes the phase logic. This
is realised by means of conventional regulatory
and discrete control functions. It is also respon-
sible for the gathering and display of data.Note
that plant and process protection lies outside the
scope of S88.

Some of the relationships between the activity
model and the recipe, process and procedural
models are depicted in Figure 37.12.

Whilst not stated in the standard itself, it is
appropriate to think in terms of the higher level
activities of recipe management, production plan-
ning and scheduling and production information
management being realised by some off-line man-
agement informationsystem (MIS), with the lower
level activities being handled by nodes within a
DCS as appropriate.

37.9 Comments
The standard establishes a framework that ad-
dresses a variety of complex issues that are not
recognised by many, let alone understood. By
defining terminology and relating it to meaning-
ful models much of the ambiguity which pervades
batch process control is removed. More impor-
tantly, the framework of S88 should force the de-
velopment of more structured specifications and
lead to better quality application software.

Most major control system suppliers have com-
mitted themselves to evolving the batch control
functionality of their systems towards confor-
mance with the S88 framework. This will be en-
abled by Part2 of S88 which focuses on underlying
issues such as data models,data exchange method-
ology, phase interfaces, general recipe definition
and user depiction of a recipe procedure. It is easy
to visualise tools being developed to enable users
to articulate their requirements in terms of S88 ob-
jects and constructs, and for those requirements to
be translated automatically into application soft-
ware. To what extent it results in portability of S88
objects and code between systems remains to be
seen.
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Architecture is the term used to describe the struc-
ture of a computer control system. It is directly re-
lated to the organisation of the system’s I/O chan-
nels.New architectureshave evolved over the years
as the technology of computer control has ad-
vanced. This chapter surveys systems architecture
andprovides ahistorical perspective.Common ter-
minology used to describe different architectures
is explained. Detailed descriptions of systems ar-
chitecture and terminology are provided by most
of the major suppliers in their technical literature.
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Fig. 38.1 Advisory control system

38.1 Advisory Control

Early computer systems were so unreliable that
they could not be used for control, so the first sys-
tems used were in an off-line advisory mode, as
depicted in Figure 38.1. The computer system op-
erated alongside the conventional analogue instru-
mentation which controlled the plant. It was con-
nected up to the input signals by means of an input
interface (IIF) and was used for monitoring and
data logging purposes only. From a control point



280 38 Systems Architecture

of view, the computer system achieved very little
and the expenditure could only be justified under
some research budget. The first advisory system
was installed by Esso at their Baton Rouge refinery
in Louisiana in 1958.

Note that double lines with arrows are used to
indicate multiple signals.

38.2 Supervisory Control
Given that the inputs were being monitored, it
made sense to put some optimisation programs
into the computer and use them to generate set
points. These were output to the analogue con-
trollers by means of an output interface (OIF).
Hence the so-called supervisory system, as de-
picted in Figure 38.2. Note that when the com-
puter system failed the set points would stay put
and the analogue loops would continue control-
ling the plant. In practice, the optimisation pro-
grams were often too complex for the computing

power available and their benefits proved to be elu-
sive. Whilst there were some marginal hardware
savings, mainly in terms of reduced numbers of
analogue recorders, the principal benefits realised
were experience and confidence. The first supervi-
sory system was installed by Texaco at their Port
Arthur refinery in Texas in 1959.

38.3 Direct Digital Control
The next stage of development was to incorpo-
rate the computer system within the control loops.
This is known as direct digital control (DDC) and
is depicted in Figure 38.3. DDC enabled the con-
trol, display and recording functions to be realised
by means of software. All the analogue controllers
and recorders, apart from a few retained on critical
loops,were replaced by visual display units (VDU),
keyboards and printers.Because these were shared
between the various loops, this enabled substantial
economic benefits in terms of hardware. Given the
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IIFComputerVDU

Recorders
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Fig. 38.2 Supervisory control system
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Fig. 38.3 Direct digital control (DDC) system
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reliability constraints and the lack of an analogue
fall-back position, the early applications had to be
on non-critical plant. The first implementation of
DDC was on an ICI soda ash plant at Fleetwood in
Lancashire in 1962 using a Ferranti Argus system,
as reported by Thompson (1964).

Note that the term DDC initially referred to an
architecture which was centralised, or monolithic,
in nature. However, over the years, it has become
a more generic term and is now synonymous with
digital devices being an integral part of the loop.

38.4 Integrated Control
This centralised type of architecture was used in
particular for the control of complex batch plant.
The systems evolved with advances in technology.
In particular, from the early 1970s onwards, they
became microprocessor based. Initially they were

based upon single processors but, with the ever
increasing demands for power and functionality,
multiple processors became commonplace. Such
systems were referred to as integrated control sys-
tems (ICS), as depicted in Figure 38.4. An ICS es-
sentially consisted of three parts with dedicated
links between: a plant interface unit (PIU), a pro-
cess control unit (PCU) and an operator control
station (OCS).

The PIU handled all the field I/O signals: it was
sometimes referred to as a plant multiplexer as-
sembly. The PCU supported all the control soft-
ware.Note that,although functionally different, the
PIU and the PCU were usually housed in the same
cabinet. The OCS, often referred to simply as the
operator station, was the human interface. An im-
portant point to appreciate is that the OCS was
more than just a VDU and keyboard and, typically,
had a processor which pre-processed signals from
the PCU for display purposes.
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Fig. 38.4 Integrated control system (ICS)
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The obvious drawback to the ICS was that “all its
eggs were in one basket” and, when the system
failed,control of theplant was lost.Thus, for critical
applications, it was necessary to have a dual system
with common I/O signals, as shown in Figure 38.5,
so that the stand-by system could take over when
the controlling system failed. Fortunately, it was
not usually necessary to have to go to the lengths,
not to mention cost, of putting in dual systems.

ICS, as an architecture, fell into disuse as re-
cently as the 1990s.

38.5 Distributed Control
The year of 1975 saw a step change in architecture
with the launch by Honeywell of their micropro-
cessor based TDC 2000 system. This was the first
distributed control system (DCS) on the market
and, in many respects, it became the de-facto stan-
dard for the next decade or so. The principal fea-
ture of the architecture of a DCS is its decentralised
structure, consisting of PIUs, PCUs and OCSs in-
terconnected by means of a proprietary highway.
Figure 38.6 illustrates a so-called multi-drop type
of DCS architecture. Note that the acronyms used
are not universal.

The highway provides for communications be-
tween the PCUs and the OCSs, with current values
and status information being passed from PCU to
OCS and control commands in the opposite di-
rection. It is usual for the highway to be dual to
provide for redundancy, each PCU and OCS be-
ing connected to both highways. In the event of
one highway failing, unitscan continue to commu-
nicate over the other. Indeed, this facility enables
units to be connected to and removed from the
system, one highway at a time, without disrupting
operations.

Other modules are invariably connected to the
highway, such as history modules (HM) and appli-
cation modules (AM). Typically, an HM provides
bulk memory for archiving purposes which en-
ables much larger quantities of historical data to
be stored and processed than is feasible in the
memory of a PCU alone. Similarly, an AM enables
advanced control packages to be run that require
more processor power than is normally available
in a single PCU. Such packages would be for opti-
misation or statistical process control or an expert
system for decision support.

The PIUs and PCUs are normally organised on
a local basis, handling the I/O signals and taking
the control actions for a relatively self contained
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Fig. 38.6 Multi-drop type of distributed control system (DCS)
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area of plant. This is a principal advantage of DCS:
it enables processor power to be targeted very ef-
fectively.DCS lends itself to the control of continu-
ous plant consisting of relatively autonomous pro-
duction units. With modern DCSs, a single node
consisting of a PIU, PCU and OCS is powerful
enough to be considered as an ICS in its own right.

38.6 Programmable Logic
Controllers

Programmable logic controller (PLC) systems have
a different pedigree to PCUs. They emerged within
the manufacturing industries as a microprocessor
based alternative to hard wired relay logic circuits.
Their architecture is not dissimilar to that of DCS
systems, to the extent that a PLC has to have a PIU
to handle plant I/O and that the PLCs and OCSs
communicate over a highway, as depicted in Fig-
ure 38.7. However, from a software point of view,
there are some very important differences. PLCs
are discussed in more detail in Chapter 47.

38.7 Supervisory Control and
Data Acquisition

Supervisory control and data acquisition(SCADA)
is a term which is ambiguously used to describe
a type of application rather than an architecture.
Historically, SCADA was mainly associated with
utilities and offshore applications but nowadays it
is much more commonplace. In general, SCADA
systems are used for monitoring and data logging
purposes. Their control capability tends to be re-
stricted to adjusting the set points of controllers:
supervisory control rather than DDC.ThusSCADA
systems have large numbers of inputs and rela-
tively few outputs, as depicted in Figure 38.8.

In terms of hardware, SCADA systems are di-
verse. Hierarchically speaking, a typical system
consists of a local area network (LAN) of personal
computer (PC) type operator stations sitting on
top of other systems. These other systems may be
any combination of DCS nodes, PLCs, single loop
controllers (SLC) and“packaged” instrumentation
such as analysers. Connections to the network are
by means of gateways (GW). These are micropro-
cessor based devices which convert data from the
protocol of one highway or network to that of an-

PIU1

OCS1

Plant

PIU2

PLC1 PLC2

OCS2

PLC3

Highway

Fig. 38.7 Programmable logic controller (PLC) system
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Fig. 38.8 Supervisory control and data acquisition (SCADA) system

other. Gateways also provide buffering to accom-
modate the different speeds of communication.

38.8 Management Information
Systems

A management information system(MIS) typically
consists of one or more“host”computers, typically
file servers, connected up to the highway of a DCS
by means of a gateway to provide access to the field
I/O, as depicted in Figure 38.9. All the information
within theDCS,andother systemsconnected to the
highway, is thus available for storage and manipu-
lation within the host and is typically available at
PC type terminals or workstations. Connection of
other systems to the highway is by means of other
gateways.

The information stored in the database of an
MIS is extensive and accessible to personnel be-
yond those directly concerned with the operation
of theDCS.An MIS enablesplant wide calculations,
on-line, typically using model based methods that
would be too complex or too extensive to be car-
ried out within a PCU. Examples of such calcu-

lations are of process efficiencies, plant utilisation,
materials inventoryand utilitiesconsumption.The
database is invariably of a relational nature, as dis-
cussed in Chapter 99.

38.9 Computer Integrated
Manufacturing

Computer integrated manufacturing (CIM) is in
many respects an extension of MIS. The essential
difference is that in CIM management information
is used for controlling the plant. Thus informa-
tion flows in both directions between the host and
PCUs. For example, production may be scheduled
in order to maximise throughput or performance
optimised to minimise costs. CIM calculations are
in real-time and have to take into account pro-
duction requirements, availability of raw materi-
als, plant utilisation, etc. It is normal within CIM
to adopt a clustered approach, as depicted in Fig-
ure 38.10. Within a cluster, PCUs and OCSs send
data to each other over the highway, such that each
cluster can function independently of the others.
Thus only data that needs to be transferred from
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Fig. 38.9 Management information system (MIS)
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Fig. 38.11 Open system architecture

one cluster to another is transmitted over the net-
work. MIS and CIM are covered in more detail in
Chapter 100.

38.10 Open Systems
The advent of open systems is leading to flatter
architectures as depicted in Figure 38.11.

In effect, evolution of systems is resolving it-
self into two distinct domains. The information
domain is based upon a network, normally Ether-
net, for management information and the control
domain consists of devices connected to a highway
for control purposes. Central to the concept of an
open system is the use of industry standards for
communications, databases, displays, etc., which
enable integration of non-proprietary equipment.
Note the use of workstations (WS) and file servers
(FS) on the networks for handling the very large
databases associated with management informa-
tion, communications, etc. It is not inconceivable

with the advent of real-time Ethernet that evolu-
tion will result in just a single domain.

Aspects of communications and open systems
are covered more fully in Chapters 40 and 49 re-
spectively. Field bus is covered in Chapter 50.

38.11 Comments
There are many varieties of architecture and
the distinctions between some of them, such as
SCADA, MIS and CIM, are rather fuzzy. No partic-
ular architecture is “correct” for any given plant,
although there are many examples of systems that
have been installed that are inappropriate for the
application. The golden rule is that the architec-
ture of the system should match that of the plant.
For example, as indicated, DCS are appropriate
for continuous plant consisting of relatively au-
tonomous production units, SCADA for applica-
tions with diverse control systems which need to
be co-ordinated, PLCs when there are localised se-
quencing requirements, and so on.
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39.1 Operator Station

39.2 Physical Structure

39.3 Card Types

39.4 Personal Computers

There is much similarity in the hardware of differ-
ent suppliers’ systems, whether they are DCS, PLC
or otherwise. This chapter provides an overview
of various generic aspects of hardware. The em-
phasis is on developing an understanding of how
a system’s hardware fits together and of how it re-
lates to the system’s functionality. This should be
sufficient to enable meaningful dialogue about a
systems hardware requirements.

39.1 Operator Station
The operator’s control station (OCS) is a term
which refers to the hardware used by an operator.It
typically consists of a colour graphics VDU, a key-
board, and some processor capacity for handling
the operators control program (OCP). In essence
the OCP is the software with which the operator
interacts. It enables access to the system’s database
and handles the various displays.

The VDU is the primary means of displaying
information about the plant being controlled in all
but the most rudimentary of systems. Most mod-
ern OCSs require high resolution colour VDUs to
enable the graphics supported by the OCP to be
displayed. Even for the smallest of plants it is usual
practice to provide at least two VDUs: on larger
plants there are multipleVDUs. First, this provides
a measure of redundancy in the event of a VDU
failing. And second, it enables different displays to

be displayed simultaneously which is often very
convenient.

Keyboards are the primary means of manu-
ally entering data into a control system. They need
to be in some ruggedised form for use in control
rooms. Flat panel membrane keyboards are com-
monly used because they are coffee proof. There
has been much effort invested in the design of key-
boards. Most have both the standard qwerty al-
phabetic and numeric keys, and a combination of
dedicated and user definable keys. There is a trade
off between the number of dedicated keys which
make for user friendliness and the number of user
definable keys which provide flexibility.

Because process control systems make exten-
sive use of displays, it is necessary to have some
form of cursor control. This is typically provided
by means of dedicated keys,mouse or trackball.An
expensive alternative is use of a touch screen. Note
that provision of a touch screen does not obviate
the need for a keyboard.

The VDU and keyboard, or alternatives, are of-
ten engineered into proprietary desk-type furni-
ture, in which case they are referred to collectively
as a console. Again, much effort has been invested
by some suppliers in trying to determine the opti-
mum ergonomic layout of consoles in terms pre-
sentation of information, access to functions and
operator comfort.

For engineering purposes, it is usual to have
separate VDUs and keyboards, often located in an
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office away from the control room. This enables
software development to be done off-line. In gen-
eral, the engineers control program (ECP),through
which software development is realised, does not
have the same high resolution colour graphics re-
quirements as the OCP and, typically, a PC is used.

The principal peripherals associated with con-
trol systems are compact disc (CD) drives and
printers. The disc drives are used for system load-
ing and long term archiving of historic data. Nor-
mally there will be two printers, one dedicated to
event logging and the other for printing out re-
ports, database listings, etc. This also provides a
minimum level of redundancy. Some printers have
dedicated keyboards which may provide emer-
gency backup for the OCS keyboards.

The functionality of an OCP is described in
much more detail in Chapter 42.

39.2 Physical Structure
PIUs,PCUs and PLCs were described in Chapter 38
as being functionally distinct. However, they are
not necessarily physically distinct. In practice, sys-
tems are built from cards which slot into racks, the
combination of cards being determined by the ap-
plication.The racks,often referred to as bins, cages
or files, are mounted in frames which are usually
installed in a cabinet. The cabinets typically have
self sealing doors at front andback for access.Large
systems have several cabinets. Figure 39.1 depicts
the typical physical structure.

The dimensions of cards, racks,etc. are covered
by the DIN 41494 (Part 1) and IEC 60297 (Part 1)
standards.Construction is modular and is sized on
a unit (U) basis, 1 U = 1.75 in = 44.5 mm A stan-
dard 19-inch rack has an effective width of 10 U
and is capable of housing 5 cards of width 2 U, 10
cards of width 1 U,20 cards of width U/2,or combi-
nations thereof. The nominal height is determined
by that of the front panel and is a multiple of the
U value. For example, a 3-U panel is 13.35 cm high.
This modular basis enables suppliers to configure
systems as appropriate. A commercially available

Fig. 39.1 Typical card, rack and frame structure

frame will typically house 12 racks of height 3 U,
or whatever. Cards have guides along their top and
bottom edges which enable them to be slid into
grooves in the rack, which makes for easy removal.
The location of a card/groove is often referred to
as a slot.

Across the back of each rack is a so-called back-
plane. This is a printed circuit board (PCB) which
has dedicated tracks for the system’s buses, i.e. the
address, control and data buses, and general pur-
pose tracks for power supply and earthing. Each
card has a multichannel connectoron its back edge
which engages in a socket, either directly or by
means of a ribbon cable, on the back plane. This
extends the buses from the back-plane through to
the card, as depicted in Figure 39.2.

Slotsmay be dedicated to a certain type of card,
for example a DIN slot for a DIN card, in which case
each card will have a keyway, maybe built into the
edge connector, to ensure that cards are plugged
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Fig. 39.2 Connections between cards and back plane

into the correct type of slot. Otherwise slots may
be multipurpose, in which case the type of card in
a given slot is established by means of software.
Whether slots are dedicated or multipurpose is a
function of the design of the backplane.

The back planes are themselves connected to
each other to extend the buses from rack to rack
and fromframe to frame.This is achieved either di-
rectly, by means of ribbon cables in a daisy chain,
or indirectly by means ofLINK cards,also depicted
in Figure 39.2.

Note the termination rack, power supply and
fan shown in Figure 39.1.

The termination rack is for handling the I/O
signals from the field. These normally arrive at
the cabinet via multicore cables, having been pre-
grouped on a like-for-like basis in some separate
marshalling cabinets. For example, one multicore
cable may carry 4–20 mA current inputs destined
for a particular AIN card. Each multicore is either
wired into a termination assembly, or is connected
via a panel mounted multicore socket and plug, to
connect up with a ribbon cable. This ribbon cable
is connected to the appropriate I/O card by means
of an edge connector, againdepicted in Figure39.2.
System layout is described in more detail in Chap-
ter 51.

Computer control systems are essentially com-
prised of light current circuits and devices. Their
components become hot under normal operation
and require cooling. Cabinets are therefore pro-
vided with a fan to draw air into the cabinet,
through a filter and blow it across the cards.

Thepower supply to a system isnormally either
110 or 240 V a.c. This is rectified to d.c. in a power
supply unit (PSU) and regulated at levels appropri-
ate to the device types used on the cards. Typically
the PSU supplies power at +24 V, +10 V and ±5 V
d.c. Power is distributed from the PSU throughout
the cabinet by means of d.c. rails, connections to
general purpose tracks on the back-planes and,via
the edge connectors, to the cards. If the system has
several cabinets, it is usual to have a single PSU in
one cabinet connected up to the d.c. rails in all the
others.

An important point to appreciate is that the
PSU is usually sized to provide the power for the
computer control system and for all the field in-
strumentation too. Thus, for example, all the 4–20-
mA signal transmission is typically driven by the
24-V system supply.This is a reliability issue.There
is no point in providing a high integrity power sup-
ply for the computer control system if the power
supply for its instrumentation is unreliable. Chap-
ter 51 covers power supply, back-up and distribu-
tion in more detail.
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39.3 Card Types
Cards are printed circuit boards with dedicated
tracks upon which are mounted a variety of in-
tegrated circuit chips,passive and active electronic
components. There are essentially three categories
of card: I/O signals, systems and communications:

I/O cards:

AIN: analogue input cards.These typically handle
8,16 or 32 analogue input channels per card.
There are different types of AIN cards for
4–20 mA, 0–10 V, mV thermocouple signals,
etc.

AOT: analogue output cards. They handle 4, 8 or
16 analogue output channels per card, the
channels normally being of 4–20 mA.

PIN: pulse input cards. For handling pulse input
signals from rotary devices such as turbine
meters.

DIN: discrete input cards. Typically handle 16 or
32 discrete input signals. The discrete sig-
nals are usually in the form of 0/10 or 0/5 V.

DOT: discrete output cards.Normally enable 16 or
32 relays to be operated. There are different
types of DOT card according to the power to
be handled by the relays.

Note that all I/O cards generally have both active
and passive circuits to provide protection against
electrical damage. They also provide for signifi-
cant pre and post processing of I/O signals. The
functionality of some of these cards is described
in more detail in Chapters 44 and 46.

System cards:

CPU card. The central processor unit card is the
heart of any control system. The function-
ality of the CPU is described in detail in
Chapter 9. The CPU card has the real time
clock (RTC) mounted on it. The function of
all the other cards is to support CPU ac-
tivity. Note that in modern control systems
there are often several CPUs operating in
a multi-processing environment, each CPU
being targeted on specific areas of activity.

ROM cards. These cards contain read only mem-
ory (ROM) which is inherently permanent.
ROM memory is always in the form of
chips. Although generically referred to as
ROM, there are a number of variations on
the theme such as PROM (programmable),
EPROM (erasable and programmable) and
EAROM (electrically alterable), etc.

RAM cards. These cards contain random access
memory (RAM) which isnot permanent and
is often described as being volatile. If the
power supply fails the information stored in
RAM is lost. For this reason most systems
havebattery back-up for theRAM whichwill
provide protection for a few hours.

CHECK cards. These essentially check the cor-
rect functioning of other cards. They have
a diagnostics capability which either in-
tercepts/interprets the transactionsbetween
other cards and/or communicateswith them
directly. It is sensible to have one check card
per frame. Not every system has them.

DISC drivers. It is common practice to mount the
system’s discs, compact or hard, and their
drivers in slot based modules and to con-
nect them up to the back-plane as if they
were cards. The discs provide bulk memory.
There should be at least two separate bulk
memory systems to provide for redundancy.

It is normal practice, to make for efficient process-
ing, for the CPU, ROM, and RAM cards to all be
within the same rack.

Coms cards:

LINK cards. Typically each rack, apart from that
housing the CPU, will have one. Link cards
may be either active or passive. An active
link card receives requests to send/receive
data from the CPU and, if the request relates
to a card within its rack, will direct the re-
quest towards the appropriate card. A pas-
sive link card essentially consists of a bus
driver and enables extension of the back-
plane. In effect, any request to send/receive
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data is repeated to every card connected to
the buses.

PORT cards. These are for serial communication
with devices, such as the OCS, connected to
the highway. They convert the data from the
bus system into the protocol of the highway,
and vice versa. They also provide buffering
to accommodate the different communica-
tions speeds.

GATE cards, referred to as gateways. They con-
vert data from the protocol of the DCS
highway to that of other networks associ-
ated with, for example, MIS or CIM. Gate-
ways also provide buffering to accommo-
date the different communications speeds of
the highway and network.

COMS cards. These are for either serial (UART) or
parallel communication with peripheral de-
vices connected into the bus structureof the
system.

Whereas the functionality of these various cards is
reasonably common from one system to another,
there is little agreement on the terminology of card
types other than for I/O cards. The terminology
used in this chapter is representative only.

39.4 Personal Computers
Current generation systems use PC technology for
both the OCS and PCU functions. This was gen-
erally considered to be unacceptable practice, even
for small non-critical applications,becausePCsdid
not have real-timeoperating systemsandcouldnot
support multi-tasking.However,with the advent of
NT, which enables both real-time operations and
multi-tasking, there has been a massive expansion
in the use of PCs for display and monitoring pur-
poses, if not for the I/O processing and control
functions.

Another important consideration is memory
type because PCs are normally disc based. Disc
drives used to be unreliable but that is no longer
an issue. Also, disc access is not deterministic in a
real-time sense, although that is not necessarily a
problem in many applications. However, what is a
very real problem is potential memory corruption.
For this reason it is normal for the operating sys-
tem and control routines to be ROM based and for
the database to be loaded into RAM from hard disc
on start up. PCs can be fitted with both ROM and
RAM boards to meet these criteria. Back up copies
of the database are ideally kept on redundant hard
discs although use of autonomous partitions on a
common disc is not uncommon on non-critical ap-
plications. The hard disk also provides bulk mem-
ory for archiving of data.
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40.1 Messages

40.2 Local Area Networks

40.3 Token Systems

40.4 Protocols

40.5 Network Access

40.6 Transmission

40.7 Telemetry

40.8 Radio Communications

40.9 Telemetry Units

40.10 Comments

Communications, in particular of a digital na-
ture, are fundamental to modern process control
systems and some of the concepts have already
been encountered in previous chapters.The signif-
icance of highways and networks were established
in Chapter 38 on systems architecture and various
types of communications cards were considered in
Chapter 39 on systems hardware.

The technology of communications is vast, em-
bracing different types of networks and transmis-
sion media. This chapter, therefore, attempts to
summarise some of the more important aspects in
relation to process control systems,withan empha-
sis on the relevant standards and protocols. Field-
bus is deferred to Chapter 50. For a more compre-
hensive coverage the reader is referred to standard
texts such as that by Thompson (1997) and Willis
(1993).

40.1 Messages
A message is the term loosely used to describe data
transmittedover anetwork.Messages can be trans-
mitted between any two devices,usually referred to
as nodes,connected to the network.In practice,de-

pending on the nature of the network, a message
consists of a structure known as a frame which
contains the data being transmitted. Figure 40.1
depicts an IEEE 802 type of frame.

As can be seen, the frame consists of a header,
the data being transmitted, and a trailer. The
header consists of

• A preamble which announces the start of trans-
mission

• A start delimiter which enables the start of the
frame to be detected

• The address of the node to which the message is
being transmitted: the destination

• The address of the node which generated the
message: the source

• The frame type and/or length which enables the
destination node to determinehow to handle the
message

• Status information, such as flags and functional
options

The trailer consists of:

• A frame check sequence for checking whether
the data transmitted has been received error free

• An end delimiter which enables the end of the
frame to be detected
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Frame check sequence

End delimiter

Start delimiter

Status information

Frame type/length

Source adress

Destination adress

Preamble SD DA SA Data FCS ED

Fig. 40.1 IEEE 802 type of frame

Any device connected to the network must have
the necessary hardware and software to be capable
of both reading and/or generating such a frame.

40.2 Local Area Networks
The most commonly used type of communications
system is the local area network (LAN). The IEEE
has developed standards for LANs which are gen-
erally adhered to by systems suppliers. The three
LANs of particular interest for process control pur-
poses are Ethernet, token bus and token ring. The
essential difference between them is the method
by which messages on the LAN, known as traffic,
are controlled.

The IEEE 802.3 standard applies to a LAN
type known as the carrier sense multiple access
with collision detection (CSMA/CD). The most
widespread implementation of CSMA/CD is Eth-
ernet, developed jointly by Xerox, Intel and DEC
during the 1980s, although it should be appreci-
ated that Ethernet is not the standard itself. Indus-
trial Ethernet is the technology compatible with
the IEEE 802.3 standard that has been designed
and packaged to meet the requirements and rigor
of industrial applications.

Within an Ethernet system, no one node has prior-
ity over another. Thus, before transmitting a mes-
sage, a node must establish that no other node is
using the network. If the network is free then the
node can start to send data. If not, it must wait un-
til the other node has completed its transmission:
normally there will be minimal delay before an idle
condition is detected. When a node transmits, all
the other nodes receive the frame and compare the
destination address with their own. That node to
which the message is directed receives it, the others
ignore it.

However, with such a non-priority system, it
is possible for two or mode nodes to attempt to
start transmitting simultaneously. This is referred
to as a collision. If collisions were allowed to oc-
cur then the data on the network would become
corrupted. Thus the nodes’ hardware contain cir-
cuits which recognise the occurrence of collisions
and abort transmission. Each node then enters a
wait mode before trying again.To reduce the scope
of a further collision, each node has a randomised
wait period built into its transmission logic. This
uncertainty about the delay associated with col-
lisions means that Ethernet transactions are not
deterministic with respect to time: the LAN is said
to be probabilistic.
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Clearly the more nodes there are on a network, the
greater the chance of collisions.Also, the longer the
network becomes, the more often collisions occur
due to the propagation delay between nodes. Both
of these factors affect the throughput of the net-
work and thus the response time between nodes.
Provided the loading on the network is less than
some 30% of the system’s capacity, CSMA/CD is
the most efficient LAN type. It is easy to see that
CSMA/CD will cope well with intermittent opera-
tions, such as downloading of programs, file trans-
fer andso on.For this reason Ethernet is commonly
used at higher levels in MIS and CIM type applica-
tions.

However, for process control purposes, the re-
quirement is to handle many short messages at a
relatively high frequency. CSMA/CD would proba-
bly cope with normal operating conditions within
the 30% of its capacity. However, under abnormal
conditions, even if there are only a few nodes, the
volume of traffic due to alarms, diagnostics and
so on escalates rapidly and leads to a massive in-
crease in the number of collisions. Thus a signifi-
cant amount of LAN time is spent “timed out” and
its performance deteriorates. It is possible, but sta-
tistically improbable, that some messages may not
get through at all. For this reason token systems are
used for control purposes.

40.3 Token Systems
Token systems use a mechanism, known as a to-
ken, which avoids collisions on the network. It is
conceptually equivalent to the baton used in relay
races: the nodes take it in turn to hold the token,
and only one node can hold the token at a time.The
nodewhichcurrently holds the token may transmit
to any other node on the network. It is appropriate
to think of the token as being a flag held within
the data frame that indicates whether the frame is
“free”or otherwise.

The token bus is a LAN, often referred to as a
highway, to which the IEEE 802.4 standard applies.
Token bus topology, which is essentially the same

Node Node Node

Node NodeNode

Fig. 40.2 Open structure of token bus topology

as for Ethernet, has an open structure as depicted
in Figure 40.2.

An empty frame containing a “free” token is
passed from node to node in a fixed order. If the
node receiving the frame does not have any data to
transmit, it is passed on to the next node, referred
to as its successor,andso on.In essence,the address
of the successor node is loaded into the frame and
transmitted. All the other nodes receive the frame
and compare the successor address with their own:
the successor receives it and the others ignore it.
The order of succession is predefined and includes
all the nodes on the highway: it is not necessarily
the order in which they are physically connected.
Although the token bus has an open structure, it
can be seen that it is controlled logically as a ring
in the sense that the token circulates around all the
nodes in a fixed order.

Suppose that an empty frame arrives at a node
waiting to transmit data. The token is marked as
“busy”, the frame is loaded with the addresses of
the source and destination nodes and the data it-
self, and the frame is transmitted. All the other
nodes receive the frame and compare the destina-
tion address with their own: that node to which the
frame is directed receives it and the others ignore
it.Thedestination node then retransmits the frame
to the original source node: in effect, the addresses
having been swapped over. The source node then
either transmits another frame, if it has time, or
else marks the token as “free” and passes it on to
its successor.

It is important to distinguish between the two
modes of operation. If there are no messages, the
empty frame with the “free” token passes around
the bus in successor order looking for a message.
The time taken for an empty frame to pass around
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all the nodes is known as the token rotation time.
However, when data is being transmitted, it goes
directly from source to destination node and back
again. The time allowed for this is known as the
slot time, and is different from the token rotation
time.

Token passing is most efficient when the net-
work is heavily loaded because there are no col-
lisions: it is inefficient at low loadings since the
frame is empty most of the time, but that doesn’t
matter. Token bus is entirely deterministic because
the token rotation time is fixed by the number of
nodes and each node’s slot time is specified. Also,
no single node can monopolise the network. For
these reasons token bus is used for real-time con-
trol in industry.

Token ring is another type of LAN to which the
IEEE 802.5 standard applies. It is essentially the
same as token bus, except that the ends of the bus
are physically connected to form a ring,as depicted
in Figure 40.3.Oneobvious advantageofa ring net-
work is that transmission occurs around the ring
in both directions which provides for redundancy
in the event of it being physically severed.

Node

Node Node

Node

Node Node

Fig. 40.3 Loop structure of token ring topology

In some systems, when the token is passed from a
node to its successor, the node listens for the suc-
cessor to either transmit data or pass the token on.
If there is no evidence of this, the node assesses the
status of the successor and, if a failure is detected,
subsequently by passes it.

The process of receiving signals and retrans-
mitting at a node is referred to as repeating. It has
the effect of boosting the strength of a signal. Be-
cause signals degrade over long distances, i.e. they

become distorted and pick up noise, repeaters are
used to extend the length of a network.

40.4 Protocols
The frames transmitted on a network must con-
form to some form ofcommunications protocol.At
its simplest this defines the format of the frames
and any control signals that are required to en-
sure correct data transfer. More complex protocols
contain multiple layers which control not only the
transmission of the data itself, but also the presen-
tation of that data to and from the applications.
The open systems interconnection (OSI) protocol,
known as the OSI model, published in ISO 7498-1
(1995) for reference purposes, has seven layers
whose functionality is as summarised in Table 40.1.

Table 40.1 Functionality of OSI seven layer model

Layer Description

7 Application User interaction

6 Presentation Translates data

5 Session Controls dialogue

4 Transport Provides transparency

3 Network Routes transmission

2 Data link Detects errors

1 Physical Connects device

The OSI model is generic in that it describes the
functionalityof an“ideal”protocol and is indepen-
dent of any physical mediumor typeof connection.
It is designed to cover the most complex communi-
cations networks involving world-wide communi-
cation of all types and volumes of data transmitted
via multiple computer systems. Not all seven lay-
ers would necessarily exist in any specific protocol.
Imagine data being transmitted from a user pro-
gram in a source computer over a network to a
user program in a destination computer. The data
travels down the various levels in the source until
it reaches the physical layer, is transmitted via the
physical medium to the destination, and then up
through the various layers of the destination to its
user program. The functions of each layer are as
follows:
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• Physical layer: transmits and receives bit pat-
terns over the network. It is concerned with the
electronic aspects of the transfer, such as the
voltage levels representing binary 0 and 1 and
the control signalsused for synchronisation,and
with the mechanical aspects of plugs and pin as-
signments.

• Data link layer: makes communications at the
physical layer appear to higher layers as though
they are error free. It embraces error checking
mechanisms and organises for the retransmis-
sion of corrupted data.

• Network layer: concerned with routing mes-
sages across thenetwork.It takes a message from
the transport layer,splits it into“packets”, identi-
fies the packets’destinations and organises their
transmission.

• Transport layer: hides all thenetwork dependent
characteristics from the layers above it, essen-
tially providing transparent data transfer. Thus
a user on one computer system can communi-
cate with a user on another without concern for
the underlying network being used to transfer
the data.

• Session layer: establishes and maintains the
communication path between two users of the
network during the period of time that they are
logically connected.

• Presentation layer: concerns the format of data
and handles its encryption and decryption. For
example, text may be translated into/fromASCII
code, and data may be compressed by using
codes for commonly used phrases.

• Application layer: this is the highest level in the
model and is the environment in which theuser’s
programs operate.

Many different protocols exist: some are specific
to given suppliers and/or systems and others have
been defined by bodies such as the International
Telegraph and Telephone Consultative Committee
(CCITT) and ISO. Protocols can be categorised as
being either:

• Master/slave (primary/secondary) communica-
tion. The master node is in overall control of the

network. Typical of this type of protocol is the
ISO high-level data-link control (HDLC).

• Peer to peer communication, as used on most
LANs, in which no node has overall control. Per-
haps the two best known protocols in this cat-
egory are General Motors’ manufacturing au-
tomation protocol (MAP) and the transmission
control protocol / internet protocol (TCP/IP)
standard.

40.5 Network Access
Access concerns gaining control of the network in
order to transmit messages. The three layered ac-
cess model of IEEE 802 is depicted in Figure 40.4
and relates to bothEthernet and token bus types of
network. The most commonly used access proto-
col is TCP/IP which has three layers. It is consistent
with the two lower layers of the OSI model but
doesn’t have its full functionality.

Transmission medium

PHY: physical layer

MAC: media access control

LLC: logical link control

N
o

d
e

m
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Fig. 40.4 Three layer access model of IEEE 802

Node management provides the functionality that
fragments and/or reconstructsmessages into/from
frames of data which are of the correct length for
transmission. The three layers are:

• Logic link control (LLC) layer: this puts the
source and destination addresses, the data to be
transmitted and the checksum into the frame.

• Media access control (MAC) layer: this handles
collisions and imposes random waits for Ether-
net type LANs, or handles the token/flags and
enables repeats for token bus type LANs.
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• Physical layer: this handles the encoding and de-
coding of data, if necessary, and the transmis-
sion and/or receipt of messages between nodes.

The hardware interface and software drivers nec-
essary to support these layers of access must be
provided by any PORT card, as described in Chap-
ter 39, to enable its node’s access to the network.

Because of the variety of protocols in use, it
may not be possible to connect a particular node
directly to a network or highway. Incompatibili-
ties are handled by protocol converters, normally
referred to as gateways, referred to in Chapter 38.

40.6 Transmission
LANs are available either as broadband or as base
band systems:

• A broadband system uses analogue technology,
where a modem is used to introducea frequency
carrier signal onto the transmission medium.
The carrier signal is modulated by the digital
data supplied by the node. Broadband systems
are so named because the analogue carrier sig-
nals are high frequency: some 10–400 MHz.

• A baseband system uses digital technology. A
line driver introduces voltage shifts onto the
transmission medium. The voltage changes di-
rectly represent the digital data.For example, the
RS 232 standard specifies a voltage between +3
and +12V to represent a“0”and between −3 and
−12 V to represent a “1”.

The cabling used for carrying LANs is typically
screened copper cable. This may be armoured if
it is to be passed through areas where there is a
possibility of damage. In many systems dual high-
ways are provided, mainly to increase the security
of communication, although some systems use the
second highway to increase throughput.

Increasingly, fibre optic cables are being used
with networks for communications. This involves
converting electrical signals into light pulses be-
fore transmission. The advantages of fibre optics
include:

• Fibre optics enable longer networks because
power loss is very low. Typical distances are
120 km without repeaters.

• Because there is no electrical current being car-
ried by the cable, the cable is unaffected by
electro-magnetic interference, so it is possible
to run fibre optic cables alongside power cables
with no adverse effects. Also, there is no induc-
tion between different fibre optic channels.

• The absence of electrical energy in the cable
makes them particularly useful in hazardous ar-
eas, where short circuits are a potential source
of ignition.

The principal disadvantages are:

• Limited curvature on bends.
• Highskill levels are required for installation and

maintenance.
• Cost: the hardware necessary for electrical/op-

tical conversion is expensive, although the ad-
vantages gained often outweigh the additional
cost.

For all these reasons, fibre optics is an important
alternative to conventional copper cabling.

40.7 Telemetry
Some process industries, such as oil, gas and wa-
ter, have pipeline networks in which the distances
between, say, pumping stations and central con-
trol rooms are measured in hundreds of kilome-
tres. In suchsituations LANs are inappropriate and
wide area networks (WAN) may be used. Histori-
cally WANs provided their long distance capabil-
ity by means of modulated frequency techniques
through the use of modems. However, with the ad-
vent of services such as BT’s integrated services
digital network (ISDN), digital transmission has
become more common.

The transmission medium used in a WAN may
be a dedicated private line or one leased from a
communications company. Alternatively, the link
can be set up temporarily by dialling a connec-
tion via the public switched telephone network
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Fig. 40.5 Frequency shift keying for telemetry

(PSTN). Such transmission is modulated using a
carrier frequency in the voice frequency band of
300–3400 Hz.

Often the lines used carry several channels of
communication. This is achieved by using a tech-
nique known as frequency division multiplexing
(FDM) for which the carrier frequency required
is determined by the rate at which data is to be
transferred.Typically thiswouldbe1700 Hz at 1200
baud as specified in CCITT publications.

One modulation technique used in telemetry
systems is called frequency shift keying (FSK). In
this technique the carrier frequency ! is shifted
by the digital data being transmitted. For example,
a binary “1” might be represented by ! + ā! and
a binary “0” by ! − ā! where, for a 1200 baud
system,ā! is typically 50 Hz.This technique is de-
picted in Figure 40.5.Other modulation techniques
include pulse code modulation (PCM) and phase
modulation.

40.8 Radio Communications
As an alternative to land lines a telemetry system
may use radio communications, or some hybrid of
telephone lines and radio channels. The use of ra-

dio is similar to using land lines except that the
power levels required for signals are higher and
transmission delays can be longer.

Radio systems normally use frequency mod-
ulated (FM) transceivers operating in the range
450–470 MHz ultra high frequency (UHF) band.At
UHF and higher frequencies, radio signals can be
made very directional with antenna systems using
parabolic reflectorsproducing very narrow beams.
In such systems a line of sight transmission path
is required, which may be difficult to achieve in
certain terrain.

To overcomeobstacles in the transmission path
a number of different methods may be used:

• Repeaters. A repeater may be placed on top of a
hill or tall building, which is acting as a barrier
to communication, topick up the signal, amplify
and retransmit it.

• Troposcopic scatter. Radio energy is directed
towards part of the Earth’s atmosphere called
the troposphere, situated at about 10 km above
ground level. This forward scatters the signal to
the receiver and thus overcomes any obstacles.

• Satellites. Geo-stationary satellites are increas-
ingly being used for all types of communication
and can be used with UHF radio.
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40.9 Telemetry Units
Telemetry systems require a controlling master sta-
tion at the control centre which will communi-
cate with one or more slaves, known as remote
telemetry units (RTU), via the selected transmis-
sion medium.Because the master station may have
to deal with many RTUs using a common link, it
scans them on a time division multiplexing (TDM)
basis. An RTU may be completely passive, in that
it only performs actions when commanded to do
so by the master station.Alternatively, an RTU may
have a level of intelligence which enables it to per-
form some functions unsolicited, such as calling
up the master station in the event of an alarm.

The messages transmitted between RTUs and
master station must adhere to some protocol such
as HDLC. A typical message from the master sta-
tion will indicate the RTU address and the function
it is to perform. If data is also to be sent this will be
included in the message. The final part of the mes-
sage will contain checksum information to allow
the RTU to check the incoming message for errors.

The addressed RTU responds to the command by
either reading from or writing to the local instru-
mentation and/or control systems and returning a
message to the master station.

Because of the inherent delays associated with
communications used in telemetry systems, real-
time functions such as closed loop control are dif-
ficult to achieve.

40.10 Comments
As can be seen, communications is an extensive
and complex field. In general it is not necessary
for control engineers to have a detailed knowledge
of the subject. Control systems are normally sup-
plied with a communications capability adequate
for the application, so it is essentially a question of
being able to make a sensible specification in the
first place.However,when interconnecting two dis-
similar system, a surprisingly common problem, a
grasp of the principles is essential.
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Within any computer control system there are two
main categories of software: system and applica-
tion. System software is that upon which the sys-
tem depends to function, irrespective of the type
of plant to be controlled. It is purchased as part of
the system and can be looked upon as if it is hard-
ware.Systemsoftware is standard to the systemand
should never need to be altered. It operates upon
the application software for controlling the plant.
Application software is plant specific.When a con-
trol system is purchased for a plant much effort
has to be invested in specifying, developing and
testing the application software. If the application
software is not correct the system will be unable
to control the plant as intended. System software
includes a variety of tools used for developing ap-
plication software.

The distinction is well illustrated by way of
analogy. A word-processor may typically consist
of an environment such as Windows within which
exists a word-processing package such as Word,
which itself supports a variety of tools such as a
spell-checker. These may be used to create a letter
which is subsequently printed.Windows,Word, the
spell checker and the printer routines are all sys-
tems software. They are part of the system and can
be assumed to function correctly. The user needs

to know how to use them to the extent that it is
necessary to edit text, save files and print copies.
The Word file is equivalent to application software.
It is just a file of text. It may well be free of spelling
mistakes and grammatically correct but unless the
right words are used in the correct order the letter
will be meaningless. The printer will print it out
irrespective of whether it makes sense or not.

This chapter describes the major system soft-
ware packages within a typical computer control
system and identifies the associated application
software. They are depicted in Figure 41.1. A brief
description is given of each.

41.1 Operating System
The real-time operating system (RTOS) is, hierar-
chically speaking, at the top of the system. It is the
RTOS which co-ordinates and synchronises all the
other activities, referred to as tasks, within the sys-
tem. The RTOS controls both hardware and soft-
ware activity. Ithandles interrupts and determines
priorities.

Application software associated with the RTOS
includes:

• Task processing files
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Fig. 41.1 System vs application software

41.2 Operator’s Control
Program

This is the system software with which the oper-
ator interacts. It handles both data entry via the
keyboard, or otherwise, and all the VDU displays.
The OCP is described in detail in Chapter 42.

Application software associated with the OCP
package includes:

• Screen configurations for group and trend dis-
plays

• Picture files for mimic diagrams
• Text files for messages and help displays

41.3 Direct Digital Control
It is this package that provides the real-time con-
trol capability of any computer control system. It
handles the I/O signals, and applies the control
functions to them.These functions are largely con-
figurable, i.e. they consist of pre-defined software
routines which operate on the database. Often re-
ferred to as “function blocks”, each one relates to
a block of data in the database. Thus configuring

a control scheme consists of selecting appropriate
function blocks from a library and linking them in
the appropriate order according to the application.
Most systems support a wide variety of continuous
and logic blocks for handling both analogue and
discrete signals. The DDC package is discussed in
detail in Chapters 44 and 45.

Application software associated with the DDC
package includes:

• Function block diagrams
• Function block database entries
• User-defined function blocks

41.4 Archive
The archive package (ARK) concerns long term
storage of data in bulk memory. Typical contents
of the archive include values of input signals, event
logs and batch records. The functionality of the
archive enables data to be compressed by, for ex-
ample, selecting the frequency of sampling and/or
the basis for averaging samples. It also enables his-
toric data to be retrieved and displayed or printed
as appropriate.
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Application software associated with the ARK
package includes:
• Archive parameter lists
• Journal formats

41.5 Sequence Executive
Most process control systems provide some form
of sequence executive (SEX) package. These vary
in complexity from some simple sequencing facil-
ity through to handling multiple sequences run-
ning in parallel with parameter lists. Simple and
short sequences may be realised by means of con-
figurable logic blocks, the use of two such blocks
for the realisation ofa discrete device are described
in Chapter 46. More usually, sequencing is realised
by means of a procedural language or a sequential
function chart,as explained in Chapter 29,or in the
case of PLCs by means of ladder logic as described
in Chapter 47. An important aspect of SEX is its
interface with DDC because, in reality, sequence
control involves a combination of both continuous
and sequential activities.

Application software associated with the SEX
package includes:
• Sequences
• Phases
• Ladder logic
• Sequential function charts
• Parameter lists

41.6 Batch Process Control
A batch process control (BPC) package is neces-
sary when the batch processing required is other
than simple sequence handling.Typically BPC sup-
ports recipe handling, campaign definition, real-
time scheduling and batch reporting. The func-
tionality of BPC is described more fully in Chap-
ter 37. It may well also support a proprietary batch
language, with process oriented instructions and
constructs for complex batch control. An impor-
tant aspect of BPC is its interface with SEX be-
cause, in reality, batch process control is realised
by means of sequences.

Application software associated with the BPC
package includes:

• Recipes
• Campaign definitions
• Schedules
• Batch report templates

41.7 High Level Language
The ability to perform calculations in a high level
language (HLL) is extremely useful for modelling
purposes. For example, with real time optimisers
(RTO), a model of the plant is used to predict con-
troller set-points. Some systems provide an HLL
package as part of the system software supported
within the PCU.However, recognising that the HLL
capacity is of most use in the plant-wide type of
calculations associated with MIS and CIM type of
applications, many suppliers prefer to provide the
HLL package within a separate application module
(AM) or in some host mini-computer.Opportuni-
ties for the use of an HLL for advanced process
automation and control are given in Sections 12
and 13.

Application software associated with the HLL
package includes:

• Programs

41.8 Engineers Control
Program

The ECP is an integrated suiteof toolsused for cre-
ating new,or editing existing, application software.
In general the ECP is used in an off-line mode. Ex-
isting application software has to be disabled be-
fore it can be edited.

The principal ECP tools are as follows:

Picture Builder

This is the tool used for developing OCP displays,
as follows:

1. Configurable displays, such as group displays
and trend diagrams,which use pre-determined
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templates. Thus the task of picture building
consists of identifying the correct templates to
use, configuring them on the screen, and at-
taching parameters to them as appropriate.

2. Free format graphics displays, such as mimic
diagrams. These typically consist of a back-
ground display, showing pipelines and the out-
line of plant objects selected from a shape
library, upon which is superimposed a fore-
ground display consisting of live data.

Configurator

This is the tool used for database development.
Modern configurators are block oriented. In op-
eration, functions are selected from a library and
their blocks aredraggedacross the screen.Connec-
tivity, i.e. connectionsbetween the blocks, is estab-
lished by means of drawing lines between them
as appropriate. Some of the database entries asso-
ciated with each block are inherited according to
block type,establishedby virtueof their connectiv-
ity, others are entered manually in a template. The
database is fundamental to the activity of all the
major system software packages, especially DDC,
and is discussed in detail in Chapter 45.

Recipe Builder

This tool is used for creating and editing recipes,
defining campaigns, creating batch reports, etc.
Typically the recipe builder is of a configurablena-
ture,with extensive use made of menus,predefined
templates and fill in boxes. However, for more ex-
tensive and/or detaileddata entry,an interfacewith
the editor is normally provided.

Editor

This tool tends to be general purpose and is used
for creating and editing text for all the other pack-
ages supported by the system. For example, text
files for OCP, database for DDC, parameter lists for
ARK, sequences for SEX and programs for HLL. It
is not uncommon for a word-processing package
to be provided for editing purposes.

When there is an MIS capability, the word-
processor is invariably accompanied by a spread-
sheet. Data may be imported, typically from the
archive, which enables the production of manage-
ment reports.

Compiler

When a program is created, whether it be a high
level language program, in the form of a sequence,
or whatever, it will need to be compiled into the as-
sembly language of the processor used for imple-
mentation: the target system. Cross compilers may
be required to translate the programs into an inter-
mediate form. For example, a sequential function
chart may need to be cross compiled into struc-
tured text prior to being compiled into assembly
language.

Filer

Closely associated with the editor is a file handling
facility.Thisenables template files to be copied and
edited as well as new files to be created, deleted,
listed, printed, etc.

Monitor

This tool is primarily associated with SEX and
HLL and is used for debugging sequences and
programs. It allows the software being tested to
be stepped through in a one-step-at-a-time mode
which enables its logic to be checked. The software
under test normally drives either dummy I/O, i.e. a
hardware model, or a software model of the plant.
Software testing is covered in Chapter 63.

Historian

This is the name given to the tool which is used
for interacting with the archive. It allows variables
for archiving to be specified and associated pa-
rameters to be defined. The historian also enables
templates for journals, used for event logs, etc., to
be created.
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Access to the ECP has to be strictly controlled and
procedures for software management imposed.
This is discussed further in Chapters 63 and 64.

41.9 Distribution of Packages
Although the functionalityof the packages is much
the same from one system to another, the de-
tail varies tremendously. In particular, the extent
to which the packages are distributed within the
hardware makes a big difference to their imple-
mentation.

Sometimes hardware is provided specific to a
package, provided the package is self-contained. A
good example of this is the ARK package which,
within a typical DCS, would reside exclusively
within a dedicated history module (HM),with bulk
memory, and supported by a local historian.

Some PCUs have to support several packages
simultaneously because they need to interact. The
SEX, for example, may reside within a single PCU

but needs to interact with DDC.A typical scenario
is that, under sequence control, SEX will initiate
a change in loop status, say from manual to auto,
which has to be implemented by DDC. Given that
they reside in the same PCU they may well have a
common configurator and editor.

Other packages, in particular DDC and OCP,
must be distributed across several PCUs and sup-
ported locally by ECP functions as appropriate.
This is realised by replicating in each PCU those
parts of the packages that support local functions,
using the highway to enable sharing of global func-
tions.

41.10 Comments
Note that there is no general agreement on termi-
nology for these packages and tools, the names and
acronyms used in this chapter are representative
only.
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Various aspects of the hardware of operator sta-
tions (OCS) were described in Chapter 39, and
the operators control program (OCP) was intro-
duced in Chapter 41 as the system software pack-
age through which the operator interacts with the
system. This chapter describes in more detail the
functionality of typical OCP type packages. It cov-
ers both the different types of screen displays and
the keyboard functions.

42.1 Access
Fundamental to the use of an OCP is the level of ac-
cess to the system that it provides. In general there
will need to be at least four levels:

1. No access.Provides very restricted access to the
OCP. For example, it may enable personnel to
call up and observe overview displays only, but
not permit any interaction with the database.
This level of access is that in which the system
should be left when unattended.

2. Operator. Provides full access to the function-
ality of the OCP. For example, it enables most

displays to be called up, and permits routine
interaction with control functions. For exam-
ple, changing set points, switching loops be-
tween auto and manual modes, acknowledg-
ing alarms, starting sequences, etc., would all
be permitted.

3. Supervisor. This is the same as for the opera-
tor but, in addition, provides access to facilities
for editing schedules, batch logs, etc. It enables
access to restricted management information
displays.

4. Engineer. Provides full access to all OCP and
ECP functions. It also provides full access to all
displays, including system diagnostic displays.

Access is normally restricted by means of keys or
passwords. The control of access is an important
management issue that is covered in Chapter 64.

42.2 Tag Numbers
For referencepurposes, it is necessary to have some
numbering system to relate the data displayed to
both the database and the plant.Most systems have
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a fairly flexible numbering system that supports
combinations of letters and numbers. It therefore
makes sense, and is common practice, to use the
same tag numbers used on the P&I diagrams of
the plant as a basis for referencing within the con-
trol system. Thus, for example, the tag number of
a control loop would be used to refer both to its
database block and to its display templates. Exten-
sions often have to be attached to the tag number
to discriminate, for example, between an input or
an output signal of the same loop, or between an
alarm or status display of the same signal.

42.3 Reserved Areas
The OCP divides the screen into two or more ar-
eas. The main area is reserved for the standard
displays described below. However, there are also
one or more so-called reserved areas, normally
above, beside and/or below the main area. The re-
served areas are themselves normally divided up
into sub areas used for displaying specific process
orientated functions such as the date/time, access
level,current alarm areas,data entry,status display,
messages, etc. This information is displayed on the
screen at all times, irrespective of what displays are
in the main area. When the reserved area consists
of dedicated lines across the screen they are com-

monly referred to as banner lines. Other reserved
areas are used for displaying generic toolbars and
icons.

42.4 Display Systems
The main types of screen display are menu, mimic,
group,trend,status and text.For eachof these there
will be many instances.It is not uncommon for sys-
tems to have several hundred displays. Given that
these displays are the principal means of access to
data within the system, it is essential that they are
organised within a framework with some struc-
ture. This enables the operator to find particular
displays quickly. Figure 42.1 shows a typical dis-
play system structure.

It is usual to havemenu displays at the topof the
display hierarchy. Menu displays are normally or-
ganised on an area basis with, typically, one menu
for a number of functionally related major equip-
ment items (units). The function of menu displays
is simply to provide access to other display types.
These may be organised hierarchically, in which
case mimic diagrams would be the next most sig-
nificant. Otherwise, they would be organised lat-
erally as indicated for the remaining display types.
Every display within the systemmust have a unique
reference name/number.

Area

menu

Group

displays

Status

displays

Trend

diagrams

Mimic

diagrams

Text

displays

Diag-

nostics

Fig. 42.1 Display system structure
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There are various means of selecting displays.
Some, such as the use of dedicated keys, require
a knowledge of the display reference. Cursor ad-
dressing enables the display to be selected from
a list. More flexibly, on-screen buttons enable the
user to toggle back and forth, up and down, within
the display hierarchy. There is a trade-off. For dis-
plays whose reference is known the use of dedi-
cated keys is undoubtedly fastest. Otherwise, it is
best to logically work through the hierarchy until
the required display is found. Most systems sup-
port at least two of these approaches.

Two important alternatives are soft keys and
touch screens. These are context specific and pro-
vide means of selecting one display from another.
References for relevant displays that can be called
up are built into the application software of the
current display. In the case of soft keys, these ref-
erences are displayed in boxes on the screen which
are alignedwithuser defined keyson the keyboard,
one of which is selected as appropriate. For touch
screens the references arepositionedon the display
in pre-defined locations, one of which is selected
by the operator touching the screen.

42.5 Mimic Diagrams
Mimic diagrams are screen versions of P&I dia-
grams. In general, any P&I diagram contains too
much information to be contained in a single
mimic and has to be broken down into sections.
Given that most plants have several P&I diagrams
there are inevitably many mimics.

A typical mimic consists of a background dis-
play of static information onto which is superim-
posed a foreground display of dynamic data. The
static display is stored as a file on disc and the dy-
namic data is extracted from the database. When
the mimic is selected, the OCP superimposes the
dynamic data in positions on the static display
that were specified during the design of the static
display.

The picturebuilder tool is used to create mimic
diagrams. The background display consists of the

outline of plant objects, equipment items, essen-
tial pipelines,etc. The objects are typically selected
from a library of shapes, dragged across the screen
to their desired positions, enlarged or reduced if
necessary, and connected by drawing lines. Other
items, such as valves and controllers, may be se-
lected from a menu of symbols and attached to the
shapes in appropriate positions. A typical menu
will have dozens of symbols. Some of the more
commonly used ones include:

• Agitators
• Centrifugal pump
• Control valve
• Controller bubble
• Isolating valve
• Motors
• Orifice assembly
• Switch

These symbols typically have associated faceplates
which enable the display of live data adjacent to the
symbol, as illustrated in Picture 42.1. For example,
the faceplate foran analogue input may have its tag
number,current value and units.That for a discrete
output may have its tag number and current status.
Some systems support embedded characters in the
mimic diagram. These are cursor addressable and
enable faceplates to be opened up on the mimic.
This is a very effective way of integrating mimics,
faceplates and trends.

The use of colours, of which there is often a
full palate of 256 choices available, and special ef-
fects can considerably enhance the effectiveness of
mimics. For example:

• Coloured lines to distinguish between process
streams and utilities.

• Different width lines to emphasise the impor-
tance of different streams.

• Vertical bars to fill vessel shapes to convey a
sense of level.

• Shading switched on and off to create the effect
of motion.

• Colour changed to indicate valve status, such as
black for closed.

• Symbol colour changed to red to indicate alarm
conditions.
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Picture 42.1 Typical mimic display with faceplates (Honeywell)
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• Flashing of symbols or vessel outlines to indicate
a particular status.

• Pop-up message boxes to provide context sensi-
tive information.

• Strategically positioned soft keys to select mim-
ics of adjacent items of plant.

• Integration of templates for bar displays and
trend diagrams.

The design and style of mimic diagrams is sub-
jective: there are no standards per se but there
are,nevertheless,well recognised industry conven-
tions. The most common, and widely adhered to,
convention is the use red to denote alarm condi-
tions and yellow for warnings. It is important that
colour coding and special effects are used consis-
tently across the whole set of mimics, to avoid con-
fusion. For example, it would be bad practice to
use red for alarm conditions on one mimic and red
for stop/green for go on another,unless stop was an
alarmcondition.It shouldalso be remembered that
the objective of mimic diagrams is to present in-
formation effectively. The most common mistake
is to create displays that are too cluttered and/or
colourful. In general, mimics should only relate to
one major item of plant each and display useful
information only. There is a consensus that sub-
dued colours, especially shades of grey, together
with 3-D effects such as shadows, are most effec-

tive for backgrounds and major items on the static
display.

A costly but very effective alternative to mimic
diagrams is the rolling map. In effect, rather than
break down the P&I diagrams into separate mim-
ics, a single large mimic of the whole P&I diagram
is created. The screen is then treated as a window
through which any part of the P&I diagram may be
observed. Using a trackball, joystick or mouse, the
screen is scrolled across the mimic until the rele-
vant section is found. The only obvious disadvan-
tage to this approach is that, for very large mimics,
unless the user is familiar with the topology of the
plant, it could take some time to find the relevant
section. Put differently, the user can get lost!

42.6 Group Displays
Group displays provide an overview of the state of
a section of plant: indeed, they are often referred
to as overviews. Typically a group display is con-
figured from a number of faceplates as depicted in
Figure 42.2 and illustrated in Picture 42.2.

Using the picture builder tool, standard tem-
plates are selected from a template library and al-
located to a space in a designated group display.
Typically, templates exist for:

Analogue

input

faceplate

Analogue

input

faceplate

Control

loop

faceplate

Control

loop

faceplate

Detailed control 

loop faceplate

Discrete

input

faceplate

Discrete

input

faceplate

Analogue

input

faceplate

Simple trend 

faceplate

Discrete

output

faceplate

Discrete

output

faceplate

Simple trend 

faceplate

Alarm summary

faceplate

Fig. 42.2 Group display configured from faceplates
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Picture 42.2 Typical group display (Honeywell)
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• Analogue inputs.
• Analogue loops, both standard and full.
• Simple trend diagrams.
• Discrete inputs.
• Discrete I/O pairs, which are often referred to as

entities.
• Logical variables, etc.

Faceplates come in rectangular shapes of varying
size and proportions, according to type and the
amount of information to be displayed,which pro-
vides for flexibility in designing groupdisplays.For
example, a standard control loop faceplate, which
is quite large, will typically display the same infor-
mation that is on the facia of a conventional single
loop controller, as illustrated in Figure 23.1:

• Its tag number.
• The units of its measured value.
• Numerical values of input, set point and output.
• Bar displays of input, set point and output.
• Alarm limits on the bar displays.
• Its auto/manual status.

Sometimes it is necessary to display more informa-
tion about a control loop than this so typically a full
control loop faceplate would additionally show:

• Controller tuning parameters.
• Choice of algorithm.
• Forward/reverse acting.
• Default settings.
• Status on power-up, etc.

In contrast to this, a discrete input template, which
is small, may simply show its tag number, current
status and desired status. There is a trade-off be-
tween the size and number of templates in a group.
The smaller the template the less the detail about
any particular function but the greater the sense of
an overview.

Once a tag number is assigned to a template,
current values are extracted from the database and
included in the template whenever that group is
displayed. As the data changes the OCP updates
the display in real-time.

A simple but very effective form of faceplate
for use with group displays uses single and/or dou-
ble lines of text with an embedded bar display, as
depicted in Figure 42.3, for an analogue measure-
ment. On the left of the upper line is the signal
reference number and a field to display the engi-
neering units. On the right is a standard length
bar, scaled in proportion to the range of the mea-
sured value, with the current value of the measure-
ment indicated by a pointer or otherwise. The bar
would typically also indicate the upper and lower
alarm limits and the set point. The lower line con-
tains fields for a description of the measurement
and for displaying numerical values in engineering
units for the top and bottom of the range and for
the current value of the measurement.

Tag no

Description

Eng units

Value ValueValue

Bottom of 

range in eng units

Low

alarm

limit

High 

Alarm

limit

Set

point

Current 

measurement

Top

of range

Fig. 42.3 Bar display type of template
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42.7 Trend Diagrams
Trend diagrams are essentially graphs of variables
plotted against real-time. Each trend is just a se-
ries of values of some variable extracted from the
database. Typically several related variables are
plotted on a normalised vertical scale against time,
as illustrated in the trend faceplate of Picture 42.2.

Trend diagrams are configured using standard
trending templates. The configuration process en-
tails specifying:

• Which trend template to use.
• What reference number will be used for the

trend diagram.
• Which variables to trend, up to the limit for that

template type.
• Choice of points, lines or bars.
• What colours/shading to use for which trend.
• What scale to use for the vertical axis, given that

the default will be 0–100 %.
• The scan rate.
• The scale required for the time axis.
• The basis for data compression, if necessary.

Note that the scan rate refers to the frequency at
which the database is sampled to update the trend.
There is no point in this being greater than the rate
at which the database itself is updated by sampling
the I/O signals. Note that the scan rate must be the
same for all variables on the same trend diagram.
The scan rate establishes the step length, i.e. the
time between values displayed. It should be consis-
tent with the resolution of the time scale, i.e. there
should be as many values to display as there are
points along the time axis. Sometimes, for example
if there is a noisy signal, a higher scan rate may be
specified, in which case some form of data com-
pression will be required. This normally involves
the grouping of consecutive values and trending
the average value of the groups.

From an operational point of view there are
two categories of trend diagram, live and historic.
In live operation, the OCP adds new values to the
display area, as time progresses, and the trends ad-
vance across the screen from left to right. There
are two approaches to handling the situation when

they reach the right hand edge of the display area,
the trends may be reset or shuffled. With reset the
left hand half, say,of each trend is deleted, the right
hand half moved across to the left hand side of the
display area, and trending continued.Alternatively,
the first set of values drops off the left hand edge,
all the remaining values are shuffled leftwards by
one step length and the next set of values enters
on the right hand side. This creates the impression
that the trends are moving from right to left.

Historic trends utilise the bulk data archived
by the ARK package. This may be retrieved and
displayed using the trend facilities as described.
The only major additional factor to be considered
concerns the span of time scale to the extent that
the start and stop times for the display must be
specified as absolute dates and/or times.

42.8 Status Displays
These are essentially structured listswhicharekept
up to date in real-time. There are normally three
such lists used for operational purposes, alarm
lists, event logs and batch status lists, although
there are also systems lists indicating task status,
etc. for engineering purposes:

1. Alarm lists. Illustrated in Picture 42.3, these are
discussed in detail in Chapter 43.

2. Event logs. These are lists which record, in
chronological order, pre specified events such
as:
• Alarms being activated.
• Changes in discrete output status.
• Loops being switched between auto & man-

ual modes.
• Set points being changed.
• Sequences being stopped and started.
• Operator interventions.
Whenever any such event occurs it will be
logged, as a matter of course, with a date and
time stamp and the relevant tag number for
subsequent analysis.Themost recent events ap-
pear at the top of the list,which may run to sev-
eral pages. Since the number of events logged
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Picture 42.3 Typical alarm list (Honeywell)

can beextensive therehas to be someconstraint
on the amount of memory used up. This may
simply be the number of entries permitted in
a fixed length list. Once the list is full, any new
entry at the top displaces one at the bottom.
Alternatively, the list may be of variable length
but time related, eg. events are deleted auto-
matically from the log after 24 h. The basis for
constraining the log length is normally user-
definable. It is also normal practice to have a
printer dedicated to producing an on-line pa-
per event log which is usually kept forposterity.

3. Batch status. This list essentially logs and dis-
plays the current statusof variousbatchesbeing
made, if any, on the plant. The following items
are typically listed:
• Batch and lot numbers.
• Time when batch started.

• Train/unit being used.
• Recipe being used.
• Current batch status.
• Sequence being used.
• Current phase/step number.

42.9 Text Displays
These are basically files of text that can be dis-
played.The two most commonly used categories of
text displays are for messages and providing help.

1. Messages. These may be established and stored
in a library file. They are then triggered by
application software when particular events
or combinations of circumstances occur. Mes-
sages are normally aimed at the operator. For
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example, at the start of a batch, the operator
may be requested to make a visual check of a
particular item of plant.
Alternatively, messages may be left on the sys-
tem by operators, supervisors and engineers to
remind each other of work to be done, faulty
equipment, etc.

2. Help displays. These are text files that may be
called up from disc which explain the function-
ality of the system. They are related to both
hardware and software and are often extensive.
The purpose of help displays is to provide on-
screen technical support to personnel.

42.10 Diagnostic Displays
These are special purpose displays, typically in
group or list form, which provide information
about the health and/or status of the system. They
relate to system diagnostics functions supported
by the operating system, and include:

1. Hardware. An overview of the status of sys-
tem hardware indicating which, if any cards,
are faulty and the nature of the fault.

2. Communications. A summary of the status
of all devices connected up to the system’s
highway and/or network, indicating which are
on/off line and which are disconnected.

3. Tasks.A listing of the status of all current tasks,
e.g. ready, queuing, active, suspended, failed,
aborted, etc.

42.11 Keyboard Functions
Keyboards were discussed in general terms in
Chapter 39. When a key is pressed, it is the OCP
that responds . To an extent, the scope of the key-
board is a measure of the functionality of the OCP.
In general, the keys on a keyboard are grouped ac-
cording to function, as follows:

1. Alphabetic/numeric. These are used for enter-
ing data. The most commonly entered data are
tag numbers as arguments for the dedicated
keys and values for parameters.

2. Display. Various dedicated keys for accessing
the standard displays of area, group, trend,
mimic, event and message. There will usually
be associated keys for clearing, recalling, freez-
ing, printing and saving displays.

3. Alarm. Dedicated keys for acknowledging and
accepting alarms, calling up the alarm list and
locating faceplates that are in alarm.

4. Loopcontrol.Thishaskeysdedicated to switch-
ing loops into automatic or manual modes, for
changing set points, for raising or lowering ana-
logue outputs, for switching discrete outputs,
etc.

5. Sequence control. Dedicated keys for assigning
sequences to units, for starting,holding,contin-
uing, single stepping and stopping sequences,
for calling up the sequence status display, etc.

6. Change parameters. Access to these dedicated
keys is usually strictly limited. Parameters for
which there are dedicated keys normally in-
clude controller PID settings, deadbands, ramp
rates,display scales, alarm limits, scan rates,etc.

7. General. User definable keys, cursor address-
ing keys, system access keys, test keys, printer
control keys, etc.

In general, there is a procedure for interacting
with the OCP. Typically a dedicated function key is
pressed. This is then followed by a reference num-
ber which will cause the current value/status of the
function to be displayed at the cursor.A new value
is then entered using the alphanumeric keys and,to
confirm the intent, an accept key has to be pressed.

Whilst there is no doubt that modern OCPs are
very sophisticated, they are relatively easy to use.
Given a grasp of their functionality, and an under-
standing of the plant being controlled, they can be
mastered with a few hours effort.
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43.1 Database

43.2 Display Systems

43.3 Alarm Lists

43.4 Integrated Safety Environment

43.5 Alarm Management Policy

43.6 Comments

Computer control makes an important contribu-
tion to safety. This is discussed in more detail in
Chapter 55. Of particular significance is the ca-
pacity for the systematic handling of alarms which
pervades system design. Thus, for example, alarm
features are built into the database for processing
by both the DDC and OCP packages. This chap-
ter summarises those features that are typical. It is
also used as a vehicle to introduce various aspects
of database design.

For a more comprehensive treatment of the
subject the reader is referred to theguideon the de-
sign, management and procurement of alarm sys-
tems published by EEMUA (1999).

43.1 Database
Function blocks are configurable and consist of
a routine, i.e. a program or set of algorithms,
which operate upon associated blocks of data in
the database. The function blocks exist within a
DDC package and are under control of the RTOS.
Their associated blocks of data are invariably re-
ferred to as data blocks.The use of function blocks
is elaborated upon in the following chapters and
their configuration is explained in Chapter 48.

Consider an analogue input signal. This may,
for example, relate to some level control loop LRC

Table 43.1 Analogue input function and data block

Function block Datablock

Slot Description Value

1 Block no. B1005

2 Block type AIN

3 Tag no. LRC 47

4 Description Buffer tank
level

5 Block status On

6 Sampling frequency 5

7 Frame/rack/card/channel no. 1/2/10/06

8 Characterisation LIN

9 Bias −0.1

10 Span 2.1

11 Engineering units m

12 Display area 06

13 Alarm priority 0

14 High alarm limit 1.8

15 Low alarm limit −0.1

16 Deadband 0.05

17 Message code 0

18 Result

47. The signal is processed by a function block of
the type AIN whose purpose is to scale analogue
input signals. The AIN function block handles the
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scaling and associated alarm status. A typical data
block for an AIN function block is as shown on the
right hand side of Table 43.1.

The values in slots 1–11 will be discussed in
Chapter 45. It is sufficient to say that the measure-
ment of the level in a tank varies between 0 and
2 m, and its calculated value is stored in slot no
18. The contents of slots 12–17 all relate to alarm
handling as follows:

12 This defines the area menu of the group dis-
play which contains the template for LRC47.
Whenever the level goes into alarm, the OCP
will prompt/guide the operator to the relevant
area/alarm. This is typically realised by a ded-
icated banner line across the top of the dis-
play systemwhich immediately identifies areas
with new alarms.

13 When an alarm occurs, it is automatically en-
tered into the alarm list and event log. The
alarm priority determines where it enters on
the list, as discussed below. The value of 0 in
slot 13 implies it has no priority.

14 The value in this slot specifies the upper alarm
limit. Whenever value in slot 18 goes above
1.8 m the alarm will be activated. This is obvi-
ously a warning that the tank is nearly full.

15 The value in this slot specifies the lower alarm
limit. The fact that a value of −0.1 m is speci-
fied,which can never be reached because of the
offset on the level measurement, implies that a
low level does not matter. It is common prac-
tice to set alarm limits at the end of,or outside,
the measurement range when there is no need
for an alarm.

16 A deadband of 0.05 m is specified. The pur-
pose of the deadband is to suppress the spuri-
ous alarms that would occur due to noise on
the level measurement when it is close to the
alarm limit.An obvious source of such noise is
waves on the surface of the liquid. Thus, once
an alarm has been triggered by the value for
the level rising above 1.8 m, the level will stay
in alarm until it has fallen below 1.75 m.

17 A message code is specified. Whenever an
alarm occurs, a specified message can be

printed in a reserved area of the OCP display.
Messages are typically stored in library files,
each message having a unique code. The code
of 0 in this case implies that there isno message
attached.

These alarm features are established when the
database is built. All other analogue inputs would
have similar data blocks. Similarly, all other signal
and variable types will have alarm features built
into their data blocks. Thus alarm handling crite-
ria will be dispersed throughout the database. The
DDC package will systematically apply the appro-
priate routines to these data blocks and, if neces-
sary trigger alarms. The OCP will then systemati-
cally display and log any alarms that are triggered.

43.2 Display Systems
The basic alarm handling functionality of most
computer control systems is broadly similar.
Whenever an alarm occurs, the following takes
place automatically and simultaneously:

• An audible alarm will be annunciated, typically
a buzzer, which the operator may acknowledge
and accept as appropriate.

• A message may appear in the reserved alarm
message area of the OCP display.

• The alarm will be entered into the alarm list and
thereafter its status monitored and the alarm list
entry kept up to date.

• A printout of the alarm will occur on the event
log.

• The area within which the alarm has occurred
will be highlighted on the banner line to assist
the operator in locating the relevant group dis-
play.

• Some feature of the relevant group display face-
plate will change. For example, the colour of a
bar will change to red, or some text characters
may start to flash.

• Similar colour changes and/or special effects
will occur on all relevant faceplates integrated
into the mimic diagrams.
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43.3 Alarm Lists
These are structured lists which are kept up to date
in real-time. The essential features are as follows:

• Grouping of alarms on separate lists according
to plant areas.Whether this is necessary depends
on the size of the plant, the extent of the areas
and the number of alarms.

• Alarms within an area are grouped together ac-
cording to priority, thehighest prioritygrouping
being at the top of the list.

• Within any grouping, alarms are listed in
chronological order, the most recent being at the
top of the group.

• The list entry consists of the tag no, description,
date/time of occurrence, type of alarm and cur-
rent alarm status.

• The length of the list will be constrained by the
no of entries or the time lapsedsinceoccurrence,
as described for event logs in Chapter 42.

The above alarm handling functions form an inte-
grated alarm environment. They are built into the
system and happen as a matter of course. Funda-
mental to this are the alarm related values built
into the database.

43.4 Integrated Safety
Environment

An integrated alarm environment is concerned
with alarm handling only. It is not the same thing
as an integrated safety environment in which a va-
riety of additional functions may be supported.
Some of these functions may be more sophisti-
cated means of alarm handling. Others will enable
corrective action to be taken in the event of an
alarm occurring:

• Warnings. The data block for LRC 47 above sup-
ported a single pair of high and low alarm limits.
This is normal. However, some systems support
multiple limits on a single signal. For example,
there can be a warning band set within the alarm
band. These limits are referred to as Lolo, Lo, Hi

and Hihi.The Lo and Hi limits trigger a warning
but not an alarm.

• Alarm filtering. When large numbers of alarms
occur over a short period of time, it can be dif-
ficult to interpret them. Some systems provide a
filtering function.This effectively identifies crit-
ical alarms and suppresses others: suppression
being either a reduction in priority, a delay or
even deletion. Clearly the filtering criteria have
to be specified very carefully.

• Trips and interlocks. These are closely allied
to alarms, are defined in Chapter 55 and, typi-
cally, are realised by means of configurable logic
blocks.They take pre-defined corrective or pre-
ventative action in the event of an alarm occur-
ring. Trips and interlocks are used extensively
and, after alarms, are by far the most common
safety function supported by any system.

• Sequences. These can be used to carry out cross
checking,application diagnostics and automatic
shut-down. Sequence control was introduced in
Chapter 29.

• Expert systems. These have been used in an on-
line mode to provide decision support in rela-
tion to alarm handling. In essence, by analysing
the pattern of alarm occurrences, the expert sys-
tem attempts to deduce the underlying causes
and recommend appropriate actions. An intro-
duction to expert systems is given in Chap-
ter 107.

43.5 Alarm Management Policy
The purpose of an alarm management policy is to
ensure that the system generates alarms, warnings
and/or messages in as effective a way as possible
with regard to the operators.It is fairlyobvious,but
often forgotten, that:

• Alarms, warnings and messages provided to an
operator must be sufficient to enable correct
analysis and /or diagnosis. Information that is
too sparse cannot be interpreted reliably.

• Alarms and warnings must be provided early
enough to enable timely intervention, if neces-
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sary. Alarms that occur too late are next to use-
less.

• The volume of information presented must be
such that the operator is not overloaded. The
term“deluge” is used to describe alarms that are
too many or too frequent for an operator to han-
dle meaningfully.

There are various strategies that can be used, the
most important being:

• Categorise alarms as being either global or lo-
cal in relation to the architecture of the control
system. For example, global alarms will be dis-
played throughout the systemwhenever they oc-
cur, whereas local alarms will only be displayed,
listed, etc. on the operator station used for the
area to which the alarm relates.

• Group and prioritise alarms, according to area,
priority,chronology,etc.asdescribedpreviously.

• Minimise standing alarms. These are variables
that persist in an alarm state, albeit having been
acknowledged. This is often because the alarm
limits are inappropriate. It is good management
practice to review standing alarms on a regular
basis, to decide if the alarm is necessary and, if
so, whether its limits are sensible.

• Avoid duplication of alarms. There is much
scope for duplication, for example:
– An AIN block may generate alarms according

to predefined limits.
– Further alarms may be generated if the same

input signal goes out of range or, with smart
devices, if the transmitter goes out of calibra-
tion.

– There may be alarms in associated function
blocks, such as deviation alarms attached to
error signals in associated PID blocks and
range limits in analogue output (AOT) blocks,
as seen in Chapter 44.

• Prevent spurious alarms. Use of deadband to
prevent alarms due to noise, as described above

for slot 16.Suchspurious alarmsarebadpractice
because they cause the alarm to fall into disre-
pute.

• Suppressknown,predictable alarms suchasdur-
ing start-up and shut-down.

• Provide operator support by means of alarm
filtering, acknowledgement records, application
diagnostics, etc.

The combination of strategies that is most appro-
priate for a given context depends on factors such
as the nature of the process and/or plant, the ex-
pertise of the operators, and the functionality of
the control system. It is essential that the alarm
requirements are thought through, properly speci-
fied, and reviewed regularly.

43.6 Comments
Many of the major control system vendors have
developed proprietary alarm management sys-
tem (AMS) packages, as described in Chapter 99,
which can be installed retrospectively on DCS and
SCADA systems. They provide much of the func-
tionality outlined in Section 43.4 and enable alarm
management policy as outlined in Section 43.5.
More sophisticated AMS packages are used for ab-
normal situation management (ASM).Whilst these
packages can make a major contribution to safety,
and it is certainly inappropriate to argue against
usage of such,their installation is tantamount to an
admission of failure. There is sufficient function-
ality in any DCS or SCADA system to cope with
any sensible alarm handling requirements without
the need for bolt-on packages. The problem is that
those requirements have to be properly thought
throughat the specification stage and incorporated
in the detailed functional specification (DFS) as
appropriate. Unfortunately, that is a corner which
is cut all too easily and far too commonly in the
interest of expediency.
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44.1 Input Interface

44.2 Input Scaling

44.3 Filtering

44.4 PID Control

44.5 Output Scaling

44.6 Output Interface

44.7 Nomenclature

This chapter explains how a typical analogue con-
trol loop is realised by means of computer control.
A simple level control loop with a tag no LRC 47
is considered. The signal is followed from the level
transmitter, through the system and back out to the
control valve. Both hardware and software aspects
are covered.An explanation of the structure of the
database is deferred to Chapter 45.

Consider again the level control loop depicted
in Figure 3.1, the blockdiagram for which is shown

0-25510
0.2-1.0 bar

D/A ZOH V/I I/P P/F F/H

4-20 mA

AOT card

0-5V 0-5V

u F0

F/H

F1

h

H/I

I/VA/DAINFILPIDAOT

AIN card

4-20 mA0-5V
0-102310

0-100%

Fig. 44.1 Block diagram for realisation of analogue control loop

in Figure 3.2, and whose implementation by com-
puter control is depicted in Figure 44.1.

This may be considered to consist of four sub
systems:
1. Process and load (F/H), and instrumentation

comprising current to pressure (I/P) converter,
valve (P/F) and dp cell (H/I).

2. Input interface consisting of current to voltage
(I/V) converter,sampler and analogue to digital
converter (A/D).



322 44 Analogue Control Loop

3. Function blocks for input scaling (AIN), fil-
tering (FIL), control (PID) and output scaling
(AOT).

4. Output interface consisting of sampler, digital
to analogue converter (D/A), zero order hold
(ZOH) and transmitter (V/I).

44.1 Input Interface
The three elements of I/V, sampler and A/D are all
realised by the circuits of an AIN card.Assume that
the dp cell’s output is one of a number of 4–20 mA
channels handled by the card, the circuit for which
is as depicted in Figure 44.2.

The I/V conversion essentially consists of con-
verting the 4–20 mA signal into a 0–5 V signal
compatible with the input range of the A/D con-
verter. The mA signal is dropped to earth across a
250 § resistor and converted into a 1–5 V signal.
This is subsequently scaled into a 0–5 V signal by
an op-amp circuit, as described in Chapter 6. Note
the RC network for filtering high frequency noise,
such as mains frequency and harmonics thereof,
as described in Chapter 69. Also note the barrier
for electrical protection which is described fully
in Chapter 52. The barrier depicted is external but
on some systems is realised by circuits on the AIN
card.

The sampling process, sometimes referred to as
scanning, is necessary because the A/D converter
is usually shared between all the input channels
on the card. The sampler is often referred to as a
multiplexer andsampled signals are said to bemul-
tiplexed. In operation, under control of the RTOS,
the 0–5 V signal is switched through to the input
of the A/D converter, and held there long enough
for the A/D conversion to take place. The analogue
signal must be sampled frequently enough for the
samples to be a meaningful representation,but not
so often as to cause unnecessary loading on the
system. At the same time the sampling frequency
must not be too low as to cause aliasing effects.
The various input channels would be sampled at
different frequencies, as appropriate.

The A/D converter is an integrated circuit chip.
It converts the sampled 0–5 V signal into a bit pat-
tern. Given that the original level measurement is
from a dp cell, whose accuracy is ±1% at best,
one would expect a 10-bit word with a range of
0–102310 and a resolution of approximately ±0.1%
to be adequate. However, this is insufficient resolu-
tion for some routines.For example, in PID control,
the derivative action operates on the difference be-
tween successive input samples and, to avoid nu-
merical instability, higher resolution is required.
Therefore, it is not uncommon for A/D conversion
to use at least 14 bit wordswitha rangeof0–1638310

and a resolution of approximately ±0.006%.

0V

24V

1–5V

AIN card

Barrier
4-20mA

Ω250

Fig. 44.2 Analogue input channel
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44.2 Input Scaling
The AIN function block of Figure 44.1 represents
an analogue input scaling routine. It operates on
the output of the A/D converter. The following
equation is used universally for linear scaling. For
brevity, a 10-bit A/D converter is assumed:

�0 = bias +
�1

1023
.span

where �1 is the decimal value of the binary output
of the A/D converter.

A typical algorithm, written in structured text,
for implementing it would be:

OP: = BI + SN∗ IP/1023 (44.1)

For example, a bit pattern of 10000110012 corre-
sponds to �1 = 53710 which, given a bias of −0.1
and a span of 2.1, yields a value for �0 of approxi-
mately 1.0 with a resolution ofapproximately 0.1%.
The resultant value of 1.0012 is stored in slot 18 of
Table 43.1 which obviously corresponds to the tank
being half full.

44.3 Filtering
The FIL function block of Figure 44.1 represents a
filter routine. It operates on the output of the AIN
function block. Strictly speaking, given the high
frequency filtering of the AIN card, this is only
necessary if there is lower frequency noise, which
is unlikely on the level in a buffer storage tank.The
filter is nevertheless included as a typical example
of signal processing.

The most common type of filter is the simple
first order lag, as explained in Chapter 69, which is
of the form:

T
d�0

dt
+ �0 = �1

which may be rearranged:

d�0

dt
=

�1 − �0

T

Using Euler’s first order explicit method of numer-
ical integration:

�0,j+1 = �0,j +
d�0

dt

∣

∣

∣

∣

j

.āt = �0,j +
�1,j − �0,j

T
.āt

= �0,j + k.
(

�1,j − �0,j

)

A typical algorithm for implementing the filter
would be

OP: = OP + FC∗(IP − OP) (44.2)

44.4 PID Control
The PID function block of Figure 44.1 represents
the routine for a 3-term controller. It operates on
the output of the FIL function block. The func-
tioning of PID control was discussed in detail in
Chapter 23. In particular, a discretised version of
the absolute form of the classical PID controller
with derivative feedback was developed in Equa-
tion 23.8. Typical algorithms, written in structured
text, for implementing this controller would be

E = SP − IP

if (OP = 0 or OP = 100) then goto L

IA = IA + KI∗E

L OP = BI + (KC∗E + IA − KD∗(IP − PIP))

if OP < 0 then OP = 0

if OP > 100 then OP = 100 (44.3)

44.5 Output Scaling
The AOT function block of Figure 44.1 represents
an analogue output scaling routine. It operates on
the output of the PID function block.Theoutput of
theAOT function block is adecimal number whose
binary equivalent is consistent with the input range
of the D/A converter.

Given that the output signal is eventually used
to position a valve, which can be done to within
±1% at best, one would expect an 8-bit word with
a range of 0–25510 and a resolution of approxi-
mately ±0.25% to be adequate. However, in prac-
tice, most D/A converters use at least 10-bit words
with a range of 0–102310 and a resolution of ap-
proximately ±0.1%.
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The following equation is used extensively for
output scaling. The range of the controller output
is normally 0–100% and, for brevity, an 8-bit A/D
converter is assumed:

�0 = 255.
(�1 − bias)

span

The output �0 is stored in the database as a bit pat-
tern. The algorithm used for the output scaling is
typically

OP: = 255∗(IP − BI)/SN (44.4)

44.6 Output Interface
The four elements of sampler, D/A, ZOH and V/I
are all realised by the circuits of an AOT card. As-
sume that theoutput is oneof a number of 4–20 mA
channels handled by the card, the circuit for which
is as depicted in Figure 44.3.Again note the barrier
for electrical protection.

The sampler is virtual.On a regular basis,under
control of the RTOS, values of the AOT output are
extracted from the database and routed through to
the D/A converter. The sampler is held open long
enough for the conversion to take place.

The D/A converter is an integrated circuit chip.
It converts the sampled bit pattern into a 0–5 V
signal. Since D/A converters are relatively cheap, it
is normal practice for each output channel to have
its own dedicated D/A converter.

The ZOH holds, or latches onto, the output of
the D/A converter in between sampling periods.

This effectively converts the pulse output from the
D/A converter into aquasi,or piecewise linear,ana-
logue signal that can be output to the I/P converter
and thence to the control valve. Figure 44.4 depicts
the construction of the quasi analogue signal.

t

t

t

D/A output

ZOH output

Analogue

equivalent

Fig. 44.4 Construction of quasi analogue output signal

The transmitterV/I provides the scaling and power
for signal transmission. The 0–5 V latched signal
from the D/A is a very low power,TTL or otherwise,
signal. After scaling into a 1–5 V signal it is con-
verted into a 4–20 mA signal. The op-amp circuit
shown in Figure 6.13 is typical of the type used for
such power amplification.

0V

0-5V

AOT card I/P converter

Barrier
4-20mA

Fig. 44.3 Analogue output channel
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44.7 Nomenclature

Symbols

� some variable
T filter time constant
āt step length which is, in effect,

the sampling period
k filter constant, āt/T

Subscripts

0 output
1 input
j current value

Pseudocode

BI bias
E error
FC filter constant
IA integral action
IP input
KC proportional gain
KD derivative gain
KI integral gain
OP output
PIP previous input
P set point
SN span
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The operation of the AIN, FIL, PID and AOT func-
tion blocks, as depicted in Figure 44.1, conveys the
impression that a signal is progressed around the
loop, from block to block. In effect this is true
but, in reality, the function blocks interact with the
database, as depicted in Figure 45.1.

As stated previously, function blocks consist
of routines which operate upon associated data
blocks. Each routine is interpreted, independently
of the others, under control of the RTOS, using its
own data block. An input value, specified in the
data block, is operated upon by the algorithm, us-
ing data taken from the data block, and a result is
calculated which is returned to the data block for

D/A ZOH V/I I/P P/F F/H
u F0

F/H

F1

h

H/I

I/VA/DAINFILPID

AOT Database

Fig. 45.1 Interactions between function blocks and database

storage. The routines are executed at the same fre-
quency. Progression of the signal around the loop
is by virtue of the result stored in one block being
specified as the input to another.

This is best appreciated by consideration of the
algorithms in relation to their own data blocks, as
follows.

45.1 Input Scaling
The AIN block of Figure 45.1 represents an ana-
logue input scaling routine. Its algorithm operates
on the generic data block shown in Table 45.1.
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Table 45.1 Analogue input function and data block

Function block Datablock

Slot Description Value

1 Block no. B1005

2 Block type AIN

3 Tag no. LRC47

4 Description Buffer tank
level

5 Block status On

6 Sampling frequency 5

7 Frame/rack/card/channel no. 1/2/10/06

8 Characterisation LIN

9 Bias −0.1

10 Span 2.1

11 Engineering units m

12 Display area 06

13 Alarm priority 0

14 High alarm limit 1.8

15 Low alarm limit −0.1

16 Deadband 0.05

17 Message code 0

18 Result

This is identical to the data block considered in
Chapter 43, which was written with this example
in mind, and is reproduced for convenience:

OP: = BI + SN∗ IP/1023 (44.1)

1. Slot 1 is the reference to that part of the
database which contains this data block.

2. The block type establishes which routine is to
be used for processing the signal. In this case it
is an analogue input scaling routine for 4–20-
mA signals. Specifying the block type deter-
mines the number of slots in the block, what
type of data has to be entered in which slot,
and the number of bytes of memory per slot.
If, for example, the analogue input was a mil-
livolt signal from a thermocouple, a different
block type would have been specified which
would have a different number of slots and
data requirements.

3. The tag number relates the function blockand
its data block to the control scheme,as defined
in the P&I diagram. This tag number is used
extensively by the OCP fordisplay and logging
purposes.

4. The description is supplementary to the tag
number.

5. The block status is typically on or off. If set
to on, the routine operates on the data block.
If set to off, execution of the routine is sus-
pended. This would be appropriate, for exam-
ple, during configuration, or if there is a hard-
ware fault that causes the input signal to be in
a permanent state of alarm.

6. The 0–5-V signal corresponding to the level is
sampled at a frequency of 5 s.

7. The entry in slot 7 uniquely relates the data
block B1005 and the AIN routine to the hard-
ware channel from which the level is sampled.

8. Most AIN routines support several character-
isations. Their function is to compensate for
any non-linearities introduced in the mea-
surement process. In this case, since there is
a linear relationship between the level in the
tank and the dp cell output, no characterisa-
tion is required and the linear scaling function
LIN is specified. If, for example, the input had
been from a dp cell associated with an ori-
fice plate for flow measurement, square root
extraction would have been specified.

9. Because the dp cell is situated 10 cm below the
bottom of the tank, it is necessary to offset the
calculated levels by 0.1 m.

10. The tank is 2 m deep and the dp cell has a
calibrated range of 0–2.1 m.

11. The units associated with the measurement
are specified for display purposes. They are
often referred to as engineering units because
the original signal has to be reconstructed
from the A/D bit pattern.A common default is
percentage.

12–17. These slots relate to alarm handling and
were covered in Chapter 43.
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45.2 Filtering
The FIL function block of Figure 45.1 represents a
filter routine. Its algorithm operates on the generic
data block shown in Table 45.2.

Table 45.2 Filter function and data block

Function block Datablock

Slot Description Value

1 Block no. B1947

2 Block type FIL

3 Tag no. LRC47

4 Block status On

5 Input block B1005

6 Sampling frequency 5

7 Filter constant 0.1

8 Result

To a large extent the slots are self explanatory.Note
that:

5. When the algorithm is executed, the value used
for the input IP is the output of the AIN scaling
block.

8. During execution of the algorithm, the value
of the output OP used for subtraction from IP
is the current output stored in slot 8. This will
obviously be overwritten with the next value
of OP.

OP: = OP + FC∗(IP − OP) (44.2)

45.3 PID Control
The PID function block of Figure 45.1 represents
a 3-term controller routine. Its algorithms operate
on the generic data block shown in Table 45.3:

E: = SP − IP

IA: = IA + KI∗E

OP: = BI + (KP∗E + IA − KD∗(IP − PIP)) (44.3)

This data block makes that for the FIL routine look
positively trivial. Again, many of the slots are self
explanatory. Note that:

Table 45.3 PID control function and data block

Function block Datablock

Slot Description Value

1 Block no. B2706

2 Block type PIDABS

3 Tag no. LRC47

4 Block status Auto

5 Sampling frequency 5

6 Input block B1947

7 Set point 1.0

8 Engineering units m

9 Status on initialisation Auto

10 Set point tracking on switch Yes

11 Deadband on error 0.0

12 Bias 50.0

13 Reverse action Yes

14 Proportional gain 1.0

15 Integral gain 0.1

16 Initial value of integral action 0.0

17 Integral action

18 Integral desaturation Yes

19 Derivative gain 3.0

20 Derivative feedback Yes

21 Previous value of input

22 Alarm priority 0

23 High output alarm limit 100

24 Low output alarm limit 0

25 Result

2. The absolute form of PID controller is chosen
as opposed to the incremental.

6. When the algorithms are executed the value
used for the input IP is the output of the FIL
filter block.

7. The set point is given a numerical value. Some
systems have separate function blocks for
handling the set point. If the controller had
been a slave controller in a cascade system,
then a block number would have been given
for a remote set point.
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9. This enables the mode of the loop to be speci-
fied as being either MAN or AUTO on start up
of the system.

10. Set point tracking may be specified. This en-
ables bumpless transfer when the loop’s mode
is switched from MAN to AUTO or on start up.

11. A deadband may be set about the error within
which the error is considered to be zero. This
minimises valve wear.

17. Slot 17 is used to store the current value of the
integral action IA from one execution of the
algorithm to the next.

21. The previous value of the input PIP, or of the
error if derivative feedback is not chosen, is
stored in slot 21. This is then overwritten with
the current value of the input IP.

45.4 Output Scaling
The AOT function block of Figure 45.1 represents
an analogue output scaling routine. Its algorithm
operates on the generic data block shown in Ta-
ble 45.4:

OP: = 255∗(IP − BI)/SN (44.4)

Table 45.4 Analogue output function and data block

Function block Datablock

Slot Description Value

1 Block no. B2907

2 Block type AOT

3 Tag no. LRC47

4 Block status On

5 Sampling frequency 5

6 Input block B2706

7 Frame/rack/card/channel no. 1/2/12/06

8 Characterisation LIN

9 Bias 0.0

10 Span 100.0

11 Engineering units %

12 Result

45.5 Database Structure
Databases are organised differently according to
application. Three types of database are of rele-
vance in process automation. This chapter is con-
cerned with block structured databases, as used
by table driven algorithms for real-time control.
Relational databases, as used in management in-
formation systems, are covered in Chapter 99 and
object oriented databases, as used in knowledge
based systems, are covered in Chapter 107.

Control is realised by means of the RTOS. The
routines are executed in relation to their data
blocks. The algorithms listed in Equations 44.1–
44.4 are in structured text but, in practice, would
consist of assembly language instructions. As the
algorithm is interpreted by the CPU, data from the
data block is routed through the bus system to the
ALU, as explained in Chapter 9.

The data arriving at the ALU must be in the
order required by the algorithm. The most effec-
tive way of organising this is in the tabular form
of a data block, hence the term “table-driven”. For
this reason it is essential that values are entered
into the slots of the data block in the correct order.
They must also be in the correct format: integer,
decimal, alphabetic, etc. When a block number is
entered as an input, the value in the last slot of that
data block is returned.

Data is accessed from the database with ref-
erence to a so-called block pointer. When an algo-
rithmis to be interpreted,theRTOS sets the pointer
to the relevant datablock number.Thedatablock is
located by virtue of the number in its first slot.Sub-
sequent values are identified by specifying the slot
number relative to the block pointer. The length of
a data block is determined by the block type.

Note that the second slot in each data block
is the block type. This enables the RTOS to deter-
mine which routine to apply to what data block.
The sampling frequency establishes how often the
routine is applied. It is helpful to think in terms of
the RTOS systematically switching routines from
one data block to another.

Like data blocks are grouped contiguously
within the database: this simplifies the design of
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the database and makes it easier to understand.
It also maximises processing efficiency. Thus, the
RTOS can quickly switch a routine from one data
block to the next, until it runs out of like blocks. It
can then move onto applying a different routine to
another group of like data blocks.

Remember that the database is used by all the
main systems packages.Thus,not all the data in the
slots of a data block are used by the DDC routine.

For example, the tag number is used by the OCP
for display purposes. This is taken into account in
the process of interpreting the algorithms which,
in effect, skip the redundant slots.

An overview of the process of configuration is
given in Chapter 48, together with a more detailed
explanation of the functionalityof function blocks
and function block diagrams.
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46.1 Output Interface

46.2 Field Instrumentation

46.3 Input Interface

46.4 Input Processing

46.5 Output Processing

This chapter explains how a typical discrete device
is realised by means of computer control. Discrete
devices, sometimes referred to as entities, relate to
a system’s discrete I/O channels. A device consists
of some two to four discrete input and/or output
channels that are logically connected. The logic is
normally handled by function blocks. Typical ap-
plications are in enabling trips and interlocks, dis-
crepancy checking and polling redundant signals.
Larger numbers of discrete I/O are normally han-
dled by sequences.

The discrepancy checking of a valve position
is used as a vehicle for explaining the operation
of devices. The device consists of a discrete out-
put channel which is used for opening an isolating
valve, and a discrete input channel connected to
a proximity switch used for checking whether the
valve is open or not. This is depicted in P&I dia-
gram form in Figure 46.1.

ZY
47

ZS
47

Fig. 46.1 Representation of an isolating valve as a discrete device

The corresponding block diagram is shown in Fig-
ure 46.2.

This may be considered to consist of four sub sys-
tems:

• An output interface consisting of a sampler, dis-
crete to voltage converter D/V, zero order hold
ZOH and relay V/V

• Field instrumentation comprising a solenoid ac-
tuated pilot valve V/P, pneumatically actuated
isolating valve P/Z and a proximity switch Z/V

• An input interface consisting of a voltage con-
verter V/V, sampler and voltage to discrete
reader V/D

• Function blocks for handling discrete input DIN
and discrete output DOT signals

46.1 Output Interface
The four elements of sampler, D/V, ZOH and V/V
are all realised by the circuits of a DOT card. As-
sume that the output to the isolating valve is one of
a number of 0/24 V channels handled by the card,
the circuit for which is as depicted in Figure 46.3.
Note the barrier for electrical protection.

The sampler is virtual.On a regular basis,under
control of the RTOS, the status of the DOT block
output is sampled, i.e. it is copied fromthe database
into a register. It is usual for all the DOT outputs
associated with a card to be stored in the bits of the
register and to be “scanned” simultaneously.
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T

T

D/V ZOH V/V V/P P/Z

Z/VV/VV/DDINDOT

0/12 0/5V 0/5V 0/<24V 0/2bar 0/100%

0/<24V0/12
0/5V

DOT card

DIN card

Fig. 46.2 Block diagram for realisation of discrete device

0V

24V

0/5V

DOT card

Pilot solenoid

Barrier
0/<24V

Fig. 46.3 Discrete output channel

The D/V conversion of the logical 0/1 in the regis-
ter into a 0/5V signal is handled by an op-amp type
of circuit. This is then latched by the ZOH in be-
tween samples as described in Chapter 44. The re-
lay depicted is electro-mechanical in nature. This,
and the transistor based type of relay, are the most
common forms of relay used for discrete outputs
signals.

46.2 Field Instrumentation
When the relay is closed, the 24 V power supply is
routed through the barrier to the solenoidof a pilot
valve, as described in Chapter 5. This enables com-
pressed air to be applied to the diaphragm actuator
of the isolating valve.

Suppose that the valve is of the air-to-open type
and its closed position is of interest. The proxim-
ity switch is attached to the yoke of the valve and
the magnet to its stem, both being positioned at
the closed end of stem travel. Also suppose that
the switch is normally open, but is closed by the
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magnet. Thus, when the valve is shut the output of
the proximity switch is approximately 24 V. If the
valve is open, fully or otherwise,or if the proximity
switch fails, the output is 0 mA.

46.3 Input Interface
The three elements of V/V, sampler and V/D are
all realised by the circuits of a DIN card. Assume
that the input from the proximity switch is one of
a number of 0/24 V channels handled by the card,
the circuit for which is as depicted in Figure 46.4.

The two zener diodes would typically have
threshold values of z1 = 20 V and z2 = 25 V. These
zeners establishawindow throughwhichonly volt-
ages of approximately 24 V can pass. This guards
against false inputs due to spurious induction ef-
fects in the field circuits. Note the RC network for
filtering out noise due to bounce on the proximity
switch.Again note the barrier for electrical protec-
tion.

TheV/V conversion concerns scaling the0/24V
signal into a 0/5 V signal using an op-amp type of
circuit. On a regular basis, under control of the
RTOS, the 0/5 V signal is sampled, converted into a
logical 0/1,and written into a register from which it
is read into the database.It is usual for all the inputs
associated with a DIN card to be stored in the bits
of the register and to be scanned simultaneously.

46.4 Input Processing
The DIN function block of Figure 46.2 represents
a discrete input processing routine. Its algorithm
operates on the generic data block shown in Ta-
ble 46.1.

Table 46.1 Discrete input function and data block

Function block Datablock

Slot Description Value

1 Block no. B0027

2 Block type DIN

3 Tag no. ZS47

4 Description Proximity

switch

5 Block status On

6 Sampling frequency 1

7 Frame/rack/card/channel no. 1/2/4/16

8 Display area 06

9 Alarm priority 0

10 Alarm on high No

11 Alarm on low No

12 Message code 0

13 Current status

The content of these slots is largely self explana-
tory. Note the following slots in particular:

5. If set to off, this would suspend execution of
the DIN routine, despite the fact that the input

0V

24V

0/<24V

DIN card

Proximity switch

Barrier

z1

z2

Fig. 46.4 Discrete input channel
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is being sampled.Such a course of action would
be appropriate, for example, if there is a hard-
ware fault that causes the input signal to be in
a permanent state of alarm.

10 and 11. These enable alarms to be attached to
either state of the discrete input.Neither is used
with the proximity switch because of the dis-
crepancy checking on the discrete output to the
solenoid valve.

46.5 Output Processing
The DOT function block of Figure 46.2 represents
a discrete output processing routine. Its algorithm
operates on the generic data block shown in Ta-
ble 46.2.

The content of many of these slots is self ex-
planatory. Note the following slots in particular:

7. This identifies the source of the required sta-
tus of the discrete output corresponding to the
valve opening, typically either 0 for shut or 1
for open. The status is normally determined
by some other logic block, B0470 as indicated,
by a sequence or by an operator decision.

9. An option for discrepancy checking is pro-
vided. For example, following a decision to
close the solenoid valve, and allowing a time
delay for the valve to close, the input from the
proximity switch is checked.

10. This identifies the discrete input signal to be
used for discrepancy checking.

11. A discrete output of 0 should correspond to
an input of 1, and vice versa. Hence the binary
codes of 01 and 10 are specified as acceptable
combinations.

12. This slot permits the time delay allowed for in
the discrepancy checking to be specified.

13–15. If a discrepancy occurs, it is treated as an
alarm for which an area has to be specified,
a priority attached and an option to generate
messages provided.

These DIN and DOT function blocks have been
explained on the basis of their use for discrep-
ancy checking. However, it should be appreciated
that the routines are general purpose and are used
extensively for handling conventional discrete I/O
that are not logically connected.

Table 46.2 Discrete output function and data block

Function block Datablock

Slot Description Value

1 Block no. B0270

2 Block type DOT

3 Tag no. ZY47

4 Description Isolating
valve

5 Block status On

6 Sampling frequency 1

7 Input block B0470

8 Frame/rack/card/channel no. 1/2/7/16

9 Discrepancy checking Yes

10 Discrepancy input block B0027

11 Discrepancy criteria 01,10

12 Discrepancy delay 5

13 Display area 06

14 Alarm priority 0

15 Message code 0

16 Current status
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47.1 Ladder Constructs

47.2 Ladder Execution

47.3 Functions and Function Blocks

47.4 Timers and Counters

47.5 Development Environments

47.6 Comments

PLCs were described in Chapter 38 as a micro-
processor based alternative to hard wired relay
logic circuits. Historically their strength has been
in handling discrete I/O signals, sometimes in very
large numbers,and processing the associated logic.
For this reason they are used extensively through-
out the manufacturing industries. However, mod-
ern PLCs have the capacity to handle analogue I/O
signals as well, and PLCs are now commonplace
in the process industries too. They are ideal for se-
quencing applications and for simplebatchprocess
control.

In terms of architecture, as depicted in Fig-
ure 38.7, a typical PLC has an associated PIU for
handling the I/O and is linked to an OCS for oper-
ator interaction. However, from a hardware point
of view, the PIU and PLC are often separate IC
boards in a single unit. This unit is designed either
for rack mounting or is ruggedised for installation
on the plant. Typically the facia of a PLC has a set
of LEDs to indicate I/O status. Two very important
characteristics of PLCs are that they are both cheap
and reliable. For this reason PLCs are often used as
front ends to DCS and SCADA systems.

This chapter focuses on the software aspects of
the use of PLCs and, in particular,on the use of lad-
der logic. For a more comprehensive treatment of
PLCs, the user is referred to the texts by Warnock
(1988) and Lewis (1998).

47.1 Ladder Constructs
Ladders are made up of rungs. Each rung notion-
ally represents the flow of power from a left hand
power rail to a right hand one. Every rung con-
sists of one or more contacts and one coil. These
contacts and coils represent the state of boolean
variables. They may be real or virtual, examples of
which are listed in Table 47.1:

Table 47.1 Contact and coil types

Real contact A switch connected via a discrete
input channel

Virtual contact The status of an enumerated data
type of integer variable, as ex-
plained in Chapter 7

Real coil A coil associated with a solenoid
or, say, the pilot valve on an isolat-
ing valve

Virtual coil A Boolean variable used as a flag

The symbols in common usage are listed in Ta-
ble 47.2. This variety enables PLCs to utilise stan-
dard discrete I/O channel hardware irrespective of
application.

A typical simple rung is as depicted in Fig-
ure 47.1.The contacts are indicatedby parallels and
the coils by brackets. In practice there are many
types of field device used for which a variety of
contacts and coils are required.
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Table 47.2 Symbols in common usage for contacts and coils

Contact/coil Symbol Status/action

Contact - - - - -| |- - - - - Open=0, Closed=1
Normally open

Negated contact - - - - -|/|- - - - - Closed=0, Open=1
Normally closed

Positive transition contact - - - - -|P|- - - - - Open=0, Closed=1
Normally open
Closes on rising edge
True for one cycle only

Negative transition contact - - - - -|N|- - - - - Open=0, Closed=1
Normally open
Closes on falling edge
True for one cycle only

Coil - - - - -( )- - - - - Off=0, On=1
Normally off
Goes on when rung true

Retentive memory coil - - - - -(M)- - - - - Off=0, On=1
Normally off
Goes on when rung true
Stays on if power fails

Negated coil - - - - -(/)- - - - - Off=0, On=1
Normally on
Goes off when rung true

Positive transition coil - - - - -(P)- - - - - Off=0, On=1
Normally off
Goes on with rising edge
True for one cycle only

Negative transition coil - - - - -(N)- - - - - Off=0, On=1
Normally off
Goes on with falling edge
True for one cycle only

Set coil - - - - -(S)- - - - - Off=0, Set=1
Normally off
Set on when rung true
Remains set until reset

Set retentive memory coil - - - - -(SM)- - - - - As for set coil
Stays set on if power fails

Reset coil - - - - -(R)- - - - - Reset=0, On=1
Normally on
Set off when rung true
Remains reset until set

Reset retentive memory coil - - - - -(RM)- - - - - As for reset coil
Stays set off if power fails
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push47 flag47 ZY47

Contacts Coil

Left

power

rail

Right

power

rail

Power flow

Fig. 47.1 Typical rung of a ladder

The convention is that contacts are considered to
be normally open (false) and coils to be normally
de-energised (false).As the contacts become closed
(true) power flows across the rung and energises
the coil (true).It is normal practice to label the con-
tacts and coils as appropriate, and for their status
to be animated during operation.

The ladder logic of the rung is that coil 47 be-
comes energised when both push button 47 and
flag 47 are true. This may be expressed in struc-
tured text as follows:

ZY47:=PUSH47 and FLAG47

In effect, contacts across the rung represent AND
gating.

A more complicated rung is depicted in Fig-
ure 47.2. Note the slash across the parallels of a
contact which reverses the logic. Such a contact
is normally closed (false) and power flows across
the rung when it opens (true).Vertical connections
between parallel rungs represent OR gating.

A1 A2 ZY47A3

B1

B2 B3

Fig. 47.2 A more complicated rung

The logic of this rung represents a combination of
AND and OR gates as follows:

X1:=(((A1 or B1) and not A2) or (B2 and B3))

and A3

Just as multiple contacts may be considered using
AND and OR gates to drive a single coil, so too
may a single rung drive multiple coils as depicted
in Figure 47.3 for which

C1=C2:=not A2 and (A1 or B1)

A1 A2 C1

B1
C2

Fig. 47.3 A rung with multiple coils

Parts of a ladder may be inhibited from execution
by setting up a dummy variable as a coil, and sub-
sequently using the dummy variable as a contact,
as depicted in Figure 47.4. In this example, the sec-
ond rung cannot execute until the boolean variable
DUM is set by the first rung. Use of dummy vari-
ables in this way enables ladder diagrams to be
partitioned into logical sections.

A1 A2 DUM

DUM B1 COIL

Fig. 47.4 Use of a dummy variable to inhibit part of a ladder

Labels may beused to force jumps in program flow,
as depicted in Figure 47.5.

Con1 Con2

Con3

Label

Label

Fig. 47.5 Label used to force jump in program flow
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Interlocks are commonly realised by means of lad-
der logic.Consider the starter motor circuit of Fig-
ure 47.6.The start contact is in serieswithan enable
flag and a field stop button so the motor cannot be
started unless the enable flag is set and the stop
button has been released, i.e. when START, FLAG
and not STOP are all true.Note that the stop button
would be wired to fail safe, i.e. it has to be energised
to enable the motor to run.An auxiliary motor con-
tactAUX in parallel with the start contact keeps the
motor running until either the enable flag is reset
or the stop button is pushed.

Start Stop MotorFlag

Aux Aux

Fig. 47.6 Starter motor circuit with interlock

47.2 Ladder Execution
The execution of a ladder program is depicted in
Figure 47.7. It is helpful to think in terms of the
ladder being continuously executed by the PLC in
a cycle,with systemtasks suchas updating the real-
time clock and diagnostics being carried out in the
background. There are three parts to the cycle:

1. At the start of a cycle, the PLC reads the value
of the signals in all its input channels. It is said
to scan the inputs into memory, or to refresh
them. It then moves onto executing the ladder.

2. Starting at the top, it works its way down the
ladder, one rung at a time. At each rung, the
PLC reads the current status of the contacts,
which may be either input signals or variables.
According to the logic, the coil will be set to
true or false as appropriate. These new values
of the outputs are saved in memory. The PLC
progresses down the rungs until it reaches the
bottom of the ladder.

3. The PLC writes the values of all its output sig-
nals from memory to their respective channels,

Scan (read) inputs into

PLC memory

Refresh (write) outputs from

PLC memory

Execute 

rungs

Fig. 47.7 Execution of a PLC ladder program

i.e. the outputs are refreshed. The cycle then
begins again.

It is important to understand this cyclic nature of
execution. Not doing so can lead to unexpected re-
sults. For example, consider a pump started by a
push button, as depicted in Figure 47.8.

Start Flag Pump

Fig. 47.8 Rung for push button pump start (faulty design)

Suppose that the start button is of the fleeting con-
tact type, i.e. its closure is not latched and is tran-
sient in nature. Assume that the PLC’s execution
cycle is fast enough to detect the closure within at
least one cycle, which is normally the case. Thus
when a closure occurs, and presuming the enable
flag is set, the rung becomes true and the pump
starts. However, as soon as the closure has passed,
the contact would revert to its open state and the
pump stops. To get round this problem, a positive
transition sensing contact and set type of coil are
used as depicted in Figure 47.9. The rising edge
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Start Flag Pump

P S

Stop

Flag

Pump

N R

Fig. 47.9 Push button pump start with set/reset coil

contact senses the closure and latches on for one
execution cycle: the rung becomes true and the set
type of coil prevents the pump from stopping,until
it is reset by the stop button on another rung.

As explained in Chapter 29, it is often necessary
with sequencing to enable parallel activities such
as the simultaneous operation of different phases
on the same unit of plant. Given that a PLC nor-
mally can only support a single ladder, parallelism
has to be handled by means of partitioning. The
logic for each parallel activity takes up different
parts of the ladder, the activities being switched
on/off by dummy variables as described above.
Thus, although there is only a single ladder and
execution cycle, the sequences appear to be run-
ning in parallel.

For more complex sequencing, such as the si-
multaneous running of separate operations on dif-
ferent units of plant, it may be necessary to es-
tablish parallelism by assigning operations to dif-
ferent tasks and to exercise control over the tasks
independently which, of course, presumes that the
PLC system supports multi-tasking.

47.3 Functions and Function
Blocks

The nature of ladder logic does not lend itself to
calculations and data manipulation. Furthermore,
a structured approach to software development is
necessary. For example, similar operations, per-
haps using different parameters, can be realised
by replicating parts of the ladder, but this leads to
very long programs. Both of these problems are

addressed by incorporating functions and func-
tion blockswithin ladders.Thisprovides a measure
of encapsulation which makes programs easier to
understand and simpler to test, resulting in better
quality software.

Figure 47.10 depicts a rung of a ladder which
contains two functions, ADD and SQRT. Their
functionality is explained in detail in Chapter 48.

CALC DONEadd

en

sqrt

eneno eno

A1

B1
X1

Fig. 47.10 Rung with functions

The logic of this rung is as follows:

if CALC then

X1:= sqrt (A1 + B1);

DONE:= 1.0;

end_if

Note that, when a function is used in a ladder, it
is possible to control when the function executes
by means of a special input EN and output ENO. If
EN is set true the function executes and when suc-
cessfully completed ENO is set true. By chaining
the ENO of one function to the EN of the next, it
is possible to control the order of execution of the
functions and to ensure that the result of a chain
of functions is valid. Any modern PLC supports a
wide range of standard maths and logic functions.

Similarly Figure 47.11 depicts a rung of a lad-
der which contains a function block INTEGRAL.
Its functionality is also explained in detail in Chap-
ter 48.

This function block totalises theflowF47 whilst
the GO button is pressed. If the RESET button is
pressed, the TOTAL is set to zero and the READY
coil energised.

It is important to note that whilst changes in
the status of the GO and RESET contacts are sub-
ject to execution of the ladder by the PLC cycle, the
INTEGRAL block functions in real time as a back-
ground task. In particular, execution of the lad-
der continues whilst the function block executes.
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GO READYintegral

run q

TOTAL

RESET

r1 xout

F47

0.0

STEP

xin

xo

cycle

Fig. 47.11 Rung with function block

Most PLCs provide function blocks for supporting
a wide range of signal processing and continuous
control functions such as filtering and PID control.

47.4 Timers and Counters
The model of Figure 47.7 explains the essence of
PLC operations.However, it is evident that the cycle
time depends on the number of I/O signals being
refreshed, the number of rungs in the ladder and
the logic involved. For process control purposes
timing needs to be deterministic: it is not adequate
to be based upon something as variable as exe-
cution cycle time. For this reason a set of timer
function blocks are defined. These are used for a
wide range of purposes such as allowing time for
transfers to takeplace, timing of interlocks,etc.The
most common type of timer function block is the
so-called “on-timer” as depicted in Figure 47.12.
Other timer function blocks includeoff-timers and
pulse timers, and options with either the input or
output negated.

The timer is initiated when its input IN be-
comes true. The elapsed time ET then increments
from zero to its user defined preset value PT,shown
as 2 min and 30 s in this case, when the output Q
becomes true. The timer’s output COIL47 is then

CON47 FLAG47

TIM47

COIL47

T#2m30s

ton

in q

pt et

Fig. 47.12 Rung with "on-timer" type of function block

used to drive succeeding ladder logic. It can be
seen that, subject to the FLAG47 being enabled, the
timer is controlled by the contact CON47. When-
ever either CON47 or FLAG47 are opened,whether
the timer has finished incrementing or not, the
elapsed time is reset to zero. This logic is depicted
in Figure 47.13.

IN

PT PT

ET

Q

Fig. 47.13 Example of the logic of the "on-timer" rung

Various types of special purpose counter are also
provided as standard on all PLCs. These enable
events to be counted and the count used to deter-
mine subsequent progression of the ladder logic.
An“up-counter” type of function block is depicted
in Figure 47.14. Provided the reset R is not true,
the CTU block counts the number of rising edges
at the input CU and increments the output CV for
each edge detected.When the integer variable INT
becomes equal to (or greater than) the user defined
target PV, which has a value of 4710 in this exam-
ple, the output variable Q goes true and sets the
COIL47. Once set, the output Q remains set until
the reset R goes true whereupon the output Q goes
false and the count CV is cleared.

CON47

REG47

COIL47

8#57

ctu

cu q

pv

cv INT
RESET47

r

Fig. 47.14 Rung with "up-counter" type of function block



47.5 Development Environments 343

47.5 Development
Environments

The tools provided for software development on
most PLC systems are not dissimilar to those out-
lined under ECP in Chapter 41. For example:

• The configurator is used to develop ladder logic.
Typically it depicts the power rails and rungs:
contacts and coils are selected from a menu and
dragged to and/or positioned on the rungs as
appropriate. The number of elements on a rung
is constrained by the size and resolution of the
VDU: seven is typical. Contacts and coils may
be annotated and colour coded. Selection from
a menu of junction types and jumps enables the
branching of the ladder structure necessary for
realising complex logic. Functions and function
blocks may be chosen from a library and built
into the ladder. At a higher level, ladders may
be partitioned, treated as function blocks, and
replicated which makes for efficient software en-
gineering. Once created, the ladder is compiled
and the database generated. Syntax errors and
structural faults would be detected at this stage.

• The monitor allows the logic to be tested by
stepping through the ladder in a one-rung-at-
a-time mode: progression through the ladder is
invariablyanimated.The logic is tested against a

“model” of the process. The model consists of a
sequence of specified contact and/or coil states
which the ladder responds to and/or sets. The
model may be in either paper formor simulated:
in the latter case the user can interact with the
model to test alternate scenarios.

The advent of IEC 61131, underpinned by com-
mon data typing, has forced suppliers into pro-
viding development environments in which PLCs
can be programmed in languages other than lad-
der logic.Thus cross compilers enable programs in
structured text and sequential flow charts, or mix-
tures thereof, to be translated into ladder logic for
downloading onto the PLC.

47.6 Comments
This chapter has concentrated on the use of ladder
diagrams per se and on the incorporation of stan-
dard functions such as timers and function blocks.
It should,however,be appreciated that ladder logic
can itself be used within other languages. For ex-
ample, ladder logic may be used both to trigger
transitions and to define the content of the steps
and actions within sequential function charts, as
described in Chapter 37.



Configuration

Ch
ap

te
r4

8

48.1 Functions

48.2 Function Blocks

48.3 User Defined Function Blocks

48.4 Nesting of Function Blocks

48.5 Function Block Diagrams

48.6 Comments

48.7 Compliance

Traditionally, configuration is associated with con-
tinuous control functions, as described in Chap-
ter 44 and depicted in Figure 44.1 for an ana-
logue control loop. However, configuration is not
restricted to continuous functions: function blocks
are commonly used for handling the logic associ-
ated with discrete signals, as described in Chap-
ter 46, and are increasingly being used for simple
sequencing applications.

Configuration is the process by which pre-
defined routines, usually referred to as function
blocks, are strung together to perform some over-
all function using some configuration tool. Thus,
as explained in Chapter 41, configuring a control
scheme consists of creating instances of function
blocks from generic types in a library, and linking
them together in the order required by the appli-
cation. Each function block relates to a block of
data in the database which requires values to be
specified for a variety of parameters.

This chapter explains functions and function
blocks, as per the IEC 61131 (Part 3) standard,
and the creation of function block diagrams. In
particular, it gives an insight into their underly-
ing functionality which is all too easy to lose sight
of with the use of configurators. For a more de-
tailed explanation, the reader is referred to the text
by Lewis (1998). There is a further standard, IEC
61499, which concerns the use of function blocks

for industrial process measurement and control
systems. A more detailed explanation of this is
given in another text by Lewis (2001).

48.1 Functions
A function is a software element which, when used
with a given set of inputs, produces a single value
as a result. Functions can be used in any of the
five languages of IEC 61131. Figure 48.1 depicts
the function for finding the average of two real
variables.

TEMP 1

TMEAN

TEMP 2

avg

Fig. 48.1 Function for averaging two real variables

Its functionality is defined in structured text as
follows:

function AVG: real

var_input

INPUT1, INPUT2: real;

end_var

AVG:=(INPUT1+INPUT2)/2;

end_function
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This function may then be invoked to calculate the
mean, say of two temperatures, by a statement of
the form:

TMEAN:=AVG(TEMP1, TEMP2)

Functionsmay be strung together to realise a more
complex function. For example, the same average
could be computed from add and divide functions,
as depicted in Figure 48.2.

TMEAN

TEMP 1

TEMP 2

add

div

2.0

Fig. 48.2 Alternative functions for averaging

There are many standard functions defined in
IEC 61131 for converting data types, arithmetic,
trigonometric and boolean operations,variable se-
lection and comparison, bit and character string
manipulation, and for handling the date and time.
The intent is that the functions are overloaded
which means that, as far as is practicable, each
function can handle a variety of data types.

When a function is used in either a ladder di-
agram or a function block diagram, it is possible
to control when the function executes by means of
a special input EN and output ENO. If EN is set
true the function executes and when successfully
completed ENO is set true. By chaining the ENO of
one function to the EN of the next, it is possible to
control the order of execution of the functions and
to ensure that the result of a chain of functions is
valid.An example of this is depicted in Figure 48.3
which shows two functions in the rung of a ladder
diagram.

add
en eno

ADD-47

A1

CALC DONE

A2 X1SUM

SQRT-47

sqrt
en eno

Fig. 48.3 Use of EN and ENO for controlling order of execution

Its structured text equivalent is as follows in Pro-
gram 48.1:

Program 48.1. Structured text equivalent of Figure 48.3

type

A1, A2, SUM, X1: real;

CALC, DONE: bool;

ADD_47: add;

SQRT_47: sqrt;

end_type

if CALC then

ADD_47.EN:=1;

SUM:=A1+A2;

ADD_47.ENO:=1;

end_if;

if ADD_47.ENO then

SQRT_47.EN:=1;

X1:=SQRT(SUM);

SQRT_47.ENO:=1;

end_if;

if SQRT_47.ENO then

DONE:=1;

end_if;

48.2 Function Blocks
Function blocks are different from functions in
that they are not restricted to a single output and
can retain values between executions. The integral
function block, for example, is depicted in Fig-
ure 48.4.

integral

BOOL run

r1

xin

x0

cycle

q

xout

BOOL

BOOL REAL

REAL

REAL

TIME

Fig. 48.4 The integral function block

Its structured text equivalent is as follows in Pro-
gram 48.2:
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Program 48.2. Structured text equivalent of the integral func-

tion block

function_block INTEGRAL

var_input

RUN: bool; (* Integrate=1, Hold=0 *)

R1: bool; (* Reset*)

XIN: real; (* Input signal *)

X0: real; (* Initial value *)

CYCLE: time; (* Sampling time equiv to

integration step length *)

end_var

var_output

Q: bool; (* Not reset=1*)

XOUT: real; (* Integrator output *)

end_var

Q := not R1;

if R1 then

XOUT := X0;

elsif RUN then

XOUT := XOUT+XIN * time_to_real(CYCLE);

end_if

end_function_block

The functionality of this integral function block is
indicated by the annotated comments. In essence,
the following algorithm is used for numerical inte-
gration:

x0(j) = x0(0) +

j
∑

i=0

x1(i).āt

The first half of the function block is taken up with
type statements for input and output variables.The
reset flag R1 is used to initialise integration. If R1 is
on (true) then the output flag Q is off (false) indi-
cating that integration is not occurring and XOUT
is set to X0, the initial value for integration. Other-
wise, R1 is off and Q is on, indicating that integra-
tion is occurring and, provided that RUN is on too,
summation of the input XIN with respect to time
CYCLE occurs.

If R1 and RUN are both off (false), as deter-
mined by the external logic, then the integrator is
idle and its status is ambiguous:

• It could have been reset and waiting to start in-
tegration, or

• Integration could be suspended and waiting to
be continued, or

• It could have finished integrating and be waiting
to be reset.

The accuracy of the numerical integration is crit-
ically dependent upon the value of the input CY-
CLE time being equal to the sampling period cor-
responding to the frequency at which the function
block is executed. This is an implementation is-
sue, normally resolved at task level. It is implicit
in function block diagrams and sequential func-
tion charts, but is not necessarily so with ladder
diagrams whose cycle time is usually variable.

An instance of this function block can then
be declared, or instantiated, within any program
where an integration is required, as follows:

var

FIT47_TOT: INTEGRAL

end_var

The instance is thereafter referred to within the
program by name. However, to be executed, the in-
puts and outputs of the instance need to be related
to those of the function block. An example of a
statement for doing such is as follows:

FIT47_TOT (RUN:=FLG47_1, R1:=FLG47_2,

XIN:=FIT47, X0:=ZERO,

FLG47_3:=Q, F47TOT:=XOUT);

When an instance of a function block is executed
it is said to have been invoked. Those variables
explicitly declared as parameters of the function
block when it is invoked must have been defined
elsewhere, and the names of the remaining vari-
ables are assumed to be the same in the function
block as in the calling program.

The integral function block’s functionality was
articulated in structured text for convenience. It
could have been done in terms of functions, or in-
deed any of the other IEC 61131 languages and
mixtures thereof, but the explanation would have
been more cumbersome.

The standard currently defines a small number
of fairly basic function blocks such as bistables,
edge detectors, counters, timers, real-time clock,
ramp, hysteresis, I and D actions, PID control and
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ratio. It can be anticipated that a variety of other
function blocks, such as cascade and lead/lag, will
be incorporated through extensions to the stan-
dard and that system suppliers will provide li-
braries of function blocks.

48.3 User Defined Function
Blocks

Function blocks can be user defined. For example,
a function block for charging based upon the se-
quence of Figure 29.2 could be defined,as depicted
in Figure 48.5.

charge

lt

lmax

wt

wmin

wreq

tdes

dot1

dot2

dot3

dot4

tc.auto

tc.sp

mes

real

bool

string

real

Fig. 48.5 User defined function block for charging sequence

The structural text equivalent, adapted from Pro-
gram 29.1, is as follows in Program 48.3:

Program 48.3. Structured text equivalent of charging sequence

function_block CHARGE

var_input

LT, WT: real;

LMAX, TDES, WMIN, WREQ: real;

end_var

var_output

DOT1, DOT2, DOT3, DOT4: bool;

TC: pid;

MES: string;

end_var

var

WTBEG, WTDIF: real;

end_var

DOT1:=0;

if LT ge LMAX then

MES:=‘$n LEVEL TOO HIGH $r’

elsif WT le WMIN then

MES:=‘$n WEIGHT TOO LOW $r’

else

DOT2:=1;

DOT3:=1;

WTBEG:=WT;

DOT4:=1;

repeat

WTDIF:=WTBEG-WT

until WTDIF ge WTREQ

end_repeat

DOT4:=0;

DOT2:=0;

TC.SP:=TDES;

TC.AUTO:=1;

end_if

end_function_block

An instance of this function block could then be
declared within a program, for each identical ar-
rangement of charge and process vessel.

48.4 Nesting of Function
Blocks

Function blocks may be nested in the sense that
one function block may be defined in terms of
others. The PID function block, for example, is de-
picted in Figure 48.6.

Assume that this function block is equivalent
to the PID controller of Equation 23.6:
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PID
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x0
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tr
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cycle

xout real
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time

bool

Fig. 48.6 The PID function block

Its functionality may be explained utilising inte-
gral and derivative function blocks as depicted in
function block diagram form in Figure 48.7.

The standard,IEC 61499,currently being devel-
oped, addresses the issues relating to hierarchical
models of nested function blocks.

48.5 Function Block Diagrams
Function block diagrams (FBD) areused to express
the behaviour of functions and function blocks in
terms of the flow of signals between them.They de-
pict the multiple connections between the various
elements involved in realising control schemes.An
insight into the scope of these interconnections is
provided by Figure 48.7 which is a relatively sim-
ple FBD. It is usual for control schemes to consist
of several function blocks as was seen, for exam-
ple, in Chapter 44 in which AIN, FIL, PID and AOT
function blocks were configured. Clearly an FBD
depicting in detail all the interconnections for this
would be extensive.

The IEC 61131 standard defines graphical for-
mats for depicting the elements and signals, and
recommends conventions for layout. For example,
inputs should occur on the left and outputs on the
right hand side of a FBD and, in general, signal
flow should be from left to right. Signals may be
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Fig. 48.7 Functionality of PID function block
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fed back, right to left, from outputs of one block
to inputs of another. This feed back may be either
explicit or by means of connectors.

The elements on FBDs should be arranged so
as to enable the principal signals to be traced read-
ily. A good configurator enables the elements and
their connections to be dragged across the FBD
and positioned such that the crossing of signals
and changes of direction are minimised. There is
no limit on the size or complexity of a FBD al-
though, in practice, there are physical constraints
imposed by the resolution of the screen and system
dependent constraints on the number of function
blocks per configuration.

The order of execution of functions and func-
tion blocks is implicit from the their positions in
theFBD.When a function block is executed, its out-
puts are updated: it follows that, in general, signals
propagate from left to right.However, the order can
be made explicit by chaining of the EN and ENO
signals, as discussed. The order of execution is not
always obvious in FBDs with feedback paths and
can lead to subtle variations in behaviour between
systems.

48.6 Comments
From a users point of view, configuration of a con-
trol scheme is fairly straightforward. Invariably
there is a configuration tool which guides the user
with prompts,options and default settings through
the processes of instantiating function blocks and
then parameterising them. However, the feel of
the tool will vary substantially from one system to
another.
Typically, the configurator of a DCS will provide,
for each function block instance, a template based
display of the corresponding datablock type. The
user is then prompted for values to be entered into
the slots, as depicted in Chapter 45. Apart from
type testing and memory allocation, the principal
outcome of the subsequent compilation process is
to automatically establish the connections between
the function blocks.

In contrast to this, the configuratorof a SCADA
or PLC based system is more likely to be graphi-

cal. It will enable instances of function blocks to
be created and “dragged” into place on a function
block diagram.Connections have to be established
explicitly by “wiring” them together. The princi-
pal outcome of the subsequent compilation pro-
cess is to automatically establish the underlying
datablocks.

48.7 Compliance
Oneof theprincipal driving forcesbehinddevelop-
ment of the IEC 61131 standard was the portability
of application software fromone systemto another.
There is a huge potential benefit to end-users in
terms of re-usability through the modularity ofde-
sign encouraged by the standard.To this end an in-
dependent compliance testing institute, PLCopen,
has been established. PLCopen’s purpose is to test
system’s languages, tools, etc. against IEC 61131-3
and to establish the extent to which they are com-
pliant with the constructs, functionality, etc.of the
standard. There are different levels of compliance
and certification identifies those aspects of a sys-
tem that are not compliant. Note the deliberate use
of the word “compliance” and the distinction be-
tween compliance and accordance. Systems which
are claimed to be in accordance with the standard
do not necessarily comply with it.

Application software, which may be created in
any of the five IEC 61131 languages, or mixtures
thereof, ultimately results in files. These files are
created, or subsequently operated upon, by tools
such as configurators, graphical editors, compil-
ers, etc. A fairly fundamental constraint on full
compliance are the interfaces between the various
tools, for which a common file exchange format
is required. Thus, for portability of programs de-
veloped in the graphical languages, i.e., function
block diagrams (FBD), ladder logic and sequential
function charts (SFC), the source code must be in
one of the textual languages. Noting that applica-
tion software must eventually be cross compiled
into the assembly language of the target machine,
rather than into instruction lists (IL), the de-facto
source code for file exchange is structured text.
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An open system is one that is based on widely used
industrial standards. This covers programming
languages, operating systems, display technologies
and communications networks. There are three
principal issues involved in systems being open:
access, inter-operability and security.An open sys-
tem provides unrestricted access, from anywhere
in the system, to data for information and display
purposes. Inter-operability features include:

• Portability of application software, i.e. software
developed for one system capable of being run
on another

• Scalabilityof hardware, i.e. the ability to migrate
to a different, more powerful, processor without
having to rewrite any software

• Ability to mix and match hardware and software
from different suppliers

Open systems are the antithesis of the mono-
lithic ICS and early DCS systems, as described in
Chapter 38,which were based on proprietary oper-

ating systems and networks.It was difficult enough
to connect one system up to a another from the
same supplier, let alone from a different supplier.
The porting of software and implantation of new
processors was simply out of the question.

49.1 Integration of Control and
Information Systems

The ability to merge and manipulate real-time
data from control systems with cost, quality and
scheduling data from information systems enables
operators and managers to make timely decisions
about processes and production. There is an inex-
orable blurring of the boundaries between tradi-
tional so-called islands of automation, leading to
integration of control and information systems. A
variety of commercial pressures on both end-users
and control system suppliers are reinforcing this
move towards open systems. For example:
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• Access to on-line control data enables perfor-
mance against increasingly stringent environ-
mental and safety regulations to be monitored
more effectively.

• Advanced control and optimisation techniques
are commonly used to maximise profits. These
techniques are information rich and require ac-
cess to data about costs and production require-
ments.

• Responsiveness to market demands requires
flexibility in processing to meet rapidly chang-
ing production requirements. Thus control
schedules need to take operational constraints
into account.

• Flatter management structures mean that re-
sponsibility for decision making is pushed down
to the lowest levels practicable. This is only pos-
sible if appropriate information is readily acces-
sible at all levels.

• The advent of intelligent instrumentation pro-
vides much more control data than hitherto.
Also, data related to instrument performance is
available, for which there is a requirement for
integration with maintenance planning.

• Control systems’ hardware is increasingly be-
comes a commodity product. To retain prof-
itability, system suppliers are shifting towards
the provision of advanced control techniques
and the integration of control functions with
MIS and CIM capabilities.

• The end-user’s investment in application soft-
waremay well be themost valuablepart of a con-
trol system as it represents the intellectual out-
put of some its best engineers. The use of stan-
dard operating systems, languages and proto-
cols enables portability, if not yet between man-
ufacturersbut at least between systems from the
same supplier.

• Industrial quality control system hardware has
to be rugged for plant and control room use. Of-
fice equipment, such as PCs and workstations,
is relatively cheap. There are real cost benefits
from being able to mix industrial and commer-
cial equipment in the same system. This is only
possible if they work to the same communica-
tions standards and protocols.

• Thecost of developing quality systemsoftware is
such that suppliers are entering into third party
agreements rather than develop it themselves.
Thus graphics packages, relational databases,
etc. are supplied as part of a system. This is only
feasible with a common platform.

49.2 Standards and Enabling
Technologies

It is obvious that a necessary prerequisite for open
systems is the existence of common standards,
whether they are of an industry de facto nature or
produced by a standards authority such as IEC or
IEEE. Standards take a long time to develop which,
in part, explains why open systems have taken so
long to come about. This is largely because the is-
sues are complex and it is often difficult to reach
genuine agreement between end-users and suppli-
ers, and between different countries. Choices have
to be made between differing practices and tech-
nologies and invariably there are conflicting inter-
ests. Nevertheless, a set of common standards has
emerged and others are coming to fruition. The
enabling technologies of particular note are:

• Operating systems: Windows 2003/XP, UNIX,
Linux

• Languages: C++, Visual Basic, Java, SQL, IEC
61131, DDL, etc.

• Networks: Ethernet (IEEE 802.3), token bus
(IEEE802.4), fieldbus (IEC 61158), etc.

• Data access: OLE (ActiveX), OPC, etc.
• Data structures: ISA S95 and IEC 61512

49.3 Architecture
The impact of open systems is to flatten the archi-
tecture of control systems into two domains, con-
trol and information, as depicted in Figure 38.11.

Elements at the control level are connected
to a highway which is typically token bus. If the
highway is proprietary and/or non-standard, gate-
ways are required to provide compatibility be-
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tween them.Gateways also enable serial links to in-
telligent instruments and to HART,Profibus and/or
fieldbus devices.

The informationdomain is invariablybased on
Ethernet using TCP/IP, as described in Chapter 40,
which is the de facto multivendor network. This
enables any required combination of NT or UNIX
based workstations, X-Windows terminals, com-
puters and file servers to be used.

When all the elements of a system have a
common standard real-time operating system and
common communications and display standards,
data can be accessed and displayed at all levels:
operator displays at management levels and man-
agement displays at operator level,subject to access
control as appropriate. Likewise, data held in rela-
tional databases can be accessed by client-server
techniques at all levels.

An important development is the evolution
of operator control stations (OCS) based on a
ruggedised form of workstation which provides
operators and engineers with a single point of ac-
cess to both control and plant-wide information.
Thus a single workstation doubles up as a human
interface for system development and as an opera-
tors control program (OCP) for control purposes.

It is essential in handling information in the
control domain that the systems are:

• Robust in the sense that the operating systems
do not crash

• Deterministic in that events are guaranteed to
take place on time

• Permanent in the sense that critical software
cannot be corrupted

• Reliable and able to support redundancy if nec-
essary

• Secure from faults in the information system
• Tolerant of operator errors
• Resistant to unauthorised external access

49.4 Data Objects
Data objects are items such as process variables,
function blocks, parameter lists, programs, etc.
They exist as discrete entities within a data base.

The use of data objects is only meaningful in the
context of distributed databases within an open
system in which the objects are globally accessible.
There are various advantages in using data objects:

• Applications can access data in the form of ob-
jects by name only, typically a tag or block num-
ber, without reference to precise data addresses.

• The data object exists as a single point within the
system, thereby ensuring that the data accessed
is up-to-date, complete and consistent.

• A standard application program interface (API)
can be readily defined and provided to third par-
ties so that their applications and devices can be
seamlessly integrated.

• Structuredquery language (SQL) extensions can
be defined to access data objects within a client-
server architecture which can connect smoothly
and reside securely within larger, enterprise
wide, proprietary relational databases.

49.5 Object Linking
Object linking and embedding (OLE) is an open
standard for connecting applications in aWindows
or UNIX environment. It provides dynamic real-
time links with databases and networks for process
control using standard interfaces. Using OLE con-
cepts, applications can be developed with a stan-
dard interface to other applications developed to
the same standard, thereby offering true software
inter-operability. This is depicted in Figures 49.1
and 49.2 which contrast bespoke customised inter-
faces with OLE based ones.

Application X Application Y

Server A Server B Server C

Fig. 49.1 Customised interfaces
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Application X

OLE Server A OLE Server B OLE Server C

OLE interface

Application Y

OLE interface

Fig. 49.2 OLE based interfaces

OLE allows programs to be broken down into ob-
jects, or components, which can be considered as
building blocks. They are built around standard
protocols and hence can communicate with each
other, are platform independent and are reusable.
Components are combined into an application by
a configuration type of process referred to as ag-
gregation. There is no limit to aggregation and ag-
gregated components may themselves aggregate.

OLE permits parallel transfer of data between
applications, with practically no limit to the size of
data block, which is very efficient. This is in stark
contrast with dynamic data exchange (DDE), an-
otherWindows standardwhich relates to computer
aided design (CAD) environments, in which data
transfer is serial and block size is limited. DDE
is unsuitable for most control purposes, although
“fast DDE”does permit multiple block transfers.

OLE-DB incorporates the open database con-
nectivity (ODBC) access interface. It is being de-
veloped to enable corporate databases, either in
computers or of a relational nature in file servers,
to communicatewith PC based data.The program-
mer will then be able to use OLE components to
access data anywhere in the organisation.

The OLE standard is now referred to asActiveX
and its components are referred to as controls.
The Microsoft.Net development environment, us-
ing theVisual Basic language,provides facilities for
accessing and linking ActiveX components. This
enables fully functional systems to be created from
libraries of open components provided by the sup-
pliers of I/O hardware, display systems, etc., and

interfaced with standard packages such as Excel
and Access for calculation and logging.

Developments on the OLE front have caused a
revolution in productivity in the design of systems
for automation, especially in enabling the integra-
tion of control hardware and intelligent devices
with information systems. The cost of putting the
components together in building such systems is
but a fraction of what would be the cost of writing
them in the first place.

49.6 Open Process Control
OLE for process control (OPC) is an open standard
for process control. It focuses on the definition of
the components required for real-time transfer of
data between an OPC server and an OLE compliant
application. An OPC server is simply a device that
collects data that is consistent with the OPC proto-
col and makes that data available simultaneously to
any number of OPC clients. The standard consists
of an evolving set of plug-and-play OLE interfaces
intended for linking DCS, SCADA and PLC type
systems with each other and for integration with
applications such as control and data acquisition.

The objective of OPC is to enable inter-
operability between different automation applica-
tionswritten in different languages andrunning on
different platforms anywhere within an open sys-
tem. Fundamental to this objective is acceptance
of information system standards such as ISA S95.
The benefits of OPC are:

• Instrument and system hardware suppliers will
only have to produce one OPC compliant inter-
face for each device.

• Users will be able to choose the best mix ofhard-
ware for a given application,

• Suppliers’ costs will be contained because the
same standard components will interface to dif-
ferent hardware.

• Efficient data transfer from devices to applica-
tions.

• Standard techniques for addressing information
in process control systems and devices.
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An important extension to OPC is the development
of OPC-DX which acts as a software gateway. Each
device with an OPC-DX interface has both a client
and a server part. The client part consumes data
from other devices for use by its application (read)
and the server part produces data from its device
for other applications (write). Connection of de-
vices using DX interfaces is done by means of a
configuration tool from a library of device types
using drag and drop techniques.

OPC-DX is of particular significance in the
context of intelligent instrumentation. Network-
ing of field devices has resulted in a number of
widely accepted fieldbus protocols such as HART
and Profibus, as explained in Chapter 50, resulting
in the need for multiple bespoke gateways to es-
tablish effective communication with third party
devices. DX offers the prospect of becoming the
de facto API for communication with and between
fieldbus function blocks.

49.7 OPC and the Internet
Increasingly process control systems are being
connected to the internet. This might seem to be
a bizarre thing to do, given the security issues de-
scribed in the following section,but there are good
reasons for doing so. For example, under certain
safety or operability related circumstances, it may
be appropriate for a control system to alert key per-
sonnel to a situation by automatically generating
an e-mail. Sometimes, suppliers have access via the
internet to control systems that they have supplied
for diagnostic and maintenance purposes. Inter-
net connections are increasingly used to abstract
information from a control system into other ap-
plications, such as SPC packages. Access is often
provided over the internet to data within the con-
trol for management purposes.

For internet applications,thehypertext markup
language (HTML) is used to write small programs
(scripts). HTML scripts contain commands which
are executed when the program is run. However,
HTML is a scripting language largely concerned

with display formats and does not support re-
usability of data.For example, if the same data is to
be displayed and printed, two separate script files
must be created with different format instructions
for video and printer.

An important extension to OPC is the extensi-
ble markup language (XML) which allows instruc-
tions to be distinguished from data. OPC XML
scripts enable identifiable packets of data to be
exchanged over the internet. XML is a web ser-
vice technology and control systems suppliers are
starting to incorporate programs written in XML
to distribute process and other data across TCP/IP
networks.

49.8 Openness and Security
The Achilles heel of openness is security. The es-
sential problem is that the more open a system
becomes the more vulnerable it is to unauthorised
access. This is especially so when MIS and (even)
control systems are connected up to intranets and
the internet. There are various dangers which may
be categorised as follows:

• Inadvertent. For example, persons using the in-
ternet to legitimately access data within an MIS,
or functions within a control system, may in-
advertently corrupt data or introduce a virus. A
summary of virus types is provided in Section
13.

• Mischief. Hacking is a well known phenomenon
for which tools and training is readily available.
Hackers are often motivated by the challenge
and satisfaction of breaking into a system rather
than for the damage they can cause. However, a
breach in security is damaging in itself because,
when revealed, usually by a message left by the
hacker, there is uncertainty as to what damage
may have been caused.

• Spying. Use of the internet, by hacking or oth-
erwise, provides access to data in a company’s
MIS.Data such as recipes and production sched-
ules can potentially give a competitor significant
commercial advantage.
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• Malicious intent or sabotage.For somebody with
a grudge against a company, say a current or for-
mer employee, unauthorised access would pro-
vide the opportunity to wreak havoc. This may
be by the simple but effective means of deleting
files,programs or data within the MIS.Or it may
be more subtle by, for example, changing key pa-
rameters that lurk in a control system and cause
it to function incorrectlyor even dangerously in
the future.

Restriction of access to authorised users depends
upon how they are trying to access a system.For in-
ternal personnel there is an obviousneed for access
to the MIS and/or control system. The common
approach is to have a security policy which de-
termines level of access according to job function
and expertise. This is typically realised by means
of a password and, for greater security, can involve
keys, swipe cards or even signatures such as finger,
retina or voice prints. The essential thing is that
the policy is policed with named individuals, levels
of access, dates of issue and periods of validity all
being monitored, reviewed regularly and changed
if/as appropriate. Systems are at their most vulner-
able following personnel changes, or when third
parties are given temporary access for some spe-
cific project. See also Chapter 64.

For external personnel, access is usually via
the internet and is restricted by means of a so-
called firewall. Firewalls are discussed in more de-
tail in Section 49.11.In essence,a firewall is a device
through which messages via internet connections
are forced to pass, as depicted by the box labelled
FW in Figure 49.3. The messages are examined by
a program within the firewall and either accepted
or rejected according to some rule base. A fire-
wall will prevent unauthorised access and search
attachments to messages for known viruses, but
cannot prevent unknown (to the firewall) viruses
from getting through to the control system.

It should be remembered that there are other
means of remote access to a control system such
as dial-up connections, wireless systems and third
party connections. In focussing on internet access
and firewall solutions, these other forms of intru-
sion shouldn’t be overlooked.

PCU
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Fig. 49.3 Open system with simple firewall

49.9 Information and Control
Security

There are two generic standards,IEC 17799 (Part 1)
and BS 7799 (Part 2), concerning information se-
curity management systems. These have emerged
fromthe commercial world rather than control and
automation,anddo not explicitly address theprob-
lems of IT security in the context of real-time sys-
tems.However,many of the principles involved are
common and are certainly applicable to any on-
line MIS connected to a control system, DCS or
otherwise, and to any off-line systems used for de-
sign purposes.

There are another two US standards which are
more specific to the process industries – AGA 12
and API 1164. These concern the security from cy-
ber attack of SCADA systemsused in thegas andoil
industries respectively in relation to the national
critical infrastructure.

The body concerned with cyber attack in the
UK is the National Infrastructure Security Co-
ordination Centre which has produced a guide
to principles of good practice for process con-
trol security through the development of a secu-
rity framework.Although this NISCC (2005) guide
specifically refers to SCADA systems, it is just a
applicable to DCS, PLC and hybrid systems. Three
guiding principles are employed:
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1. Protect, detect and respond:
• Put in place protection measures to prevent

and discourage electronic attacks.
• Deploy means to rapidly identify actual or

suspected attacks.
• Take appropriate action in response to con-

firmed security incidents.
2. Defend in depth:
• Implement multiple protection measures to

avoid single points of contact.
3. Manage protection:
• Recognise the contribution of procedural

and managerial measures such as change
control, firewall monitoring and assurance,
and training.

49.10 Information Security
Management

The NISCC (2005) guide focuses on seven key
themes, summarised below, for each of which fur-
ther more detailed guidance is being developed:

1. Understand the business risks.
The objective is to gain a thorough understand-
ing of the risks to the business from threats to
its control systems in order to identify and im-
plement the appropriate level of security pro-
tection. Good practice entails understanding:
• What systems are involved: their role, where

they are located, who owns, manages and
supports them, and how they interact.

• The threat: identify and evaluate the threats
facing the process control systems.

• The impact: identify potential consequences
of a breach of security.

• How the systemsare vulnerable: this includes
networks, applications, remote access con-
nectivity, etc.

2. Implement secure architecture.
The objective is to implement appropriate se-
curity protection measures to provide a secure
operating environment for the control system.
Good practice requires that:

• Thenumber of external connectionsbe iden-
tified and reduced to an absolute minimum.
Segregate and/or isolate process control sys-
tems fromother networks,withdedicated in-
frastructure for safety related systems.
• Connections between the control system and

network connections be protected with fire-
walls. Implement effective management of
firewall configuration and change control.
• Control systems be hardened to prevent net-

work based attacks. Thus all unused services
and ports in the operating system and appli-
cations should be removed or disabled, and
all inbuilt system security functions enabled.
• E-mail and internet access from the control

system be disabled.
• Wireless networking be avoided wherever

possible.
• Control systems be protected with anti-virus

software on servers and workstations. Ac-
creditation and configurationguidance from
the control system supplier is strongly rec-
ommended.
• Any new device connected to the control sys-

tem is proven to be virus free.
• Security systems, that is firewalls and anti-

virus software,be kept up to date.Procedures
should be based upon supplier certification
of patches, testing of patches, and staged de-
ployment to minimise the risk of disruption.
• Remote access be logged and managed ef-

fectively. This involves maintaining an in-
ventory of connections, restricting access to
specifiedmachines,users and times,auditing
and systematically reviewing access.
• A variety of user orientated measures be

put in place. This includes personnel back-
ground security checks, procedures for issue
and change of passwords, training, authori-
sation of new users and removal of former
users.
• There be proper documentation for access

control.
• Effective back-up and recovery procedures

are in place.
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• A variety of physical security measures are
put in place.Typical examples aredrive locks,
tamper proof casings, intruder alarms,access
control systems, CCTV, etc.

• Control systemactivity bemonitored to indi-
cate health of the system. This involves mon-
itoring network activity and time taken for
specific tasks against baselines for normal
operation.

3. Establish response capabilities.
The objective is to establish procedures for
monitoring, evaluating and taking appropri-
ate action in response to security events. Good
practice entails:
• Forming a computer emergency response

team (CERT) to respond to suspected se-
curity incidents. Responses may include in-
creased vigilance, isolation of control sys-
tems and application of patches.

• Ensuring that appropriate security response
and business continuity plans are in place
for the control systems, and that the plans
are maintained, rehearsed and tested.

• Establishing an early warning system to no-
tify appropriate personnel of security alerts
and incidents, and ensuring that all such
warnings are formally recorded and re-
viewed.

4. Improve awareness and skills.
The objective is to increase process control se-
curity awareness throughout the organisation
and to ensure that all personnel have the ap-
propriate knowledge and skills to fulfil their
role. Good practice requires that:
• Management understands the business im-

plications of the security risk to control sys-
tems and therefore commits to the manage-
ment of the risk and provision of tools and
training.

• IT personnel understand the differences be-
tween the security of control systems and IT
security in general. For example, control sys-
tem operations cannot be suspended whilst
patches are installed or reboots made to en-
able upgrades.

• Control engineers develop IT security skills
and commit to system security procedures.
• Links be established between IT personnel

and control teams to buildworking relations,
share skills and facilitateknowledge transfer.

5. Manage third party risks.
The objective is to ensure that all security risks
from suppliers,contractors and other third par-
ties are managed. Good practice requires that:
• All third parties that have legitimate access

to the system should be identified.
• The basis of third party access be de-

tailedcontractually at theprocurement stage,
defining the terms of the connection and
prompt notification of vulnerabilities.
• Third parties agree to be bound by the end-

users security regime.
• System suppliers agree to provide anti-virus

protection,security support andpatches,and
agree to system hardening procedures.
• Other third parties be prevented from hav-

ing access to the control systems until their
equipment, systems and software is proven
to not be a security risk.
• There be regular security audits and reviews

of third party access.
6. Engage projects.

The objective is to ensure that any project that
may impact on control system security is iden-
tified and that, early in the project’s life cycle,
appropriate security measures are included in
its design and specification. Good practice in-
volves:
• Identifying all projects and developments

that could potentially have an impact on the
control system’s security.
• Ensuring that a named individual has re-

sponsibility for security risk management
throughout the project life cycle.
• Addressing security issues in the URS and

DFS documentation and subsequent con-
tracts, and ensuring that security policies are
adhered to.
• Carrying out security reviews and testing se-

curity at key points in the control system’s
development cycle.
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7. Establish on-going governance.
The objective is to provide clear direction for
the management of risks to control system se-
curity and to ensure on-going compliance and
review of policy and standards. Good practice
requires that:
• The roles and responsibilities of all con-

cerned with the control system’s security are
defined.

• Security policy and standards be defined,
documented and disseminated.

• Procedures be put in place for the manage-
ment of the policy and standards, which in-
cludes provision for their occasional review.

This may all seem to be rather tedious: yes, but
unfortunately necessary. Gone are the days when
IT security of control systems could be taken for
granted.

49.11 Firewalls
It is evident that effective firewalls are fundamental
to information security management. The NISCC
commissioned a guide to good practice on the de-
ployment of firewalls in SCADA and process con-
trol networks which has subsequently been pub-
lished.

This NISCC (2005) guide makes the point
strongly that there ismore to deploying a firewall at
the interface between an IT network and a control
system than meets the eye. The two central issues
are that:

• The goals of IT and process control personnel
can be fundamentally different: the IT world
sees performance and data integrity as being
paramount whereas,ultimately, the control com-
munity’s commitment is to issues such as op-
erability, quality, reliability, safety and viability.
These differences in perspective, which can po-
tentially lead to conflicts in security practice,
have been noted and addressed in the previous
section.

• Whilst it is recognised as good practice that IT
and control networks be separated by firewalls,

that separation is unlikely to be effective without
careful design, configuration and management.
The rest of this section deals with those issues.

A firewall can be a separate hardware device phys-
ically connected to a network, a combined hard-
ware and software function unit, or even a com-
pletely software based solution installed on the
host machine to be protected. The first two cat-
egories, separate hardware or combined hardware
and software, are referred to as network firewalls
and typically provide the most secure solution for
the separation of control and IT networks. They
can be hardened to resist all but the most inge-
nious assaults and offer the best firewall manage-
ment options.

As stated, messages (network traffic), com-
prised of packets of information, are routed
through the network firewall. Each packet con-
sists of a header (source and destination addresses,
status information, etc.), data and a trailer, as de-
scribed in Chapter 40. A firewall, upon receiving
such a packet, analyses its characteristics and de-
termines what action to take. The firewall decides
whether to allow it through immediately, buffer it
temporarily,redirect it elsewhere or to block it.The
decision is based upon a set of rules, referred to as
access control lists (ACL).

According to their ACL sophistication,firewalls
can be classified as follows:

1. Packet filter firewalls. This is the simplest type
of firewall. It uses so-called static rules to check
the internet protocol (IP) addresses and port
numbers of the packets on an individual basis.
This approach, known as static filtering, lacks
the ability to understand the relationships be-
tween a series of packets and is the most readily
“hacked into” type of firewall. It is the cheapest
type of firewall but, in its favour, happens to
have the least impact on performance.

2. Stateful firewalls. This is a more sophisticated
type of firewall. It tracks the interrelationships
between packets allowed through it.By keeping
a history of accepted packets and being aware
of the state of current connections, it can ac-
cept only anticipated messages. The power of



360 49 Open Systems

this approach, known as dynamic packet filter-
ing, is due to the fact that the rules can be made
conditional. For example: a packet will only be
accepted for a particular destination if it was
received in response to a specific request for a
certain type of data sent to a particular source
address.
Stateful firewalls offer a high level of security,
good performance and transparency to users.
However, they are more expensive and, because
of their complexity, can be less secure than
packet filters if not administered by competent
personnel.

3. Proxy firewalls. These work at the application
layer of the OSI model as described in Chap-
ter 40. The packets are opened, processed ac-
cording to ACL rules, reassembled, and for-
warded to the intended target device. The fire-
wall is typically designed to handle a variety
of protocols, through the one device, and then
forward the messages to individual host com-
puters for servicing. Thus, instead of connect-
ing directly to an external server, the client con-
nectsdirectly to theproxy firewall which in turn
initiates a connection to the requested external
server.
Proxy firewalls can provide significant addi-
tional security functionality.For example, ACL
can be used to require users or systems to pro-
vide additional levels of authentication before
access is granted.Also rules can be created that
are protocol specific. For example, a proxy fire-
wall can be used to block all inward bound
HTTP messages that contain scripts whereas,
by contrast, a filter based firewall could block
all HTTP messages, or none, but not a subset.
Whilst proxy firewalls offer a high level of secu-
rity, they do have a significant impact on net-
work performance. Furthermore, most proxy
firewalls only support common internet proto-
cols, such as file (FTP), hypertext (HTTP) and
simple mail (SMTP) transfer protocols. Thus
messages based upon control protocols such as
common industrial protocol (CIP) and Mod-
bus/TCP, etc., will still require the firewall to
process the messages by filter or stateful means.

The current position is that most firewalls on
the market use a combined stateful and appli-
cation proxy approach.

4. Deep packet inspection (DPI). A DPI firewall
offersdeeper filtering into the application layer
than the traditional proxy firewall,without per-
forming a full proxy on theTCP connection.For
example, DPI firewalls can inspect simple ob-
ject access protocol (SOAP) objects in XML on
web connections and enforce policy on what
objects are allowed through the firewall. This
firewall market is still in development.

Firewall suppliers usually offer other services be-
sides their basic message handling functionality.
Such services may comprise intrusion detection,
deployment of anti-virus software, authentication
services, secure encrypted “tunnels” and network
address translation. These additional services ob-
viously increase the cost and complexity and re-
duce the performance of the system. However,
making gooduseof themcan significantly improve
the overall security of the control system.

49.12 Demilitarised Zones
There are various architectures available for de-
ploying a firewall between an IT network and
a control system. These configurations involve
routers and switches, multiple ports, single and
multiple firewalls, and demilitarised zones (DMZ).
Of these,on the grounds of security,manageability
and scalability, the DMZ configurations are over-
whelmingly the most effective. One common DMZ
configuration is depicted in Figure 49.4.

This configuration requires that the firewall
has three or more ports. Thus one port is used
to interface with the control system, a second with
the IT network, a third to an intermediate local
area network referred to as a process information
network (PIN) and possibly a fourth to either a
wireless local area network (WLAN) or remote and
third party access systems.

Common servers such as history (HM) and
application (AM) modules would typically be lo-
cated on the PIN and remote users would have le-



49.13 Malware Summary 361

PCU

PC1

GW1

Highway

PC2

Ethernet

FS2

FS1

PLC SLC

Host
WS

AM
OCS

HM

GW2
Fieldbus

FWPIN

DMZ

Fig. 49.4 Demilitarised zone with single firewall

gitimate access to them via the internet and the
firewall. Likewise, for updating and/or application
purposes, the control system has access to these
modules via the gateway and firewall. By locating
the HM andAM modules inside the DMZ,no direct
communicationchannels are requiredbetween the
IT network and the control system: each effectively
ends in the DMZ. The objective of ACL design is
to maintain a clear separation between the IT net-
work and control system.

The primary security risk with this particular
architecture is that if one of the modules inside
the DMZ is compromised, it can be used to launch
an attack on the control network. This risk is ob-
viously reduced by hardening the devices on the
PIN and by actively keeping the firewall itself up to
date.

An alternative DMZ configuration, which uses
a pair of firewalls between the IT network and the
control system, is as depicted in Figure 49.5.

Again, common servers such as the HM and
AM are located on a PIN within the DMZ. The first
firewall FW1 provides security at the IT network
interface and the second firewall FW2 secures the
interface with the process control network. An at-
tractive feature of the twin firewall approach to
DMZ is that it allows both IT and control groups to
have clearly separated device responsibility since
each can independently manage its own firewall.
The principal disadvantage of the twin firewall ap-
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proach is increased cost and management com-
plexity.

If firewalls from different suppliers are used
then the diversity of design provides enhanced se-
curity.Indeed,the obvious direction for the control
industry to evolve is for gateway design and fire-
wall functionality to become integrated within the
same physical unit.

An extension to the concept of diverse firewalls
is the use of disjoint protocols across the DMZ.
Thus, for example, if Ethernet is used for the IT
network it is explicitly not allowed between the
DMZ and the control network. Likewise, if token
bus is used for the highway, then it is explicitly not
allowed between the DMZ and the IT network.

Once the firewall architecture is fixed, the main
focus of effort is in determining what traffic to al-
low through the firewalls. The NISCC (2005) guide
providesdetailedguidanceon recommended prac-
tice for the design of ACL rule sets and on the man-
agement of firewalls.

49.13 Malware Summary
Malware is the generic term that refers to viruses,
trojans, worms, etc. Avirus is a program, or macro,
that is capable of attaching itself to files and repli-
cating itself repeatedly, typically without the user’s
knowledge or permission. Some viruses attach to
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files such that when the file is executed so too is
the virus. Other viruses sit in a computer’s mem-
ory and infect files as they are created, opened,
edited, copied, etc. They may display symptoms
and/or cause damage, but neither symptoms nor
damage are essential in the definition of a virus: a
non-damaging virus is still a virus.

Viruses spread from computer to computer via
network connections, via shared storage media
such as file servers and via portable storage me-
dia such as compact discs and USB sticks. By far
the most common form of infection is by viruses
attached to e-mails. The effects of virus infection
are various and include:

• Just leaving a simple screen message
• Accessing e-mail address books, replicating

messages to every address, and overloading the
network

• Deleting and/or corrupting files

There are many virus variants:

1. Boot Sector Infector.Thisvirus infects the boot
sector of a disc which contains the boot record
which is used by the computer to boot itself up.
When the computer reads and executes the pro-
gram in its boot sector, the virus is transferred
into memory and gains control over basic com-
puter operations.

2. Encrypted. The virus’ code begins with a de-
cryption algorithm: the rest of the virus is in
encrypted code. Each time it infects, it auto-
matically encodes itself differently and thus at-
tempts to avoid detection by anti-virus soft-
ware.

3. File. This type of virus usually replaces or at-
taches itself to .com and .exe files. Most are res-
ident.

4. Macro. A macro is a series of instructions de-
signed to simplify repetitive steps. A macro
virus is typically attached to a document file,
such as Word or Excel. When the document is
opened, the macro runs, does its damage and
copies itself into other documents.

5. Resident. A resident virus loads into memory
and remains inactive until triggered, say by a

date such as Friday 13th. When the event oc-
curs, the virus activates and does its damage.

6. Stealth. This type hides itself by feeding anti-
virus software a clean image of infected files
or boot sectors. For example, the size of an in-
fected file would be returned as the size of the
file without its virus.

7. Trojan. This is a malicious program that pre-
tends to be benign and causes an application to
behave in an unpredictable way. Strictly speak-
ing, a Trojan is not a virus because it does not
replicate.

8. Worm. This is a parasitic program which repli-
cates but, unlike a virus, does not infect other
programs or files. It can replicate itself on the
same computer or send copies to other com-
puters via a network, typically as an e-mail at-
tachment.

49.14 Anti-Virus Software
Anti-virus software scans a computer’s memory
and disc drives for viruses. If a virus is found, the
software informs the user and may wipe clean,dis-
infect or quarantine any files, directories or discs
affected. Detection is by means of signature scan-
ning using a so-called signature file. The file holds
a search pattern, often simple strings of characters
and bytes, for every known virus. Signature files
are huge and growing. Generally speaking, anti-
virus programs will detect 100% of known viruses,
provided the signature file is up to date: it is their
ability to detect unknown ones that is critical.

Disinfection reverses the effects of viruses.This
requires a complete understanding of what the
virus does when it infects. Oncedetected, the virus
is removed from the system and, whenever pos-
sible, the affected data is recovered. Disinfection
alone is considered to be inadequate because the
user may inadvertently re-introduce a virus.

Anti-virus software therefore includes live ac-
tivity checking (LAC) in the operating system ker-
nel which monitors all operating system activity
for viruses. Modern systems are invariably sup-
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plied with LAC already installed in the operating
system. An alternative approach is to use a back-
ground file pattern scanner which intermittently
checks a system’s hard disc for virus signatures. If
thebackgroundscanner is effective there shouldbe
no need for LAC too. However, in practice, LAC is
invariably used because of the potential for intro-
ducing a virus during the installation or updating
of anti-virus software.

49.15 Comments
Open systems are concerned with the unrestricted
access to data and interoperability.They enable the
integration of control and information systems. It
is evident that most of the prerequisites for open
systems in the form of industry standards for op-
erating systems, communications, programming,
display and so on already exist. The move towards
open systems is being driven by strong commer-
cial pressures. However, protection against unau-
thorised access and malicious intent is a funda-
mental constraint. The scope for damage is huge.
The cost of protection will rise inexorably and, in
years to come, the notion that system’s used to have
open access will be seen to be quaint.
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The 4–20-mA current loop, used to transmit sig-
nals to and from process instrumentation, became
an industry de facto standard during the latter part
of the twentieth century. It was an open standard to
the extent that instruments from different manu-
facturers could be interconnected to form control
loops or interfaced with control systems to form
I/O channels. The advent of smart, or intelligent,
field devices has led to the need to transmit fur-
ther information, such as range and bias settings
for remote calibration and status signals for con-
dition monitoring.Such data has to be transmitted
serially.Initially thiswas realisedby meansof mod-
ulation, with the data being superimposed on the
4–20-mA signals on-line, or else with the instru-
ment in an off-line mode. Of the various propri-
etary protocols and national standards that were
established to enable this, the HART protocol be-
came dominant. Latterly transmission has become
bus based, with dedicated serial buses, and given
rise to the so-called fieldbus technologies.

This chapter first considers HART as a vehicle
for introducing fieldbus. That is followed by a pot-
ted history of fieldbus. Then comes consideration
of the various layers of fieldbus, its configuration,

application and management. Finally, the benefits
of fieldbus are summarised. Much of the literature
about fieldbus is in the form of journal articles
and technical publications. However, an important
guide to the application of fieldbus in the process
industry was produced by EEMUA (1998).

50.1 HART Protocol
The highway addressable remote transducer
(HART) protocolwas developed by the Rosemount
company which placed its specification in the pub-
lic domain in order to encourage other suppliers
to add its functionality to their instruments. As a
consequence it became the most commonly used
protocol based on 4–20-mA signals. It is a de-facto
industry standard, reliable, field proven and in use
world-wide. Commitments have been made to its
long term support and for its connection into field-
bus. Aspects of the protocol are explained to pro-
vide insight to some of the issues involved in field-
bus.

HART is based upon the current transmission
of serial messages in the form of a series of 8-
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bit bytes generated by means of a universal asyn-
chronous receiver and transmitter (UART) type of
device. To distinguish between analogue and se-
rial transmission, the logical 0 is deemed to be a
current less than 3.8 mA and the logical 1 to be a
current greater than 20.5 mA. Remember that to
each byte transmitted is added a start bit, a parity
bit and a stop bit. The protocol is of a master/slave
nature: that is, the transmitting device is the mas-
ter and the receiving device the slave. Its message
structure, or frame, is as depicted in Figure 50.1:

Preamble Start character Address Command Byte count

DataStatus Checksum

Fig. 50.1 Message structure of HART protocol

• Preamble bytes. Three or more bytes of 1s (FF
characters in hex), to allow the receiving de-
vice to synchronise the signal after any pause
in transmission.

• Start character. Specifies the frame format as be-
ing short or long depending on whether the slave
address is unique, and whether the master or
slave is the message source.

• Address field. Contains the master and slave ad-
dresses, and a bit to indicate whether the slave is
sending data repeatedly in burst mode.

• Command byte. An integer in the range 0–255
(0–FF hex) which represents one of the HART
commands. This byte determines the nature of
the data bytes.

• Byte count. The number of bytes in the status
and data sections, i.e. in the remainder of the
message excluding the checksum byte. This al-
lows the receiving device to identify the check-
sum byte and determine the end of the message.

• Status byte. Only used for messages from slaves
to convey error codes.

• Data bytes.Up to 24 data bytes for unsigned inte-
gers, floating point numbers or text strings. The
first bytes specify the types and quantityof data.

• Checksum byte. The result of an exclusive OR
on all preceding bytes beginning with the start

character. This provides a further check on
transmission integrity in addition to the parity
bit at UART level.

Commands within the HART protocol are con-
cerned with reading and writing data to/from the
slave, or instructions to the slave to perform ac-
tions. There are three categories of command: uni-
versal, common practice and transmitter specific:

1. Universal commands provide functions which
are implemented in field devices from all sup-
pliers. Typical commands are:
• Read input and units
• Read output
• Read up to four predefined variables
• Read/write 8 character tag number
• Read/write 16 character device descriptor
• Read sensor serial number

2. Common practice commands provide func-
tions which are implemented in many field de-
vices, but not all. Obviously these commands
can only be used if the device is capable of re-
alising them. Examples are:
• Write transmitter range
• Calibrate (set zero and range)
• Perform self test
• Reset
• Write MV units
• Write sensor serial number

3. Transmitter specific commands provide func-
tions which are more or less unique to a specific
supplier or type of sensor: For example:
• Read/write low flow cut-off
• Read/write density correction factor
• Choose primary value (e.g. mass flow or den-

sity)

50.2 Objectives
It is now well recognised that the 4–20-mA stan-
dard is too restrictive a medium for intelligent in-
strumentation. The 4–20 mA wiring does not pro-
vide a multidrop capability. The low bus speeds
do not permit deterministic sampling for control
purposes, although some devices became available
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with local PID control functionality. Also, the low
bus speeds limit transfer of the increasing amounts
of data available in field devices.

These constraints have led to the development
of fieldbus which is an all digital, two-way, mul-
tidrop, high speed communications system for in-
strumentation. The objective is to provide a single,
standard,open, interoperable network protocol for
enabling:

• Interconnection of field devices such as trans-
mitters, valves, controllers and recorders.

• Connection of such field devices to PLCs, PCs,
I/O multiplexers, etc.

• Integration of field devices and control systems
within plant wide networks.

• Abstraction of real-timedata in a seamless man-
ner.

irrespective of the manufacturer of the devices.

50.3 History
The evolution of fieldbus has been tortuous in-
volving various national standards bodies. Several
protocols of a proprietary nature have been com-
peting to be adopted as the fieldbus standard but,
in effect, they can all be considered to be intermedi-
ate stages in its development. The most significant
ones are as follows:

• IEC Fieldbus. Two committees were set up by
the IEC and ISA in 1985 to work jointly towards
a fieldbus standard. The protocol is based upon
the physical, data link and application layers of
the OSI seven layer model, described in Chap-
ter 40, together with a user layer. The intent was
that the physical layer would embrace all three
transmission media: wire, telemetry and fibre
optics.Theuser layer is basedon function blocks
for process control.

• FIP (factory instrumentation protocol).This is a
French national standard and has been adopted
in Europe by CENELEC as an EN-50170 stan-
dard. It is an arbitration (master/slave) based
protocol. Chip sets which incorporate the FIP

protocol and interface cards are supplied by a
number of PLC and PC manufacturers. Devel-
opment tools are also available. FIP was later ex-
panded into WorldFIP through the involvement
of mostly American suppliers. Although much
of FIP has since been adopted as the fieldbus
standard and been implemented by the Fieldbus
Foundation, FIP itself is still being developed by
a consortium of mostly French and Italian com-
panies.

• Profibus (process fieldbus). This is a German
standard (DIN 19245) which is another of the
EN-50170 standards and has the largest installed
base of all fieldbus technologies for manufactur-
ing automation worldwide. It is a token passing
based protocol. There are two versions: Profibus
DP which is a high speed general purpose com-
munications medium, and Profibus PA which
was developed specifically for process automa-
tion.BothDP and PA use the same protocols,but
PA enables devices to be powered over the bus
and can be used for intrinsically safe (IS) appli-
cations. Profisafe is a version of PA dedicated to
safety and protection systems.
Interface cards for PCs, PLCs and intelligent re-
mote I/O supporting the Profibus protocol are
available from a number of manufacturers. To-
gether with a complete toolset, these enable field
device development, network configuration and
testing.

• ISP (interoperable systems project). Supported
by a consortium of major control system sup-
pliers, this project’s intent was to accelerate the
establishment of a single international fieldbus
standard. It adopted the IEC/ISA physical layer
standard and the user layer specification. The
protocol was largely Profibus but incorporated
aspects of FIP’s synchronisation and the HART
device definition language.

• Fieldbus Foundation. This was formed by the
merger of WorldFIP and ISP in 1994 and Foun-
dation Fieldbus (FF) now has the largest in-
stalled base of all fieldbus technologies for pro-
cess automation worldwide. FF technology is
based on:
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1. The IEC/ISA physical layer standard
2. The IEC/ISA data link layer specification,

which supports both FIP bus arbitration and
Profibus token passing

3. The ISP Rev 3.0 application and user layers
4. The ISP/WorldFIP network and system man-

agement
5. The HART device description language

Chip sets incorporating the FF protocol are now
available, as are technical specifications, device
descriptions and training for FF products. Of
particular importance has been the formation
of two independent compliance testing organ-
isations, the Frauenhofer Institute and the In-
stitute for Automation and Control. Their brief
is to establish interoperability test environments
to enable manufacturers to have fieldbus devices
tested and certified against the FF protocol.
The FF model is as depicted in Figure 50.2. It is
based on the physical, data link and application
layers of the OSI model, plus a user layer. The
combination ofthedata link andapplication lay-
ers are often referred to as the communications
stack.

Transmission medium

N
et

w
o
rk

m
an

ag
em

en
t

Physical layer

Data link layer

Application layer

User layer

Fig. 50.2 Model underpinning the FF protocol

• Fieldbus International. This is a consortium
of companies with the Norwegian Government
who are developing an alternative transmission
system for fieldbus based on FF for sub-sea use.
The approach, which uses inductive coupling
for connecting devices rather than conventional
push fit plugs and sockets, substantially reduces
electrical losses.A further bonus is that the max-

imum number of IS devices per bus is increased
from 6 to 30.

Many other protocolshave been developed during
the period in which fieldbus has evolved.To a large
extent these are aimedat other sectors and/or niche
markets and many will continue to evolve in their
own right. Some of the better known ones are Lon-
works, P-NET (Danish origins), CAN (controller
area network), DeviceNet, SDS (smart distributed
system) and ASI net.

The IEC published its fieldbus standard in
2000 which is now into its third edition, IEC61158
(2004). This specifies physical, data link and appli-
cation layers of ten different systems for a broad
range of applications and performance require-
ments. The ten systems are, listed in the order of
the standard: i) Foundation Fieldbus, ii) Control-
Net, iii) Profibus, iv) P-Net, v) FF high speed ether-
net, vi) SwiftNet, vii). WorldFIP, viii) Interbus, ix)
FF FMS and x) Profinet.

The different fieldbus types include a range of
selectable and configurable options within their
detailed specifications and only certain combina-
tions of options will work correctly on the basis
of the layers specified in IEC 61158. These combi-
nation of options, referred to as profiles, are col-
lected in Part 1 of IEC 61784 (2003). Part 2, which
concerns real-time industrial Ethernet, is currently
being developed.

50.4 Physical Layer
There are three bus speeds specified at the fieldbus
physical layer.Focusing on the slowest of these, the
31.25 kbaud rate, this represents the fieldbus re-
placement for 4–20-mA signals between sensors
and actuators. There are three topologies for con-
necting field devices to the bus, as depicted in Fig-
ure 50.3. These are trunk with spurs, trunk with
splices which is usually referred to as“daisy chain”,
and tree and branch which is often referred to as
“chicken’s foot”.

By optimising the cable route, the trunk with
spurs and/or splices topology will produce the
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Fig. 50.3 Topologies for connecting field devices to the bus

minimum cabling cost solution to an application,
albeit with a large number of couplers. However,
the potential problems of having to connect in ex-
tra instruments if no spare couplers exist mean
that this topology will only be attractive to sup-
pliers of packaged equipment, such as compressor
sets, where the design is fixed a priori.

For most applications the tree and branch ap-
proach will become the normal topology. This is
because of its inherent flexibility:provision can be
made in the junction box of the chicken’s foot for
connecting up extra instruments. Terminations in
the junction box should be fitted with isolators to
enable individual field devices to be isolated. Each
spur from the junction box should be fused to pro-
tect the bus from faults in the spur or its attached
device.

These topologies may be combined on any sin-
glebus,sometimes referred to as a segment,subject
to various constraints. The cable length, which is
the total lengthof the trunk andany spurs,depends

on the quality of the cabling.The maximum length
is 1900 m provided shielded, twisted pair (Type A)
cabling of18 gauge (AWG) isused: thismaximumis
reduced for lesser quality cables. Other constraints
are:

1. Maximum number of devices on the bus:
• 32 devices if self powered and non-IS
• 12 devices if bus powered and non-IS
• 6 devices if IS

2. Devices are connected to the bus with couplers:
• Maximum of 15 couplers per 250 m of the

bus
• Terminators of 10 ‹F and 50 § are required

at each end of the bus
• All device interfaces to the bus must be gal-

vanically isolated
3. Spurs: maximum spur length depends on total

number of devices:
• 120 m for one device, 30 m for four devices,

etc.
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• Spurs not permitted if number of devices on
the bus >25

4. Spurs of less than 1 m are referred to as splices.
Total splice length is:
• Maximum of 8 m for bus < 400 m
• Maximum of 2% of bus length if bus > 400 m

The bus power supply must be between 9 and 32 V
d.c.Any device connected to the bus must be capa-
ble of withstanding 35 V of either polarity. For IS
systems the barriers determine the supply voltage.

The slower bus speed does not support redun-
dancy. Redundant bus/host interface cards should
be considered for multiple buses since failure of
this card is a common mode failure.Themost likely
cause of bus failure is through power supply prob-
lems.Any loss,or partial loss,ofpower whichdraws
the bus voltage below the 9 V threshold will result
in a loss of communications.

The two faster bus speeds of 1 Mbaud and 2.5
Mbaud specified within fieldbus are intended for
higher level communications such as with PLCs,
PCs or DCS.These communicationswill inevitably
be superseded by the use of Ethernet at 100 Mbaud
within fieldbus applications.

50.5 Data Link Layer
This is responsible for the transmission and re-
ceipt of data over the bus between devices. The
data has to be converted into the correct format for
transmission and then correctly interpreted upon
receipt. This activity has to be co-ordinated by, for
example, the link active scheduler (LAS) with FF or
by token passing with Profibus.Figure50.4 depicts
the operation of the LAS,the following explanation
of which is based upon the FIP bus arbitrator.

Each variable in the system is uniquely owned
by one device which may be considered to be its
producer (or source). However, there may be sev-
eral devices that require the value of that variable,
the consumers (or receivers). Thus the LAS broad-
casts a request for a variable and the producer re-
sponds with its value. This is then simultaneously

LAS

Key

C:  consumer

P:  producer

P CC

Fig. 50.4 Operation of the link active scheduler (LAS)

capturedby all the consumers and theLAS requests
the next variable.

Each bus has its own LAS, the software for
which would normally be installed on some seg-
ment interface card in a junction box. Failure of
that card would cause failure of the segment. A
second, redundant, LAS may be installed in an-
other designated device on the segment, typically
a smart positioner, to which bus control would de-
fault.

Because the bus is intended for real-time con-
trol purposes, transactions must be both syn-
chronous and deterministic. Synchronous means
that variables are sampled at a fixed frequency.De-
terministic means that the time taken for the sam-
pling is fixed too. Together, these enable the bus
loading to be calculated, thereby making it possi-
ble to guarantee that the bus capacity is adequate.

The schedule is essentially a table containing:

• A list of the variables to be sampled, or scanned
• The sampling frequency
• Thevariable types,e.g. integer,floating point,etc.
• The scan period, i.e. the time taken per sample,

for each variable type

The schedule is constructed so as to spread the
loading as evenly aspossible.It consists of amacro-
cycle comprising a number of elementary cycles of
equal duration. The macrocycle is based upon the
lowest sampling frequency and the elementary cy-
cle on the fastest. The LAS will infinitely perform
the same macrocycle.
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Fig. 50.5 LAS macrocycle for reading variables A–G

Figure 50.5 is an example of a macrocycle for a bus
reading seven variables A–G. The time axis clearly
indicates which devices are read and in what order.
The vertical axis corresponds to the sum of the
scan periods for each transaction in the elemen-
tary cycle. The loading is clearly within the 31.25
kbaud capacity of the bus.

Only variables to be scanned periodically are
included in the schedule: this should not occupy
more than some 30% of the bus capacity. Once
each elementary cycle has been completed, the re-
maining time can be used by the scheduler for ape-
riodic transfers.A producer can, during the course
of its normal scan, set a flag to indicate that it
wants to make an intermittent write transaction.
The scheduler then asks for and receives a list of
variables which is queued and scanned at the next
suitable aperiodic transfer period using the stan-
dard mechanisms.

50.6 Application and User
Layers

The application layer is responsible for encoding
and decoding user layer messages depending, re-
spectively, on whether they are being transmitted
or received. The layer includes:

• Read/write capability to both local and remote
buses

• Busarbitration services comprising scan list def-
inition and balancing

• Interface to network management

• Support for device description and function
block definition

The user layer provides device descriptions and
function block definitions, and performs function
block scheduling.

Device description is based upon the HART
categories of universal, common practice and
transmitter specific data. It provides the interop-
erability of fieldbus in that it enables any device
from any supplier to be connected to the bus. The
description of a device can be considered to be the
device’s driver: it is the code loaded into the device
that enables communication between the rest of
the system and the device. The description is pro-
grammed using a standard template type of device
description language (DDL),provided by FF,which
is then compiled into code. The code contains the
standard access routines for universal and com-
mon practice data together with special routines
for transmitter specific parameters. FF also pro-
vides device description services (DDS): a stan-
dard library of programs which can read the de-
vice code. Any control system or host with DDS
can communicate with the device.

FF have extended DDL to include the defini-
tion of function blocks. These are essentially the
same as IEC 61131 function blocks as described in
Chapter 48. They permit the distribution of signal
processing and control algorithms to any device
on the bus. The emphasis is on the environment of
the block: the input and output signals, their data
types and the functionality. Thus the manner in
which a function block type performs will be com-
mon from one supplier to another, although the
algorithms used within the block may vary. Sub-
tle differences in functionality, together with the
provision of user defined blocks, will lead to loss
of interoperability but provide suppliers with the
means to differentiate their products. An impor-
tant and evolving alternative to DDL is the field
device tool (FDT) which has similar functionality
to DDL but is generic as opposed to being FF spe-
cific.
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50.7 Hardware Configuration
This is essentially concerned with deciding on how
many fieldbus segments to use and on what de-
vices should be connected to which bus, resulting
in so-called “segment diagrams”. Connection on
the basis of a single loop to a bus is advised for
the majority of process control applications for the
following reasons:

• Multiple loops sharing the same segment are
vulnerable to common mode failure.

• Single loops straddling two or more segments
require gateways between the buses for data
transfer.

• Scheduling of function blocks for loops shared
between buses is more complicated.

The recommended procedure is as follows:

• Identify all the devices such as transmitters and
valves associated with each control loop and as-
sign them a segment to maintain single loop in-
tegrity.

• Treat simple control schemes, such as cascade or
ratio control, as if they are single loops.

• Identify which devices remain, i.e. those not as-
sociated with any control loop, and assign them
to segments according to their physical loca-
tions, taking into account the constraints on
fieldbus topology.

• Check the segments assigned against the de-
vices’ location: there will be situations when it
is preferable to trade off the inconvenience of
cross bus loops against reduced cabling costs.

It may not be economic to provide simple devices
such as contacts and thermocouples with fieldbus
interfaces, in which case they may be connected
to the control system as I/O channels directly, con-
nected to another fieldbus device that has auxiliary
channels, connected to a fieldbus multiplexer, or
connected to a different bus/protocol with a field-
bus gateway.

50.8 Software Configuration
This is essentially concerned with allocating func-
tion blocks to devices, and specifying values for
function block attributes. The segment to which
a loop is assigned can be considered to be a “vir-
tual controller” and the designer is free to allocate
function blocks to any connected device. The sort
of factors that need to be taken into account in
allocating function blocks are the impact of the
device failing and the impact on loop scheduling.
In general, the advice is to:

• Place the function blocks for signal condition-
ing, e.g. linearisation, in a smart transmitter so
that the characterising is done at source. This
will minimise the number of function blocks re-
quired for characterisation if the signal is used
by several other devices. Also, the closer to the
signal’s source that the characterising is done,
the more accurate the associated time stamping
becomes.

• Place the function blocks for control as close as
possible to the valve, typically in a smart posi-
tioner, although this may not be feasible with
split range arrangements. Given that many con-
trol schemes have more than one input signal
but most have only oneoutput, to a valve,putting
the control blocks at the “end of the loop” nor-
mally maximises the efficiency of function block
scheduling.

Note that a consistent approach, such as putting
function blocks for signal conditioning in the
transmitter and control blocks in the positioner,
will make it easier for the operator to appreciate
the consequences of device failure.

Remember that there is a constraint that every
device must have at least an input (AIN or DIN) or
an output (AOT or DOT) function block.

The use of fieldbus will lead to the need to rep-
resent functionality on P&I diagrams in a slightly
different way. The basic concept of representing a
control loop element by means of a bubble con-
taining a tag number, i.e. letter code plus reference
number, according to the rules explained in Chap-
ter 2, stays the same. But, attached to each bubble,
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is a box indicating the functionblocksused,the tag
numbers for which conform with the same rules.
The function block type should be obvious from
the tag number and context without having to in-
dicate the type explicitly. Figure 50.6 is the equiva-
lent P&I diagram of the cascade scheme for boiler
level control as depicted in Figure 25.2 in which
both the flow and level transmitters and the valve
positioner are smart devices.

LT
47

LI47

L I 47
FC47
FV47

LY
47

FT
47

FI47

Fig. 50.6 Representation of fieldbus devices on P&I diagram

The outcome of this approach is fewer bubbles but
with more detail. For multivariable instruments,
such as an intelligent valve, the device should be
named according to its primary measurement (e.g.
FV 47) and secondary measurements should be
named according to their type but with the same
number (e.g. PT 47, TI 47, FX 47, etc.).

50.9 Function Block Attributes
Specifying values for function block attributes is
a time consuming activity and requires careful at-
tention to detail. Many design decisions have to be
made about functionality.Also to be identified are
those attributes to be made available for display
to, and access by, the operator. The basic approach
is to make available those attributes which affect
the operability of the control system: it should be
recognised that the operator has limited interest in
the function blocks per se and zero interest in the
underlying algorithms. The following defaults are
recommended since they can be easily understood
by an operator:

• AIN and AOT blocks to be restricted to two
modes: out-of-service, to be used during con-
figuration, and in-service. The in-service mode
should enable blocks to support both local set
points for automatic (AUTO) and remote set
points for cascade (CASC). Control.

• On device failure, AOT block attributes to be
specified such that the output channel is driven
to a failsafe condition.

• PID(or other) control blocks: operator to beable
to change mode between AUTO and MAN, to be
able to change set point in AUTO and to be able
to change output in MAN.

• On loss of communications, PID control blocks
should fail to user definedAUTO or MAN mode.
If failure forces into AUTO mode, then the set
point should also be pre-defined.

• Smart positioners should display both the actual
stem position and its desired value.

• On start-up, AIN and AOT blocks should be set
to in-service, and controller blocks set to MAN.

One aspect of specifying function block attributes
that needs particularly careful attention is alarm
handling. The basic principles in relation to field-
bus are much the same as explained under alarm
management policy in Chapter 43. The essential
difference with smart devices is deciding how to
handle situations in which thedevicedetects a fault
with itself. There are three categories: suspect and
bad measured values, and a failed device. It is pru-
dent to alert the operator to the situation in each
case, but whether to assume pre-determined val-
ues for signals or take other actions depends on
the context. Also to be thought through is how to
handle the situation when a device recovers from
a fault condition.

50.10 Project Management
With conventional control systems, it is possible to
size the systemon thebasis of an estimateof the I/O
point count early on in the project life cycle. How-
ever, fieldbus systems cannot be accurately sized
until the segment diagrams are available. This will
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requiremore front end effort and as a consequence
the sizing will not be available until later in the cy-
cle. This will squeeze the subsequent time scale.

With fieldbus, functionality is distributed to
the field devices and, potentially, responsibility
for their configuration could be delegated to the
suppliers. However, in the interests of consistency
of configuration, change control and project co-
ordination, it is preferable for the design and con-
figuration activity to be single sourced.

Although smart devices are capable of being
configured individually and independent of the
rest of the system, there is clearly scope for the
whole system to be configured centrally using a
single integrated configuration tool. This will en-
able effective management of the complexity in-
troduced by bus scheduling and cross bus control
schemes. The functionality required of such a con-
figurator is as follows:

• Ability to read and store device descriptions in
DDL or FDT

• Seamless configuration between the control sys-
tem and field instruments

• Support of network management, especially al-
location of function blocks, scheduling, pro-
gramming of the LAS, and handling bus loading
calculations

• Ability to check the instrument database with
the version held in the configurator

• Support version control, authorisation and
change management, and be self documenting

Indeed, as the engineering and configuration costs
of control systems increases relative to their hard-
ware costs, and the timescales for projects are
squeezed, the quality and scope of the configurator
could well become a determining factor between
suppliers.

Note that current work on data standardisation
by the PISTEP consortium and standards for open
systems such as OPC will, hopefully, enable a sig-
nificant amount of system design that is indepen-
dent of the supplier to be carried out earlier in the
project life cycle. Thus function blocks would be
able to automatically assimilate information from
P&I diagrams and their associated datasheets.

Normal practice for control system testing is to un-
dertake stringent factory acceptance testing (FAT)
to ensure that the both the system hardware and
software perform to specification. Migration of
functionality to the instrumentation will reduce
FAT to little more than a check on the operator
interface. The first time that the full system will
come together will be on site and only then can
full testing begin, a scenario of organised chaos.
Otherwise, most of the principles of testing and
commissioning as outlined in Chapters 63 and 64
apply to fieldbus based systems.

50.11 Benefits
There are three driving forces behind fieldbus:
commercial, technological and economic. The
commercial is the most obvious and least signifi-
cant: all the major suppliers have committed them-
selves to fieldbus because they would be vulnerable
otherwise.

From a technological point of view, fieldbus is
the vehicle that will enable the widespread imple-
mentation of smart field devices. The benefits to
the end user of smart instrumentation are rela-
tively easy to identify, some of the more obvious
ones being:

• Interoperability, the freedom to choose the best
device and system for each application

• Increased accuracy through digital signal pro-
cessing for characterisation of signals (e.g. lin-
earisation) and compensation (e.g. for hystere-
sis)

• Transmission of values in engineering units
such that the full accuracy of the field device
is propagated

• Improved reliability through self checking and
diagnostics

• Quicker installation due to reduced cabling and
faster commissioning due to remote calibration

• Digital signals less prone to interference in elec-
trically noisy environments

• Service records for preventive maintenance and
diagnostic status for predictive maintenance
available in devices’ databases for remote access
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• Asset management in terms of an inventory of
devices, serial numbers, locations, service his-
tory, specifications, configuration parameters,
etc.

• Increased device functionality means fewer
variants and hence reduced spares holdings

• Technology allows the development of innova-
tive instruments,e.g. multi variable transmitters

• Smart devices enable techniques such as neural
nets for parameter estimation or pattern recog-
nition, and fuzzy logic for nonlinear control, etc.

Froman economic point of view, the benefits to the
end user of using fieldbus are very tangible. Bear-
ing in mind that the cost of smart devices is un-
likely to be significantly different from that of con-
ventional instrumentation, it has been estimated
that:

• Some 40% savings on field installation costs will
be realised through reductions in cabling costs,
trunking, etc. due to many devices being con-
nected to a single bus via multi-drop serial con-
nections.

• There will be a reduction of about two-thirds
in the volume (or footprint) of I/O equipment,
such as marshalling cabinets, terminations, I/O
cards, barriers, power supplies, etc., through the
use of fieldbus interface cards.

• Savings of about £200/year per device will result
from reduced maintenance costs due to smart
devices’ remote re-calibration facilities.

• An average of 60% per valve will be saved on
repair costs by being able to determine which
valves can be fixed in situ and which must be
removed for repair through on-line analysis of
valve performance.

These benefits should, however, be tempered
witha knowledgeof thepotential drawbacks.Some
of the more obvious ones are:

• Due to the scope for providing user defined
function blocks, not all devices will be fully in-
teroperable.

• The process of allocating function blocks to de-
vices and programming the LAS is non-trivial.

• The handling of control schemes that straddle
more than one segment requires the use of gate-
ways.It may beeasier to realise complex schemes
within the DCS and simply use the fieldbus for
handling the I/O signals.

• The reduced scope for doing FAT means that
little testing and commissioning of a fieldbus
based system can be commenced until it is fully
installed.

50.12 Comments
Without doubt, fieldbus andopen systemtechnolo-
gies are changing the nature of process automa-
tion.Fieldbus certainly offers the prospect of more
sophisticated instrumentation with lower installa-
tion and running costs, and the potential draw-
backs are well understood. However, the process
industry is notoriouslyconservative and end users
are looking for hard evidence that the benefits can
be realised in practice. It is not just the technol-
ogy that is different but also working practices in
terms of maintenance, support and training. Typi-
cally,experience is sought on smaller projects,such
as retrofits, before moving onto larger projects.

It is mostly on new plant that the opportunity
it taken to go down the fieldbus route.A policy de-
cision can be made to commit to the technology
across the plant. For existing plant, it is difficult
to justify wholesale replacement of existing 4–20-
mA devices that are functioning effectively simply
for technological advantage. Even when a conven-
tional analogue instrument fails, itprobablymakes
sense to replace it on a like for like basis because of
factors such as spares policy, maintenance, and so
on. There remains a massive installed base of ana-
logue 4–20-mA type devices which will not disap-
pear overnight.
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This chapter explains the physical organisation of
the hardware of a control system in relation to the
plant.Given,as stated in Chapter 38, that the archi-
tecture of a system should match that of the plant,
it follows that its layout will too. However, there is
much variety depending on the nature of the pro-
cess, the size of the plant, the I/O point count as
defined in Chapter 4, and the technology used for
control. No two layouts are the same. This chapter,
therefore, focuses on typical systems covering the
location of major hardware items, the wiring and
cabling, marshalling of signals, power supply and
air distribution. Whilst much of this will eventu-
ally be overtaken by fieldbus,as described in Chap-
ter 50,there is nevertheless a massive installed base
of systems with conventional layouts with which
familiarity will be necessary for years to come.

There is a plethora of standards that relate to
this area. Perhaps the most important, despite be-
ing somewhat dated, is BS 6739 on the installation
of instrumentation in process control systems: this
is the dominant UK industry standard and has yet
to be superseded by an IEC standard.It is well com-
plemented by the EEMUA (1994) design guide on
electrical safety. The equivalent American docu-
ments are the API recommended practices (RP)
551, 552 and 554. For wiring purposes BS 7671 (the
IET Wiring Regulations) is the relevant standard as
is the IEC 61000 standard on the electromagnetic
compatibility front.The text by Atkey (2005) is well
regarded too.

51.1 Conventional Layout

The conventional layout of a DCS based control
system is depicted in Figure 51.1.

The field instrumentation is hard-wired into
field termination panels (FTP),sometimes referred
to as marshalling junction boxes. These are lo-
cated around the plant, either on an area or on
a major equipment item (MEI) basis, according
to the amount of instrumentation involved. Typ-
ically there would be some 50–100 I/O channels
per FTP. Channels, mostly of a 4–20 mA nature,
are individually wired up to one side of a termi-
nation strip in the FTP. Multicore cables, carrying
some 16, 32 or 64 cores, referred to as 8, 16 or 32
pairs, capable of handling one channel per pair, are
wiredup to theother side of theFTP.Multicores are
typically armoured for protection with individual
cores screened to minimise interference.

Segregation is a key issue, as explained in Sec-
tion 51.3 below. Intrinsically safe (IS) signals are
always segregated, from source, throughout the
system. Low level signals, such as from thermo-
couples, are normally segregated from source too.
It is good practice to segregate other signals, on a
like for like basis, at the FTP as far as is practicable
or economic to do so. Otherwise, and inevitably,
many of the multicores carry a mixture of ana-
logue and discrete, input and output signals which
have to be segregated in the marshalling cabi-
nets (MC) situated in the local equipment centre
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Fig. 51.1 Conventional layout of DCS type system

(LEC),sometimes referred to as the interface room.
Clearly the more segregation that can be done at
the FTP level, the less there is to do in the LEC.

The multicores from the FTPs are terminated,
typically on DIN rails, in the marshalling cabinets.
The significanceof theDINrails is that they areof a
standard size for which there are many proprietary
types of terminal block to enable terminations that
are screwed or push fitted (pins or spades), fused
and/or isolated, individual or grouped. It is not un-
common for the multicores to terminate in pre-
formed multipin plugs which engage in dedicated
multipin sockets. There is inevitably a trade off
here between cost and flexibility.

Within the marshalling cabinets the I/O chan-
nels are cross connected to the terminations of
other multicores which are wired through to the
plant interface units (PIU), also in the LEC. It is
inside the marshalling cabinets that the signals
from/to the field are grouped together on a like-
with-like basis and, notwithstanding segregation
done at the FTP level, the segregation policy is
applied. The marshalling cabinet is the equivalent
of an old-fashioned telephone exchange and re-
quires careful design to prevent it becoming like
spaghetti junction.

Also designed for DIN rail compatibility are a
host of I/O devices which can be mounted amongst
the terminations and cross connections as appro-
priate. Such devices include barriers (shunt diode,
galvanic, or otherwise as discussed in Chapter 52),
isolators, pilot valves (see Chapter 5) and relays.
When large numbers of these devices are involved,
it is not uncommon for them to be grouped to-
gether in separate marshalling cabinets, again on a
like with like basis.

The multicores from the marshalling cabinets
are connected to termination assemblies local to
each PIU and,typically via ribbon cables, to the I/O
cards within the PIUs.The layout of a PIU compris-
ing cards, racks, frames and cabinets is described
in Chapter 39.The process control unit (PCU),only
one is shown but there may be several, is depicted
as being a functionally distinct entity although, in
practice, it is physically located in the PIU cabi-
net. Data is transmitted by their PORT cards via
a highway realised by means of co-axial cable to
the operator control stations (OCS) in the control
roomandviagateways to higher level management
information systems (MIS).

Figure 51.2 shows a typical “channel diagram”
in which the route of two analogue signals, one in-
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put and one output, through the system layout
is depicted. The input channel is from an orifice
plate FE51 and the output channel is to a control
valve FV51. The diagram shows the devices, ca-
bles, terminal numbers, cabinets, power supplies,
etc. The input channel shows how the flow trans-
mitter draws its power from the power supply unit
(PSU): the specifics vary from one system to an-
other.Whilst this channel diagram is more detailed
than those shown in Chapters 44 and 46, it is nev-
ertheless incomplete in that, for example, there are
no barriers shown.

It is common practice for the LEC to be situ-
ated fairly close to the control room although this
is by no means necessary. For plants with large
numbers of I/O signals, it is normal to have several
LECs spread geographically, typically on a major
unit or train basis. Indeed, the highway nature of
a DCS enables plants that are widespread to have
several LECs and satellite control rooms. There is
therefore much scope for optimising the cost of ca-
bling by strategically situating the FTPs relative to
the LECs and the LECs relative to each other.

51.2 Power Supply
The power supply for light and heavy current
devices is handled differently. For light current
devices, such as transmitters and converters, the
power typically comes from the dc supply within
the PIU and is routed via the signals to the field
through the LEC directly. This is as depicted in
Figures 44.2, 44.3, 46.3and 46.4.However, forheavy
current equipment,such as pump and agitator mo-
tors, power is distributed through the motor con-
trol centre (MCC),also shown in Figure 51.1.Every
sub-system,circuit,etc. shouldbe individually pro-
tected by its own fuse or miniature circuit breaker.
Elements that may be used independently should
be capable of being isolated and separately pro-
tected.

Three phase 415 V alternating current (a.c.)
mains supply isnormally brought into theMCC via
a substation, from which single phase 240 V sup-
plies are taken off. It is common practice to drive

plant items with single phase 110 V a.c. which is
generated locally from the mains supply by means
of a transformer. In total, it is normal for the power
supply system to have some 25% excess capacity
with spare circuits to allow for future modifica-
tions.Diverse power supplies must be provided for
critical applications such as ESD systems. This is
typically realised by means of stand-by generators
which cut in on mains power failure and/or battery
back-up.

The MCC usually contains racks of relays used
for switching the power on and off.A typical mod-
ern relay is solid state and has a dedicated I/O card
with four channels configured as appropriate. Two
are DINs used for Auto/Manual and Run/Stop and
two are DOTs for Start and Stop. These are ma-
nipulated by discrete I/O signals from the DCS via
the highway and a serial interface. If there are not
many relays, then the discrete I/O can be routed
between the LEC and the MCC directly using mul-
ticores from a marshalling cabinet.

It is fairly obvious that the cabling of even a
moderately sized control system is a major electri-
cal engineering commitment. The LEC and MCC
are normally adjacent to each other. By optimising
the positions of the FTPs relative to the LEC and
MCC significant reductions in cable length may
be realised. For plants with large point counts it is
normal to have several LECs and MCCs providing
scope for further optimisation. Cabling costs can
be reduced further by the use of field multiplexors.

It is not just the wiring and terminations that
are expensive but also the supporting infrastruc-
ture of racks, frames, cabinets, conduit, trunking,
cable trays, etc. For plants with point counts in the
thousands it is often necessary,becauseof the sheer
volume of cabling, to have false floors under the
LEC to provide the space to enable the cables to be
brought into the marshalling cabinets and PIUs.

There are well developed standards and codes
of practice on wiring and cabling, covering issues
such as size/types to use, colour coding, earthing,
etc., with which all competent electrical contrac-
tors should be familiar. In the UK the standard is
BS 7671, otherwise known as the IET Wiring Reg-
ulations (2001).
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51.3 Segregation Policy
This is a major factor in the design of a plant and
must be planned for carefully as opposed to being
allowed to evolve by default. There are two aspects
to this:

1. Segregation of electrical power lines from in-
strument signal cables. These must be kept
apart otherwise electrical noise, mains fre-
quency and power spikes will be induced from
the power lines onto the instrument signals.
As a rule of thumb, for a.c. power cables up
to 10 A rating run in parallel with instrument
cables carrying 4–20 mA or 5–50 V d.c. signals,
a minimumseparation of 25 cm is required.For
instrument cables containing low level signals,
say 0–5 V d.c., a minimum separation of 30 cm
is required from other instrument cables.
The extent to which induction occurs, not just
between cables but also between devices,enclo-
sures, cabinets, etc., depends upon the quality
of screening as well as the distances between
them. Indeed, screening, bonding and earthing
is fundamental to noise free signals. A variety
of techniques and practices exist for which the
IEC 61000 standard on electromagnetic com-
patibility (EMC) is the yardstick.

2. Segregation of one type of instrument signal
from another. Instrument channels may be seg-
regated on the basis of:
• Signal type
• Plant item/type
• Process function

as determined by the requirements for:

• Card/rack organisation
• Redundancy
• Intrinsic safety
• Electrical isolation
• Emergency shut down
• Manual operation
• Local/remote power supply
• Power amplification

One common category of segregation is between
IS and non-IS signals which is typically realised
by means of using different multicores and des-

ignated IS marshalling cabinets. Indeed, whereas
power cables are normally coloured black and in-
strument multicores are grey, the multicores for IS
circuits are often colour coded blue. For the pur-
poses of isolation and emergency shut-down, it is
common practice to have the I/O signals for spec-
ified MEIs routed through designated marshalling
cabinets. Otherwise, segregation is largely realised
by means of the cross connections within the mar-
shalling cabinets.

51.4 Air Supply
The air supply for pneumatic equipment is always
provided by means of some central compressor
and distributed throughout the plant by pipework.
Ideally the compressor should be of the oil-free
typebut, for larger installations, the lubricated type
is often necessary. A typical compressor configu-
ration is as depicted in Figure 51.3 in which the
mains powered rotary compressor is backed up by
a diesel powered reciprocating compressor, each of
which is capable of being isolated for repair. The
compressors discharge into a receiver vessel.

Typically air is supplied at 8.0 bar gauge pres-
sure. The compressor switches on when the re-
ceiver pressure drops to, say, 7.8 bar and switches
off when it reaches,say,8.2 bar.Clearly a simple on-
off control system of the type described in Chap-
ter 28 is required. The compressor should have
some 50% spare capacity in relation to the total in-
strument air consumption and, for reliability pur-
poses, sized such that it is on load for some 50% of
its time. For small systems the receiver is integral
with the compressor but for larger installations it is
normally a separate vessel. The receiver’s capacity
should be such as to continue to provide air for up
to 30 min after failure of a single compressor but
obviously, for a dual compressor system, a much
smaller receiver is permissible.

It is normal for a compressor to be fitted with
an after cooler/separator to remove most of the
free water from the compressed air. The most un-
reliable part of a compressor system, and the most
likely cause of total loss of air supply, is its cooling
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system which invariably uses cooling water. Flow
and temperature sensors, linked into alarms and
trips as appropriate, are essential for detecting ab-
normal conditions.

The quality of the air is important to prevent
condensation in the pipework and deposition of
dust, oil and water in the working parts of pneu-
matic devices. A typical specification is as follows:

• Dew point of 10◦C less than the minimum ambi-
ent temperature.To meet this criterion, it is often
necessary to install a pair of air dryers down-
stream of the cooler/separator. These are usu-
ally of the adsorption type, the adsorbent being
a desiccant which is automatically regenerated.
Thedryers are installed in parallel whichenables
one to be on duty with the other on regeneration,
their operations being intermittently switched
over.

• Amount of oil should be <1 ppm. If the com-
pressor used is of the lubricated type, usually
necessary for larger installations, then an oil ab-
sorber is also required.This isnormally installed
upstream of the dryer to protect the desiccant
from contamination.

• No dust particles >3 ‹m in size. This is princi-
pally realised by means of filters on the air in-
take,but filters can also be installed downstream
of the dryers.

Distribution of compressed air about the plant is
by means of pipework.The pipework should be in-
stalled so that it is self draining with blow down
valves at the lowest points. The main air headers
are pipes of up to 50 mm diameter, typically of

stainless steel, copper or aluminium. On smaller
headers blow down is normally realised by means
of the filters associated with individual elements,
as described in Chapter 5.

Down at the level of individual elements, it is
becoming increasingly common in manufacturing
industries to use flexible nylon tubing, typically of
6 mm nominal bore. However, in the process in-
dustries, because of the potential for tubing to be
exposed to heat, perhaps because of proximity to
hot pipes and/or vessels, it is normal to use metal
tubing. When a number of tubes are run together
on the same route, multicore tubing is usually a
cheaper option. Multicores typically contain 12 or
19 tubes laid-up and sheathed overall with plastic.
The principal constraint on the use of multi-core
tubing is their lack of flexibility and the minimum
radius of bending.

51.5 Comments
As articulated in Chapter 59, the control and in-
strumentation budget is likely to be some 5–10%
of the capital cost of a plant and the electrical bud-
get a further 5–10%.Within these, the distribution
of signals and the provision of power and air sup-
plies, both in terms of equipment and installation
costs are substantial. Whilst these topics are of a
Cinderella nature, and would never arouse any en-
thusiasm in academia, the control and electrical
infrastructure is nevertheless of fundamental im-
portance to the effective design and operation of
process plant.
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If a flammable material is mixed with air, the mix-
ture produced is normally explosive over a wide
range of concentrations. This applies not just to
gases, but to mixtures (with air) of flammable
vapours,mists and dusts too.When using electrical
equipment, such as instrumentation, in explosive
atmospheres it is essential that the equipment can-
not ignite the mixture. This can be caused by elec-
tronic components which become very hot dur-
ing normal operation. Ignition can also be caused
by electrical sparks produced under fault condi-
tions. Other devices, such as switches and relays,
are sources of sparking too. Instrumentation that
is specifically designed for use in such hazardous
areas is said to be intrinsically safe (IS).

IS certified instruments may not be available
for a given application, or may be prohibitively ex-
pensive, in whichcase installation of non-IS instru-
mentation in some form of enclosure will have to
be considered. Furthermore, it is not sufficient just
to have IS instrumentation. The circuits between
instrumentation in hazardous areas and the con-

trol and/or protection systems in non-hazardous
areas are themselves sources of potential overvolt-
age and excessive current. These have to be pro-
tected against by means of barriers.

This chapter provides a working knowledge of
intrinsic safety and related issues. It is a surpris-
ingly complex area and the reader is referred for
more detailed information to the texts by Garside
(1991, 1995). There are many standards that relate
to IS, in particular IEC 60079, together with the
explosive atmosphere (ATEX) 100A directive that
became mandatory with effect from 2003.

52.1 Intrinsic Safety
The European standard which covers the general
requirements for the selection, installation and
maintenance of electrical apparatus for use in po-
tentially explosive atmospheres is EN 50014 (1998)
and the standard which specifically relate to intrin-
sic safety is EN 50020 (1995). The dates of these
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standards are rather misleading: most are well es-
tablished national standards which have been re-
released as EU standards. Note that these relate to
low power electrical equipment in general and not
specifically to instrumentation.

Intrinsic safety is concerned with the probabil-
ity of a fault occurring in an instrument (a fault
that could ignite an explosive mixture if it were
present) andof the simultaneouspresenceof an ex-
plosive mixture.An IS device is one whose circuits
have been designed such that the amount of energy
available from them is restricted. Thus the energy
available must be low enough to ensure any sparks
or thermal effects produced cannot ignite the spec-
ified explosive mixture for which the device is cer-
tified.The testing carriedout includesbothnormal
operation and specified fault conditions.

There are two standards of intrinsic safety:

ia is the higher standard for which safety is main-
tained by equipment design that provides pro-
tection for tolerance of two independent faults.

ib has a lower safety margin since it is only main-
tained with a single fault.

Intrinsic safety prevents explosions being caused
by hot surfaces and electrical sparks only. It does
not protect against ignition by other causes such
as static discharge and frictional sparking.

52.2 Hazardous Areas
A hazardous area is one in which explosive gas-air
mixtures are, or may be expected to be, present in
quantities suchas to require special precautions for
the construction and use of electrical equipment.

There are three categories of hazardous area,
referred to as zones as defined in Table 52.1, de-
pending on the probability of an explosive mix-
turebeing present.The emphasis is largely on gases
and vapours although, for reference, the equivalent
standards for dust explosions are listed.America is
moving from its traditional division based cate-
gorisation towards zones.

Table 52.1 Categories of hazardous zone

IEC 60079

(part10)

Gases

IEC 6124

(part 3)

Dusts

NEC 505

Gases

NEC 500

Gases & dusts

Zone 0

Zone 1

Zone 2

An explosive gas-air mixture is continuously present, or present for long 

periods, typically > 1000 h/year

An explosive gas-air mixture is likely to occur, either occasionally or 

intermittently, in normal operation, typically 10–1000 h/year

An explosive gas-air mixture is not likely to occur in normal operation and, 

if it does, will exist for only a short time, typically < 10 h/year

Zone 20 Zone 0 Division 1

Zone 21 Zone 1 Division 1

Zone 22 Zone  2 Division 2

For UK and EU For US

–

–
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An area which is not classified as being Zone 0, 1
or 2 is assumed to be a non-hazardous or “safe”
area by default. Only instrumentation certified to
ia standard is suitable for use in Zone 0 but can be
used in Zones 1 and 2. Instrumentation certified to
ib standard is generally acceptable for Zones 1 and
2 only.

The zoning of a plant, i.e. the designation of
areas as being Zone 0, 1 or 2, or as being safe, is
essentially a process design decision. Typical ex-
amples are:

Zone 0: Close to the vent of a vessel containing
flammable volatile liquids.
Close to the gland of a control valve
in a high pressure pipeline containing
flammable materials.
Close to a pump with a leaking seal.

Zone 1: Close to a sample point where samples of
flammable materials are withdrawn from
a vessel for analysis.
Close to a filter whose cloth/medium is
changed intermittently.
Close to a drain which handles occasional
spillages.

Zone 2: Close to all items of plant and pipework in
which flammable materials are handled.

Safe: Control rooms, interface rooms, motor
control centres, etc.

Zoning essentially involves identifying potential
sources of release of flammable materials and de-
ciding upon the “closeness”. A zone generally con-
sists of a region around the source of release, the
extent of the zone being the distance from the

source to the locus of the lower explosive limit
(LEL). The shape and size of a zone is deter-
mined by a number of factors such as rate of re-
lease of flammable material, rate of evaporation,
rate of dispersion, wind speed and direction, am-
bient temperature, density, position of walls, etc.
Typically a spherical zone is specified about the
source of release, the radius of which is equivalent
to the LEL with some margin for error built in. A
conical zone is sometimes specified for gases and
vapours whose density is substantially different to
that of air.

The basic approach is to consider each source
of release, or potential source of release, in turn.
First, consider a source under normal operating
conditions. Then consider the same source under
abnormal or fault conditions. This typically leads
to a relatively small Zone 0 or 1 with a larger sur-
rounding Zone 2 area. Note that it is not necessary
to consider catastrophic failure conditions: that is
a function of plant design with which zoning is not
intended to cope.

It is inevitable that plants contain a mixture of
zones and overlapping zones. Often, to avoid con-
fusion, whole areas of plant will be designated as
the “worst case” zone. There is a cost penalty for
this in terms of more expensive instrumentation
than would otherwise have been the case, not to
mention the increased maintenance and support
costs throughout the life of the plant. With multi-
products and multi-purpose plant,where the gases
and zones are not necessarily known a priori,worst
case zoning is the only option.

Table 52.2 US and EU classification of gas groups

Representative gas NEC 500
(gases and vapours)
group

IEC 60079
(part 0)
group

Comment

Methane – I Relates to mining applications

Propane D IIA

Ethylene C IIB

Hydrogen B IIC Referred to as either the H2 or

Acetylene A C2H2 group



388 52 Intrinsic Safety

There is much scope for variabilityand much need
for common sense because little help is available in
determining the shape and size (radius) of a zone.
Many companies have developed in-house stan-
dards for zoning based upon previous experience.
The most useful document in the public domain
is the Institute of Petroleum (IoP) Code of Prac-
tice Part 15 (1990). The widely quoted American
Petroleum Institute (API) recommended practice
RP 14C (1998) provides generic guidance on sys-
tem layout for offshore structures but nothing on
zone sizing.

52.3 Gas Group
The gas group, sometimes referred to as the appa-
ratus group,defines thegases and vapours in which
an instrument is certified to operate. This is done
by considering the electrical energy, in the form
of an arc or spark, which is needed to ignite the
gas. The gas group is therefore of particular im-
portance when specifying enclosures.All common
industrial gases are allotted to one of four groups.
These groups are often referred to by the name of
the gas indicated in Table 52.2, the gas being rep-
resentative of that group.

Group I is the least and group IIC the most
explosive. It follows that instrumentation certified
for use in a particular gas group can be used in gas
groups above it. For example, a Group IIB instru-
ment may be used in Group IIA.

52.4 Temperature Class
This defines the maximum surface temperature of
the components in an instrument.The surface tem-
perature must not exceed the gas ignition tempera-
ture under specified conditions.There are six max-
imum surface temperature bands, classes T1 to T6,
as defined as in Table 52.3. The essential difference
between the UK/EU and the US classes is that the
US classes provide for a finer categorisation.

Table 52.3 US and EU definition of temperature classes

Maximum
surface
temperature
deg C

US (NEC 500)
temperature
class

UK/EU and
US (NEC 505)
temperature
class

450 T1 T1

300 T2 T2

280 T2A

260 T2B

230 T2C

215 T2D

200 T3 T3

180 T3A

165 T3B

150 T3C

135 T4 T4

120 T4A

100 T5 T5

85 T6 T6

All common industrial gases are allocated to one
of the six classes, according to ignition tempera-
ture. For example, pentane, which has an ignition
temperature of 285◦C, cannot be used with instru-
mentation of UK/EU temperature class T2 because,
potentially, some components could be as hot as
300◦C.Thus pentane must have a temperature class
of T3, and any instrument of class T4, T5 or T6
could also be used. On the US scale a temperature
class of at least T2A is required. Note that the tem-
perature class and the gas group are not related.
For example, hydrogen requires very little spark
energy to ignite it, but the surface temperature for
ignition is very high.

Also note that the surface temperature of a
component depends on its rate of heat loss to the
ambient, which in turn depends upon the temper-
ature of the ambient. Therefore, the temperature
classification is stated with reference to an arbi-
trary maximum ambient temperature of 40◦C.This
is high enough for most purposes. However, if an
instrument is operating in conditions hotter than
this, a higher temperature classification may be
necessary.
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Table 52.4 Groups and classes for common explosive mixtures

Gas/vapour Gas group
required

UK/EU
temperature
class required

Acetic acid IIA T1

Acetone IIA T1

Acetylene IIC T2

Ammonia IIA T1

Butane IIA T2

Carbon disulphide IIC T6

Cyclohexane IIA T3

Di-ethyl ether IIB T4

Ethanol IIA T2

Ethylene IIB T2

Hydrogen IIC T1

Kerosene IIA T3

Methane IIA T1

non-mining
applications

Methanol IIA T1

Methyl ethyl ketone IIA T1

Natural Gas IIA T1

Propane IIA T1

n-Propyl alcohol IIB T2

iso-Propyl alcohol IIA T2

Toluene IIA T1

Xylene IIA T1

52.5 Common Explosive Gas-Air
Mixtures

Thegas (apparatus) groupand temperature classes
for a number of common explosive gas-air mix-
tures are given in Table 52.4.

52.6 Types of Protection
To identify the technique used to ensure safety
in a potentially explosive atmosphere, it has been
agreed internationally that the letters “E Ex” shall
be followed by a letter code, as indicated in Ta-
ble 52.5. The identification is attached to the in-
strument by means of a permanent label.

52.7 Certification
Certification is issued on the basis of type test-
ing by a notified body: various such bodies exist
within the UK, EU and US. Thus, a representative
instrument is subjected to testing and, if approved,
all other instruments made to the same design and
manufactured to the same quality are certified.

The two certifying authorities relevant to the
UK and EU are the British Approvals Service
for Electrical Equipment in Flammable Atmo-

Table 52.5 E Ex types of protection

Type of protection Code Zone IEC 60079 CENELEC Standard

General requirements – – Part 0 EN 50014
Combined methods (category 1G) – Part 26 EN 50284
Intrinsic safety ia 0 Part 11 EN 50020

ib 1
Combinations of IS – – Part 25 EN 50039
Flameproof enclosures d 1 Part 1 EN 50018
Powder filling q 1 Part 5 EN 50017
Pressurised apparatus p 1 Part 2 EN 50016
Encapsulation m 1 Part 18 EN 50028
Oil immersion o 1 Part 6 EN 50015
Increased safety e 1 Part 7 EN 50019
Special s 0 or 1 None
Non-incendive n 2 Part 15 EN 50021
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spheres (BASEEFA),which ispart of theHealthand
Safety Executive (HSE), and the European Elec-
trical Standards Co-ordination Committee (CEN-
ELEC). Equipment certified by BASEEFA is cer-
tified to the latest CENELEC regulations and is
recognised as such in all its member countries.

Identification of a CENELEC certified instru-
ment is as follows:

E Ex ia IIC T4 (BASEEFA No. Ex 537687 J)

the component parts of which indicate respectively
that:

1. The instrument is certified to the appropriate
CENELEC standard.

2. The instrument provides protection against ex-
plosion.

3. Its intended use is for Zone 0 but may be used
in all other zones.

4. It may be used with gases in the hydrogen or
any other group.

5. It should not be used with any gas whose igni-
tion temperature is below 135◦C.

6. The instrument has been type tested for which
the certificatenumbered has been issued by the
certifying authority.

It is evident that intrinsic safety is very specific.
The IS requirements of an instrument have to be
determined according to the application in terms
of zone, gas group and temperature classification.
IS certification is not blanket: an instrument being
“IS” doesn’t mean it can be used in any hazardous
situation.

52.8 Flameproof Enclosures
The use of flameproof enclosures provides“type d”
protection and is often referred to as explosion
proofing.Forinstrumentation it is an expensive al-
ternative to intrinsic safety,but enclosures are used
extensively with heavy current electrical equip-
ment suchasmotors andswitchgear.Theapproach
is to recognise that non-IS equipment is a potential
source of ignition and that contact with an explo-
sive mixture is inevitable. The principle of design

is to allow ignition but to remove heat at source to
prevent propagation of an explosion.The principal
design criteria for enclosures are that they must:

• Completely surround the item of electrical
equipment and be of sufficient strength to with-
stand internal explosions.

• Suppress any internal flame such that it can-
not ignite external explosive mixtures through
joints or structural openings in the enclosure.

• Restrict the maximum external surface temper-
ature to below the ignition temperature of any
external explosive mixture.

A classic example is in the use of d.c.motors.These
are heavy current devices so IS is not an option.
They are often cooled internally by a draught of
air. In a potentially explosive gas-air mixture this
is problematic. A purpose designed enclosure is
the solution. The enclosure is a strong steel cas-
ing with deep narrow openings to enable air to
be sucked in/blown out. The openings are heavily
flanged such that, in the event of an internal explo-
sion, heat is absorbed by the flanges and the flame
suppressed before the combustion gases exit the
enclosure.

Enclosures are specific to:

• The rating of the equipment for which they are
designed, both under normal operation, over-
load and defined fault conditions

• The surrounding explosive atmosphere

As with IS equipment, flameproof certification is
not “blanket” and enclosures approved for one ap-
plication cannot necessarily be used for another.

The powder (or sand) filled “type q” of pro-
tection is conceptually not dissimilar to that of
flameproof enclosures in that the objective is to
contain the explosion and/or quench any subse-
quent flame. Type q protection is not common in
the UK/EU.

52.9 Pressurisation and Purge
Pressurisation provides “type p” protection. If IS
instrumentation is not available,as is often the case
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with analytical instrumentation, and flameproof
enclosures are not viable, this alternative approach
to protection should be considered. The strategy is
simple. Install the instrumentation inside a pres-
surised cabinet: if the pressure inside the cabinet is
higher than outside, any leakage will be outwards
and potentially explosive gases will be excluded.
There are a number of important issues regarding
pressurised cabinets:

1. Pressurisation is normally realised by means of
compressed air.The source of air must not itself
potentially contain explosive mixtures. For ex-
ample, a small compressor local to the cabinet
would simply draw in air from the same atmo-
sphere against which protection is being pro-
vided! The works compressed air supply is usu-
ally adequate. Otherwise air or nitrogen cylin-
ders may be considered.

2. The cabinet pressure does not need to be large;
0.02 bar gauge is quite sufficient,but it must ex-
ist. A pressure alarm will therefore be needed
to indicate a drop in cabinet pressure.

3. The main source of air leakage from a pres-
surised cabinet is through the conduits etc.
through which the wires and cables enter.These
normally have glands fitted to reduce the losses
but, in practice, it is almost impossible to stop
the leakage altogether. Leakage through the
cabinet provides for purging.

4. Access to the cabinet for maintenance etc. may
need to be strictly controlled: clearly it cannot
be pressurised if the door is wide open.

The encapsulation “type m” and oil immersion
“type o” protection is conceptually not dissimilar
to that of pressurisation and purge in that the ob-
jective is to keep the explosive mixture away from
potential sources of ignition. Type m protection
is becoming commonplace for many components
and sub assemblies, solenoid valves being a good
example. Type o is often used with transformers.

52.10 Other Types
of Protection

“Type e” protection means increased safety that is
realised by means of design. A typical example is
a junction box for which the number of terminals,
their type and spacing is restricted to minimise the
scope forshort circuiting. Inductionmotors are of-
ten of type e.

“Type s” means special protection which is a
miscellaneous category for any proven method of
protection for which there is no standard. Devices
of "type s" may be used in whatever zone they are
certified for: this includes Zone 0.

“Type n” protection is commonplace. It means
that electrical equipment has been designed and
constructed to be non-incendive. As such it is not
capable, under normal operating conditions, of ig-
niting a surrounding explosive atmosphere, and
any fault capable of causing ignition is not likely to
occur.Good examples of this are switches, junction
boxes and light fittings used in hazardous areas.

Note that mixed technology devices arebecom-
ing increasingly common with,for example,a“type
m”device having “type e” terminations.

52.11 Ingress Protection
There is no point in carefully spectifying devices
and/or systems to provide protection against par-
ticular requirements if they are not mounted or
installed in such a way as to guard against ingress
of extraneous materials. Thus EN 60529 (1992) is
a standard for certifying cases and housings for
ingress protection (IP). A two lettered IP code is
used as defined in Table 52.6.

Thus, for example, a casing rated as IP 54 will
provide protection against both dust and splashing
water and is suitable for most indoor applications.
IP 55 is typically specified for outdoor use and IP
66 for offshore applications.
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Table 52.6 Ingress protection codes

First numeral Second numeral

0 No protection 0 No protection

1 Objects greater than 50mm 1 Falling water drops (vertical)

2 Objects greater than 12 mm 2 Falling water drops (to 15˚ from vertical)

3 Objects greater than 2.5 mm 3 Spraying water

4 Objects greater than 1.0 mm 4 Splashing water

5 Dust protected 5 Water jets

6 Dust tight 6 Powerful water jets

7 Temporary immersion

8 Continuous immersion

52.12 Barriers

As mentioned, the circuits between instrumenta-
tion in hazardous areas and the control and/or
safety systems in non-hazardous areas are them-
selves sources of potential ignition.This is because
of the scope for excessive current and/or overvolt-
age caused by short circuiting, cross wiring, use
of the wrong power supply, etc. Barriers provide
protection against such events.

Circuit diagrams indicating the use of barriers
with both analogue and discrete I/O channels are

shown in Figures 44.2, 44.3, 46.3 and 46.4. In these
diagrams the barriers and the I/O cards would all
be in safe areas, the field devices being in some
hazardous area. There are different types of bar-
rier. The most common type is the so called shunt
diode barrier, as depicted in Figure 52.1, which is
based upon part of Figure 44.2.

The basic principle of a barrier is to restrict,
to a safe level, the amount of energy that can be
transmitted through a channel under fault condi-
tions,without significant attenuation of the control

0V

24V

AIN card

Barrier

4-20mA

Ω250

Safe Hazardous

Fig. 52.1 Circuit of shunt diode barrier
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signal under normal conditions. A simple barrier
consists of a resistor, fuse and zener diode. The
resistor limits the flow of current through the cir-
cuit in normal operation. It also establishes a volt-
age across the zener. If the current becomes exces-
sive the fuse blows. If the voltage across the zener
rises to its breakdown value, current is leaked to
earth. This may also blow the fuse. The values of
the fuse capacity, resistance and breakdown volt-
age are carefully specified according to the maxi-
mum permissible current and voltage in the circuit
as a whole.

Barriers that have been activated need to be
checked carefully to ensure that the zener has not
been damaged.Modern barriersnormally havedu-
ality of components to provide redundant protec-
tion,as indicated in Figure 52.2.Note also the diode
in the signal path whichprovidesprotection for the
AIN card and power supply.

Fig. 52.2 Circuit of dual shunt diode barrier

Shunt diode barriers are self contained devices
which are of a modular construction, typically de-
signed for mounting on an earthing busbar in a
termination rack. The importance of good earth-
ing cannot be over emphasised.

The constraints imposed by the shunt diode
barrier can be reduced, at an increased cost, by the
use of isolating IS interface devices that do not tie
the hazardous and safe area circuits to earth or to
each other. The most common types are galvanic
isolators, solid state relays and optical couplers.
The galvanic type is based upon a transformer us-
ing high frequency modulation to handle dc cur-
rents. The high input impedance of solid state de-
vices forms a natural barrier.Optical coupling is of
particular use with discrete signals.

There is no point in using IS instrumentation and
barriers if the cables between them contain suffi-
cient electrical energy to cause ignition in the event
of a discharge.This problem is addressed by means
of certification.

52.13 Certification of Barriers
A modular approach is used.The barrier certificate
will specify:

• Maximum power, i.e. current (amps) and volt-
age (volts), under fault conditions for which it is
rated

• Maximum capacitance (Farads) and inductance
(Henrys) for the circuit protected, i.e. for the IS
device and its cabling

The IS device certificate will specify:

• Maximum current and voltage that the instru-
ment can receive

• The instrument’s internal capacitance and in-
ductance

The instrument can then be used safely with any
barrier whose maximum current and voltage are
less than or equal to the maxima for the instru-
ment.

The maximum capacitance and inductance
permitted for the cable are found by subtracting
the internal values for the instrument from the
maximum values specified for the barrier.

52.14 ATEX Directives
The ATEX 100A directive is aimed at manufactur-
ers of equipment intended for use in hazardous ar-
eas,compliance with which became a legal require-
ment in 2003. It details how manufacturers are to
meet essential safety requirements in relation to all
equipment and protective systems intended for use
in potentially explosive atmospheres.The directive
applies to all systems made, imported or sold in the
EU. In essence, equipment is categorised as being
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either Group I for the mining industry or Group II
for other industries, with sub categories according
to zones and sub divisions for gases, vapours and
mists (G) and dusts (D) as depicted in Table 52.7.

Table 52.7 Equipment categories of the ATEX directive

ATEX Equipment Area Protection
Category classification type

II 1 G or II 1 D Zone 0 ia

II 2 G or II 2 D Zone 1 ib

II 3 G or II 3 D Zone 2 n

The conventions for ATEX certification and CEN-
ELEC identification contain different information
and will co-exist. For example, CENELEC con-
tains gas group and temperature classification data
which ATEX doesn’t.An example of the ATEX con-
vention is as follows:

CE 0600 Ex II 1 G

the component parts of which indicate respectively
that:

1. The instrument conformswith the electromag-
netic compatibility directive 89/336/EC.

2. Reference to the notified body.
Codes: 0123 for TUV, 0518 for SIRA, 0600 for
BASEEFA, etc.

3. Protection against explosion.
4. Equipment: Group II for chemical and process

industry applications.
5. Equipment: Category 1,2 or 3 according to zone

and type of protection.
6. Type of atmosphere: G for gases, vapours and

mists or D for dust.

There aredifferent requirementson the implemen-
tation of ATEX 100A for the suppliers of equip-
ment for use in hazardous areas and for the end-
users. These are summarised in Table 52.8 which
is self explanatory. Note that for Group II.2 a dis-
tinction is made between electrical and mechan-
ical equipment and/or subsystems. Thus different
criteria will apply to, say, the actuator and body of
a solenoid operated isolating valve.

ATEX 137,another directive which also became
effective from 2003,addresses personnel related is-
sues in hazardous areas. This requires production
of an explosion protection document which quan-
tifies the basis on which equipment is specified
according to area classification, equipment cate-

Table 52.8 Implementation requirements of the ATEX directive

Equipment category II 1 II 2
elec

II 2
mech

II 3 100A
annex

Supplier’s design

Certification by notified body Yes Yes III

Self certification Yes Yes VIII

Surveillance of manufacture

QA of production by notified body Yes IV

QA of product by notified body Yes VII

QA by supplier Yes Yes VIII

End-user’s installation

Unit verification by notified body Yes

Inspection by notified body Yes

Results of risk analysis lodged with notified body Yes

Self certification Yes
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gories, gas groups, temperature classes, etc. Organ-
isational measures such as training requirements,
maintenance instructions, issue of permits, provi-
sion of warning signs,etc.,mustalso be articulated.

A likely consequence of ATEX 137, because of the
extra costs involved in conformance, ismore care-
ful targeting of area classification as opposed to
the current practice of blanket zoning.
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53.10 Hazard and Demand Rates

53.11 Comments

Underpinning the design of safety and protec-
tion systems are calculations about reliability. This
chapter therefore explains the concepts of reliabil-
ity and defines the terminology. The term “relia-
bility” is itself confusing in that it has two mean-
ings. In a general sense it is used to loosely de-
scribe the failure characteristics of any device or
system. However, for systems that are unrepairable
it has a very precisely defined probabilistic mean-
ing.Various commonly used relationshipsof a sim-
ple mathematical nature are developed. The ap-
proach here is to establish the principles and to
defer their application to subsequent chapters. For
a more comprehensive treatment of the subject the
reader is referred to the texts by Andrews (1993)
and Goble (1998).

53.1 Unrepairable Systems
Much of the reliability theory has been developed
in relation to unrepairable systems. These are sys-
tems which are dispensed with once a fault occurs,
such as missiles and sub-sea valves.The life of such

an element or system is characterised by its relia-
bility (R) which is the probability that it will op-
erate to an agreed level of performance. An exam-
ple of the performance criterion for an instrument
could simply be that it does/doesn’t work to an
accuracy of ±2%.

Reliability varies with time: an instrument that
has just been checked and calibrated should have
a reliability of 1.0 when first brought into use but
may only have a reliability of 0.99 six months later.
Unreliability (uR) is the complement of reliability.
Since an element or system can only be failed or
not failed, the sum of reliability and unreliability
must be unity:

R(t) + uR(t) = 1.0 (53.1)

The failure rate (�) is the average number of faults,
per device, per unit time. Failure rates are calcu-
lated from mean time to failure (MTTF) data. Sup-
pose that a large number of new devices are put
into service, thedevices andconditionsbeing iden-
tical,andallowed to operateuntil they fail.The time
(hours) taken for each device to fail is noted and
that device is then taken out of service.The average
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of these times, when all of the devices have failed,
is the MTTF:

� =
1

MTTF
(53.2)

If the units of MTTF are hours then those of � are
failures per hour. However, � is more commonly
articulated in terms of failures per year (8760 h) or
failures per million hours (FPMH).

Reliability R(t) and failure rate (�) are related.
Consider no identical devices set in operation at
time t = 0. Suppose that nf have failed after a time
t. Assuming that there are no repairs, the number
surviving is

ns = no − nf (53.3)

Let an additional ānf fail during the following time
interval āt. The number of faults, per device, per
unit time is thus given by

� ≈ 1

ns
.
ānf

āt

which gives in the limit:

� =
1

ns
.
dnf

dt

Differentiating Equation 53.3,noting that no is con-
stant, and substituting gives

dns

dt
= −

dnf

dt
= −�.ns

Assuming � is constant, integration yields

ns
∫

no

dns

ns
= −�

t
∫

0

dt

whence:
ns = no.e

−�t

From its definition, reliability may be articulated
as the ratio of ns to no which gives the exponential
relationship

R(t) = e−�t = e−t/MTTF (53.4)

The two assumptions underlying this exponential
relationship are emphasised: that there are zero re-
pairs and that the failure rate is constant.

53.2 Repairable Systems
Repairable systems are the norm in the process
industry sector. If a system fails, the faulty parts
are repaired and/or replaced, and the system put
back into service. The failure rate of a typical com-
ponent, device or system varies throughout its life
as depicted in Figure 53.1, the so-called“bath-tub”
curve.

λ

t (years)

(failures / year)

I

II

III

Fig. 53.1 The bath tub curve

Inspection of the bath-tub curve reveals three dis-
tinct phases, each with different characteristics
which are somewhat exaggerated in Figure 53.1:

• The first phase is that of infant mortality in
which failures due to faulty design and manu-
facture dominate. Modifications are made and
faulty components are repaired or replaced with
good ones resulting in a decreasing failure rate.
The majority of infant mortality failures can be
expected during testing by the manufacturer or
during commissioning.

• The second phase is that of normal working
life, often referred to as service life, and char-
acterised by a constant failure rate (�) due to
random component failure. All the metrics for
repairable systems relate to this phase for which
there are two principal sub-divisions, namely
continuous mode and demand mode of oper-
ation.

• The third phase is that of longevity: increasing
failure rates due to wear and ageing of compo-
nents.
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A particularly useful metric is the mean time be-
tween failures (MTBF) of an element or system.
Suppose that a large number n of identical devices
are tested over a period of time T. Each fault is
recorded, the device repaired and put back into
service, and the total number of faults nf during
the period T found. The observed MTBF is

MTBF ≈ n.T

nf
(53.5)

For example, if 150 faults are recorded for 200 dp
cells over 1.5 years the MTBF is 2.0 years.

It is evident that MTBF must include the mean
time to repair (MTTR) of the devices. The balance
is known as the mean time to fail (MTTF):

MTTF + MTTR = MTBF (53.6)

Note that MTTR requires careful definition. An
equipment vendor’s estimate of MTTR will always
assume that a fully trained technician, complete
with appropriate spares and test equipment, is on
hand for 24 h per day, and that the failed equip-
ment is immediately available for repair. Vendor’s
estimates of 1 h for MTTR are common. In the real
world, staffing levels (8- or 24-h days, 5- or 7-day
weeks, etc.) and working procedures such as isola-
tion of plant, work permits, post repair checkout
and re-commissioning have to be taken into ac-
count. This means adding a standard figure of say,
at least, 8 h to vendors’ MTTR data. The sum of
a vendor’s MTTR plus other delays is sometimes
referred to as the mean time to reinstate or as the
mean down time (MDT) but these definitions are
by no means universal.

There is significant scope for ambiguity in the
use of these “mean times” since replacement may
be part of the repair of a more complex system,
such as a PLC or DCS. Strictly speaking MTBF
can only be applied to repairable systems whereas
MTTF relates to both repairable and unrepairable
devices. Fortunately, in practice, it doesn’t matter
much since normally MTTF ≫ MTTR whence
MTTF and MTBF are approximately equal.

Availability (A) is the probability that a system
will be functioning correctlywhen needed.Put an-
other way, it is the fraction of the total time that

a device or system is able to perform its required
function:

A =
MTTF

MTBF
=

MTTF

MTTF + MTTR
≈ MTBF

MTBF + MTTR
(53.7)

Note that although the latter approximation is
commonly used for estimating availability, it is not
valid to do so unless MTTF ≫ MTTR.

Availability is particularly useful for assessing
the suitability of control systems for continuous
processes as it provides an estimate of the “down-
time” of the system and enables repair and main-
tenance requirements to be costed. Unavailability
(U) is the complement of availability:

U = 1−A = 1−
MTTF

MTBF
=

MTTR

MTTF + MTTR
(53.8)

Dividing by MTTF and substituting from Equa-
tion 53.2 gives

U =
MTTR∗�

1 + MTTR∗�
≈ MTTR∗� (53.9)

Again, the latter approximation assumes that
MTTF ≫ MTTR.

53.3 Proof Testing
From Equation 53.4 it can be seen that reliability
starts with a value of unity and decays. Suppose
that after a period of time known as the proof test
interval (PTI) the system is tested, any faults re-
paired and the system put back into service. Since
the system is known to be working correctlyat that
point in time, its reliability is 1.0 and the clock is
effectively reset to zero. The minimum reliability,
which is the worst case, is thus given by

Rmin = e−�.PTI (53.10)

If this process of testing is repeated systematically,
at regular intervals, the outcome is a significant in-
crease in the reliability of the system, as depicted
in Figure 53.2. Provided there are alternate means
of maintaining operations whilst the system is be-
ing tested and/or repaired, such proof testing is a
legitimate means of increasing reliability.
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t (years)

R e t= − λ .

1.0

0.0

Rmin

PTI

Fig. 53.2 Effect of proof testing on reliability

Since it is not known when unrevealed faults occur,
they are presumed to occur half way through the
proof test interval which, on average, must be true.
Thus the proof test and repair time is given by

PTRT = (PTI/2) + MTTR (53.11)

The proof test and repair time is an effective MTTR
for use in reliability calculations when faults are re-
vealed by proof testing. Substituting for MTTR in
Equations 53.7 and 53.8 gives

A ≡ MTTF

MTTF + PTRT
and U ≡ PTRT

MTTF + PTRT

Provided that MTTF ≫ PTRT,which is usually the
case, substituting from Equation 53.2 gives

U ≡ PTRT

MTTF + PTRT
≈ PTRT

MTTF
= PTRT . � (53.12)

This may be further simplified, provided that
PTI ≫ MTTR, which is not always the case, by
substituting from Equation 53.11 to give

U ≈ PTI

2
. �

53.4 Elements in Series and
Parallel

From a hardware point of view,control and protec-
tion systems are largely comprised of I/O channels

which consist of elements such as sensors, logic
solvers, actuators and valves that are connected in
series. Thus evaluating the reliability of a series of
elements is of fundamental importance. Consider
a system of n devices in series with failure rates of
�1, �2, . . .�n as depicted in Figure 53.3.

λ1 λ2 λ i λn

Fig. 53.3 System of devices in series

The system will only survive if every device sur-
vives: if any one device fails then the system fails.
The system reliability is the product of the individ-
ual device reliabilities:

Rser = R1.R2 . . . Ri . . . Rn =
n
∏

i=1

Ri (53.13)

Substituting from Equation 53.4:

e−�ser .t = e−�1 .t.e−�2 .t. . . . .e−�n .t = e−(�1+�2+...+�n).t

whence the failure rate of a system of devices in
series is the sum of the individual failure rates:

�ser = �1 + �2 + . . . �n (53.14)

For repairable systems, it is the availability rather
than the reliability that counts. Thus:

Aser = A1.A2 . . . Ai . . . An =
n
∏

i=1

Ai (53.15)

SubstituteA = 1−U,expand,assume that 0 < U ≪
1.0 such that second (and higher) order terms may
be ignored, to give

User ≈ U1 + U2 + · · · + Un =
n
∑

i=1

Ui (53.16)

So the overall series unavailability is the sum of the
individual device unavailabilities.

Whilst parallel elements occur naturally in
some systems, it is often the case that parallelism
is deliberately introduced. For example, the use of
parallel I/O channels to provide redundancy is one
of the most common means of increasing the re-
liability of a system. Thus, for repairable systems,
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evaluating the availability of elements in parallel
is also of fundamental importance. Consider a sys-
tem of n devices in parallel with unavailabilities of
U1, U2, . . .Un as depicted in Figure 53.4.

λ1

λ2

nλ

Fig. 53.4 System of devices in parallel

The overall system will only fail if every single de-
vice fails, whence:

Upar = U1.U2 . . . Ui . . . Un =
n
∏

i=1

Ui (53.17)

So the overall parallel unavailability is the product
of the individual device unavailabilities.

53.5 Common Mode Failure
A fundamental assumption underlying all of Equa-
tions 53.13–53.17 is that the reliabilities of the de-
vices are independent of each other. Thus, say, for
a system of two elements in parallel that are truly
independent of each other:

Usys = U1.U2

However, in practice, it is quite common for a sin-
gle fault to affect many elements. Such causes and
effects are referred to as common mode failures.
These dependencies have the effect of reducing
availability:

Usys > U1.U2

For the purposes of reliability analysis, it is neces-
sary to allow for such dependencies. For obvious
common mode failures, such as failure of air or
power supply, they are allowed for explicitly by, for
example, dedicated branches in fault trees. But, in
practice many of the dependencies are more sub-
tle, such as the effects of operator error, and are

allowed for by introducing a dependency factor, ˇ.
Thus:

�sys = �ind + �dep

where �IND is the failure rate of the system assum-
ing that all its elements are independent and �DEP is
the contribution ofthedependencies to thenet fail-
ure rate �SYS. This contribution is evaluated from

�dep = ˇ.�max

where �MAX is the failure rate of the most unreli-
able element in the system under analysis. Values
of ˇ are tabulated: they are context dependent and
vary according to the amount of redundancy in the
system and the diagnostic coverage (DC).Whence:

�sys = �ind + ˇ.�max (53.18)

53.6 Voting Systems
As stated, parallel channels are deliberately intro-
duced to enable redundancy. There are various re-
dundancy andvoting strategies that can beapplied,
the choice being context and cost dependent as ex-
plained in Chapters 56 and 57. For example, for
continuous mode operations:

• Theaveragevalueof two analogue inputs is used,
unless one is out of range in which case the other
is used.

• The middle value from three analogue input
channels is used.

• The average of the two closest of three analogue
input channels is used.

For shutdown purposes, typical scenarios are:

• 1oo2:a trip occurs if either one out of two chan-
nels detects a trip condition.

• 2oo2: a trip occurs if both channels agree that a
trip condition exists.

• 1oo3: a trip occurs if any one out of three chan-
nels detects a trip condition.

• 2oo3: a trip occurs if any two channels out of
three agree that a trip condition exists.

The voting strategy used affects the reliability of
the overall system.So, in addition to evaluating the
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reliability of individual devices, channels and re-
dundancy structures, the reliability of the strategy
itself must be evaluated.

Figure 53.5 depicts a 2oo3 voting system which
comprises three identical channels and a voting
device. Suppose that the objective is to establish
agreement between two channels that a shutdown
situation exists. To establish this, any two out of
the three channels must be functioning correctly.
In other words, any two channels must have not
failed.

channel 1

2oo3channel 2

channel 3

cλ

cλ

cλ

vλ

Fig. 53.5 2oo3 voting system with identical channels

Consider any two channels: since these are in par-
allel, and being identical have the same unavail-
ability Uc, the probability of both channels failing
is given by Equation 53.17:

U2×1ch = U2
c

Next consider the third channel. In fact there are
three pairs of channels, 1-2, 2-3 and 1-3, so the
chances of any one pair failing is three times
greater:

U3×2ch = 3U2
c

Strictly speaking, there is also the possibility of all
three channels failing simultaneously:

U3×1ch = U3
c

To avoid double counting this latter scenario, the
overall unavailability of the voting system is

U2oo3 = 3U2
c − U3

c ≈ 3U2
c

provided that 0 < U ≪ 1.0, which should always
be the case. For identical channels, this latter result
may be generalised to more complex cases of k out
of n voting for which the overall availability is

Ukoon ≈ n!

k!.(n − k)!
.Uk

c (53.19)

Returning to the 2oo3 system of Figure 53.5, its
overall availability is given by

A2oo3 ≈ 1 − 3U2
c

There is also the availability AV of the voting de-
vice itself to be taken into account. Since this is in
series with the three channels, Equation 53.15 is
used to find the availability of the voting system as
a whole:

Asys ≈ (1 − 3U2
c).Av

53.7 Standby Systems
Consider the scenario depicted in Figure 53.6
which consists of system A which is normally op-
erational and system B which is on standby. When
system A fails then system B is brought into use by
some switching system S.

system A

system B

S

λs

sλ

Fig. 53.6 Standby system with switching system

The nature of the switching is critical to the anal-
ysis. Suppose that the switch is in its de-energised
position when system A is working and that all of
the unreliabilityof the switch is associated with its
energised state. Thus, for a complete failure there
must be a simultaneous failure of system A and ei-
ther system B or the switch. Strictly speaking, sys-
tem B can only fail its standby duty when called
upon to function, i.e. after system A has failed.
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However, to all practical intents and purposes, the
simultaneous failure of A and B may be considered.

Assume that both systems A and B have the
same unavailability US and that of the switching
system is USW. From Equation 53.16, the unavail-
ability of the standby system is

Us/b = Us + Usw

FromEquation 53.17,theunavailability ofthe com-
bined system is

Usys = Us.(Us + Usw)

Asys = 1 − Us.(Us + Usw)

If the unreliability of the switch is assumed to be
equally distributed between its energised and de-
energised states, i.e. it is just as likely to fail open
as closed, then the unavailability of each channel
is the same and

Asys = 1 − Usys = 1 −

(

Us +
1

2
Usw

)2

(53.20)

As ever, the devil is in the detail. The above as-
sumption that both systems A and B have the same
unavailability US is, strictly speaking, only likely
to be true if B is a hot standby system. Such a
system is running and ready for use when called
upon, whereas a cold standby has to be started up
when called upon. In practice, if system B is a cold
standby, its probabilityof failureon demand (PFD)
is likely to be higher than that of system A.

53.8 Protection Systems
As stated, availability is particularly useful for as-
sessing the suitability of control systems for con-
tinuous mode operation, say in terms of their per-
centage down-time or their maintenance and re-
pair costs. In evaluating availability,overall failure
rate (�) values are used and no distinction is made
between the failure modes of devices and/or sys-
tems.That is not unreasonable: something is either
working or it isn’t, and if it isn’t then it’s not avail-
able.

However, protection systems, which are always of
a repairable nature, have a demand mode of op-
eration, i.e. when called upon they are expected
to function correctly, and it is necessary to dis-
tinguish between dangerous and safe failures. For
example, a pressure switch which is closed under
normal conditions, has two failure modes: danger-
ous, which is when it won’t open on demand, and
safe when it opens without a demand.When a dan-
gerous failure occurs the protection system is nor-
mally expected to trip something: a valve, a shut
down system, or whatever. If a trip occurs as a re-
sult of a safe failure it is referred to as a spurious
trip.

For design purposes, it is essential that the fail-
ure rate � values and the MTBF data is for danger-
ous failures only. That being so, the unavailability
(U) is referred to as the probability of failure on
demand (PFD) and its reciprocal as the hazard re-
duction factor (HRF). For example, if A = 0.999
then PFD = 0.001 and HRF = 1000 times.

Another metric used in the design of protec-
tion systems is the safe failure fraction (SFF). This
concerns the use of diagnostics to detect failures,
either for individual devices or at a system level.
The number of undetected dangerous failures is
expressed as a proportion of the total number of
failures, whence the proportion of safe and de-
tected dangerous failures:

SFF = 1 −
�UD

�S + �D
=

�S + �DD

�S + �D
(53.21)

where
�S is the failure all safe (spurious) failures

rate for
�D all dangerous failures
�DD detected (overt) dangerous

failures
�UD undetected (covert)

dangerous failures

Clearly the SFF increases as the number of un-
detected dangerous failures decreases. Note that
if there are no on-line diagnostics, all dangerous
failures must be considered to be undetected since
they cannot be detected until proof testing occurs.
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Yet another metric used is the diagnostic coverage
(DC) which is the fraction of thedangerous failures
that are detected by means of the diagnostics:

DC =
�DD

�D
(53.22)

53.9 Worked Example
Consider the protection system depicted in Fig-
ure 53.7 which comprises:

• Three parallel input channels, each consisting of
a sensor and transmitter in series

• A 2oo3 voting system to decide whether a shut-
down is required

• Two parallel output channels, each consisting of
a pilot valve and an isolating valve

The dangerous failure rate for each device is stated
on Figure 53.7. The figures quoted, in terms of
number of failures per year (fpy), are unrealisti-
cally high to exaggerate the principles involved, as
also are the proof testing interval of one month
and the mean time to repair of one day.

The objective of the worked example is to anal-
yse the reliability of the system,assuming that there
are no common mode failures.

1. Single input channel. From Equation 53.14 the
combined failure rate for a single input chan-
nel is

�1×i/p = �sens + �trans = 0.6 fpy

PTI = 1 month = 0.08333 years and MTTR =
1 day. So, from Equation 53.11:

PTRT = PTI/2 + MTTR = 0.08333/2 + 1/365

= 0.0444 year

Thus, from Equation 53.12 the unavailability of
one input channel is

U1×i/p ≈ PTRT . �1×i/p = 0.0444 × 0.6

= 0.02664

2. Voting system.There are two aspects to this, the
voting process which relates to the three input
channels,and the reliability of the voting device
itself.
From Equation 53.19 for a 2oo3 voting system,
the input sub-system’s unavailability is

U3×i/p ≈ 3.U2
1×i/p = 3 × 0.026652 = 0.00213

Thus, from Equation 53.8 the availability of the
input sub-system is

A2oo3 = 1 − U3×i/p ≈ 0.9979

For the voting device itself, its availability
comes from Equations 53.8 and 53.12:

Avote ≈ 1 − PTRT . �vote = 1 − 0.04441 × 0.1

= 0.9956

3. Output channel. From Equation 53.14 the com-
bined failure rate for a single output channel is

�1×o/p = �pilot + �isolat = 0.5 fpy.

transsensor

2oo3

pilot isolat

sensor

sensor

trans

trans

pilot isolat

λ = 0 5.

λ = 0 5.

λ = 0 5.

λ = 0 1.

λ = 0 1.

λ = 0 1.

λ = 0 1.

λ = 0 1.

λ = 0 1.

λ = 0 4.

λ = 0 4.

Fig. 53.7 Protection system with multiple I/O channels
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So, from Equation 53.12, the unavailability of
one output channel is

U1×o/p ≈ PTRT . �1×o/p = 0.0444×0.5 = 0.0222

But the output channels are in parallel so, from
Equation 53.17:

U2×o/p ≈ U2
1×o/p = 0.02222 = 0.0004929

And from Equation 53.8 the availability of the
output sub-system is given by

A2×o/p = 1 − U2×o/p ≈ 0.9995

4. System characteristics. The protection system
may be thought of as the input subsystem in
series with the voting system and the output
sub-system,whose availability is given by Equa-
tion 53.15:

Aoverall = A2oo3.Avote.A2×o/p

≈ 0.9979 × 0.9956 × 0.9995 = 0.9930

What this means in practice is that the protec-
tion system will function correctly 993 times
out of every 1000 demands upon it.Put another
way, its probability of failure on demand is 7
times in a 1000 giving a hazard reduction fac-
tor of 143. From Equation 53.8:

PFD = Uoverall = 1 − Aoverall ≈ 0.007

The system failure rate is found from Equa-
tions 53.12:

Uoverall ≈ PTRT . �overall

0.007 ≈ 0.04441 . �overall

whence �overall ≈ 0.1576 failures per year.

From Equation 53.2,

MTTFoverall =
1

�overall
≈ 6.344 years.

Noting that the PTRT is an effective MTTR, the
MTBF is found from Equation 53.6:

MTBFoverall = MTTFoverall + PTRT

≈ 6.344 + 0.04441

= 6.389 years

53.10 Hazard and Demand
Rates

Reliability metrics provide the basis for the design
of protection systems. Central to that design is ap-
plication of the following equation:

HR = DR × PFD (53.23)

• The demand rate (DR) is the unmitigated fre-
quency (incidents/year) of the hazardous event,
i.e. the frequency at which it would occur with-
out any protection system.TheDRhas to be eval-
uated for a given process and/or plant design,
including its normal control and safety systems,
a non-trivial task explained in detail in Chap-
ter 54.

• The PFD, as defined by Equation 53.8, is that of
the protection system designed to guard against
hazardous events.For design purposes the max-
imum PFD has to be specified. Values of PFD
are banded into so-called safety integrity levels
(SIL). These are defined in detail in Chapter 56.

• The hazard rate (HR) is the frequency (inci-
dents/year) to which the hazardous event is re-
duced by the protection system.This is the resid-
ual frequency due to the simple fact that the pro-
tection system cannot provide 100% protection.

The objective of design, for a given DR, is to de-
termine the SIL required to reduce the HR to an
acceptable level:

Risk = HR × C(E) (53.24)

C(E) is the consequence of the hazardous event
(deaths/incident) which, combined with the haz-
ard rate yields the risk (deaths/year) to which per-
sonnel (or the public) is exposed.What constitutes
an acceptable HR is a fundamental question of
judgement on risk. It is subjective and contentious,
but zero risk is not an option, and is discussed in
more detail in Chapter 56.
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53.11 Comments

Themost fundamental problemfor reliability anal-
ysis, and indeed for protection system design, is
access to meaningful reliability data. Bodies such
as the UK Health and Safety Executive (HSE) have
consistently declined to commission and publish
data, let alone target values, so the only officialdata
that exists tends to havemilitary origins.Muchdata
of a proprietary nature is available but is commer-
cially valuable and only available on a restricted
access basis. An important exception is the Nor-

wegian OREDA (2002) database which, whilst it
has been produced on behalf of a consortium of
oil companies operating in the North Sea, is not
necessarily restricted to consortia members only.
Most major control system suppliers and equip-
ment vendors have their own data which is con-
fidential and used in-house. Otherwise, there is a
dearth of such data in the public domain. In the
absence of access to proprietary data, the reader
is referred to the texts by Lees (1996) and Smith
(2005) which are well established and recognised
sources of useful data.
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There are many types of hazard. Some, such as
those due to moving parts and rotating machinery,
are no different to what are encountered in general
manufacturing. Others, such as flammability and
toxicity, aremore specific to the process industries.
Legislation in the UK covering hazardous installa-
tions is provided by the Control of Substances Haz-
ardous to Health (COSHH) Regulations (1988) and
the Control of Major Accident Hazards (COMAH)
Regulations (1999).

Suppose that a plant is being designed to carry
out some process that is inherently hazardous and
for which some protection system is likely to be
required. Clearly, as a basis for design of the pro-
tection system, the cause of any potential hazard
must be identified and, if significant, quantified.
That is the essence of hazard analysis for which
various techniques are available.

The qualitative technique of a hazard and op-
erability (HAZOP) study is used extensively to
identify potential hazards that are of significance.
The techniques of computer hazard and operabil-
ity (CHAZOP) study and control and operability
(COOP) study focus respectively on the hardware
and software of the plant’s control system.An alter-
native approach is failure mode and effect analysis

(FMEA). Those hazards that are deemed to be sig-
nificant, and which cannot be addressed by means
of changes to the design of the process, the plant
or its operation,normally result in the provision of
one or more protection systems.

Having identified the need for a protection sys-
tem, the quantitative method of fault tree analysis
(FTA) may be used to understand the cause and
effect relationships more thoroughly. In particular,
FTA provides a basis for establishing the probabil-
ity of a hazardous occurrence. This is the unmiti-
gated demand rate (DR) which is required for use
in Equation 53.23 for the design of protection sys-
tems. The other factor to be quantified is the con-
sequence of a hazardous event, if it occurs. This
is essentially a process engineering consideration.
The consequence of the event C(E) is related to
the hazard rate (HR) by Equation 53.24 for design
purposes.

This chapter outlines some of the above-
mentioned techniques: there are others such as
event tree analysis and Markov modelling which
are not covered here. For a more comprehensive
coverage, the reader is referred to the texts by Kletz
(1999),Wells (1996) and Andrews (1993): the latter
includes a useful glossary of terms.
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Table 54.1 Interpretation of basic guidewords for HAZOP

Guideword Meaning Comments

NO or NOT The complete negation of the inten-
tion

No part of the intention is achieved and nothing else
happens

MORE and LESS Quantitative increase or decrease Refers to quantities andproperties (suchas flowrates
and temperatures) as well as to operations (such as
charge, heat, react and transfer) related to the inten-
tion

AS WELL Qualitative increase, something extra All the design and operating intentions are achieved,
together with some additional activity

PART OF Qualitative decrease, the intention is
not completed

Only some of the intentions are completed, others
aren’t

REVERSE The logical opposite of the intention The reverse of the intended action or the opposite of
some effect occurs

OTHER THAN Complete substitution No part of the original intention is achieved. Some-
thing quite different happens
WHERE ELSE may be more useful in relation to po-
sition

54.1 HAZOP Studies

An authoritative introduction to hazard and op-
erability (HAZOP) studies is provided by the CIA
Guide (1992) and guidelines to best practice have
been published by the IChemE (1999). The stan-
dard IEC 61882 is an application guide to HAZOP.

HAZOP is a systematic and critical examina-
tion, based upon the design of a process and/or
plant, of the potential hazards due to malfunc-
tions and/or mal-operations of individual items of
equipment and the consequential effects of such.
Whilst normally carried out at the design stage,
when the cost of making changes is relatively small,
there is no reason why a HAZOP study cannot be
carried out retrospectively on the design of an ex-
isting plant. Note that the cost of carrying out a
HAZOP study is not insignificant but, if done prop-
erly, should be recouped through having identi-
fied problems in advance that would otherwise be
costly to address at the commissioning stage.

HAZOP studies involve systematic appraisal of
conceivable departures from design intent, involv-
ing searchesbackwards for possible causes and for-
wards for possible consequences. The design, nor-
mally in P&I diagram form, is scrutinised vessel

by vessel, pipe by pipe, to ensure that all poten-
tially hazardous situations have been taken into
account. In essence, using a framework of guide-
words, the causes and consequences of all possible
significant deviations in process operations are ex-
amined against the intention of the plant design to
reveal potential hazards.The basic guidewords and
their interpretation are listed in Table 54.1.

The methodology for carrying out a HAZOP
study is depicted in Figure 54.1.

An important variation on HAZOP, which is
used extensively for continuous plant, is the pa-
rameter based approach as described by Kletz
(1999). In essence this focuses on deviations of
process parameters such as flow and temperature,
some examples of which are given in Table 54.2.

HAZOP studies are normally carried out by
small multi-disciplinary teams with understand-
ing of the plant design and operational intent,
supplemented with specialist knowledge as appro-
priate. Membership of a team typically includes
project, process, mechanical and instrument en-
gineers, supplemented with chemists, control and
safety specialists.

It is very important that the study sessions are
accurately recorded, particularly with respect to
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Repeat 3-13 for each line  14

Select an auxiliary eg steam jacket  15

Explain intent of auxiliary  16

Repeat 5-12 for auxiliary  17

Mark auxiliary as  having been examined  18

Repeat 15-18 for all auxiliaries  19

Explain intent of vessel  20

Repeat 5-12 for vessel  21

Mark vessel as completed  22

Repeat 1-22 for all vessels on P&I diagram  23

Mark P&I diagram as completed  24

Repeat 1-24 for a ll P&I diagrams  25

End

Select a vessel  1

Select a line  3

Explain intent of line  4

Apply a guide word  5

Develop a meaningful deviation  6

Examine possible causes  7

Examine consequences  8

Detect hazards or operating problems  9

Make suitable record  10

Repeat 6-10 for all meaningful  11

Repeat 5-11 for all guide words  12

Mark line as having been examined  13

Explain intent of vessel & its lines  2

deviations from the guide word

Start

Fig. 54.1 Methodology for carrying out a HAZOP study

the hazards identified, the solutions proposed and
those responsible for follow up actions.This is nor-
mally realisedby meansof tables.Typically,the first
column contains a guideword and the second col-
umn an abbreviated description of the deviation.
Three other columns are used for possible causes,
possible consequences and the action required to
prevent the occurrenceof the hazardous situations
identified. There are computer packages available
for aiding this task. A commonly used technique
for visualising and keeping track of progress is to
colour in the vessels and pipes as they are dealt
with on hard-copy of the P&I diagrams.

54.2 Limitations of HAZOP
It should be evident that the HAZOP study is pro-
cess and/or plant oriented and does not focus on
the functionality of the control systems per se.
Common practices for handling control systems
are to treat them:

• As if they don’t exist.This is simply unacceptable
because the effects of failure have the potential
to cause hazardous situations.

• As though they were realised simply by means
of hardwired elements, whether they be DCS,
SCADA or PLC based or otherwise. This is po-
tentially unsafe because it overlooks the poten-
tial for common mode failures of both the hard-
ware and software: see Chapter 53.

• As black boxes, i.e. perfection in the control sys-
tems and their operations is assumed. This is
ridiculous: the reality is that control systems’
hardware is subject to failure and there is much
scope for making mistakes in the design and de-
velopment of the application software.

• Separately from the plant. This is a pragmatic
and valid approach because the issues to be ad-
dressed, whilst still related to the process/plant,
are nevertheless different and in many respects
far more complex. Also, the expertise required
and the time scales involved are different.

When a control system fails, or partially fails, there
is a whole spectrum of potential failure modes,
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Table 54.2 Interpretation of deviation approach guidewords for HAZOP

Guideword Type of deviation Typical problems

None of No flow
No pressure

Blockage. Pump failure. Valve closed or failed shut. Leak. Suction vessel
empty. Delivery pressure too high.Vapour lock.

Reverse of Reverse flow Pump failure. Pump reversed. Non-return valve failed. Non-return valve
reversed.Wrong routing. Back siphoning.

More of More flow

High temperature

Reduced delivery head. Surging. Supply pressure too high. Controller sat-
urated.Valve stuck open. Faulty flow measurement.
Blockage. Hot spots. Cooling water valve stuck. Loss of level in heater.
Fouling of tubes. Blanketing by inerts.

Less of Lower flow
Low vacuum

Pump failure. Leak. Partial blockage. Cavitation. Poor suction head.
Ejector supply low. Leakage. Barometric leg level low.

Part of Change in
composition

High or low concentration. Side reactions. Feed composition change.

As well as Impurities
Extra phase

Ingress of air, water, etc. Corrosion products. Internal leakage.Wrong feed.

Other than Abnormal opera-
tions

Start-up and shut-down. Testing and inspection. Sampling. Maintenance.
Removal of blockage. Failure of power, air, water, steam, inert gas, etc.
Emissions.

many of which may be unexpected. A good ex-
ample is the failure of an analogue output card. In
general, segregation policy should be such that all
the output channels from one card are associated
with a particular item of plant or processing func-
tion. Thus, if the card fails, or is removed for iso-
lation purposes, that item of plant only is directly
affected. However, if one of the outputs goes to a
valve on another item of plant in a different area,
perhaps because it was wired in at a later stage,
that will fail too. Such failures would appear to be
sporadic.

It is evident that there are various aspects of
the control system that need to be subject to some
formof HAZOP study. Ideally, these should be con-
sidered as part of the HAZOP study of the process
and/or plant but, in practice, the design of the con-
trol system is seldom sufficiently complete at that
stage of the design cycle for an integrated HAZOP
study.Therefore it is necessary to carry out a seper-
ate computer hazard and operability (CHAZOP)
study on the control system. Recognising that the
design of the application software always lags be-
hind the design of the rest of the system,it is appro-
priate that the CHAZOP study concentrates on the

control system’s hardware design, its I/O organisa-
tion and the system software. Consideration of the
application software is deferred to a later control
and operability (COOP) study.

54.3 CHAZOP Studies
It is appropriate for CHAZOP to be carried out in
two stages:

1. A preliminary CHAZOP which may well be in-
tegrated with the full HAZOP study.
The thinking behind the preliminary CHAZOP
is that strategic decisions about segregation
policy, system layout and the handling of gross
failures ought to be addressed early in the de-
sign cycle. Making changes later is expensive
and causes delays to the project.
The results of the preliminary CHAZOP should
be incorporated in the user requirements spec-
ification (URS) for the control system, which is
described in detail in Chapter 60.

2. A full CHAZOP study carried out at a later stage
when the relevant detailed information is avail-
able.
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Table 54.3 Interpretation of guidewords for CHAZOP

Guideword Meaning Comments

LOSS The complete or partial absence
of a function

The impact on the design intent of the loss of a function. May
apply to either power supply, processor capability, memory,
communications channels or to I/O signals.

RANGE The distortion of an I/O signal The impact on the design intent of a signal either being dis-
torted (such as non-linearity or hysteresis) or going out of
range.

MIXTURE The combinationof I/O channels The failure pattern of inappropriate combinations of I/O chan-
nels in relation to the hardware organisation of the system.

VERSION Incompatibility of and/or chan-
ges to functionality of the system
software.

The potential consequences of either changes to the hardware
platform or upgrades (new versions of or changes) to the sys-
tem software on the integrity of the application software, either
in relation to its development or to its subsequent support and
maintenance.

SECURITY The integrity of the system The potential consequences of unauthorised access to the sys-
tem, malicious or otherwise.

Results of the full CHAZOP should be incor-
porated in the hardware aspects of the de-
tailed functional specification (DFS) described
in Chapter 62.

When applying CHAZOP the same terms are used
as in conventional HAZOP but they take on more
specific meanings. Thus:

• Intention relates to the transfer of information
(signals, commands, actions) between external
elements of the control system and its internal
software functions (both application and sys-
tem) via either the system’s I/O and/or commu-
nications channels or by means of operator in-
teraction.

• Guidewords that are more appropriate for CHA-
ZOP are listed in Table 54.3.

• Deviations are partial or total failures of either
communications channels or processing func-
tions.

• Causes are those combinationsof events that re-
sult in deviations, the consequences being out-
comes that could lead to operability difficulties
and/or hazardous situations.

• Recommendations are additional requirements
for inclusion in either the URS and/or DFS.

• Actions are reports of errors identified in the
design upon which action is to be taken.

The basic methodology for CHAZOP is similar to
that outlined in Figure 54.1, except that rather than
being based on the vessels and pipes, the focus is
on the hardware design of the control system, DCS
or otherwise. In turn, consider each I/O signal to
establish whether it is used for any safety related
function. Clearly any signal identified in the HA-
ZOP study for the process and/or plant as being
safety related is a candidate for CHAZOP (these
signals are normally identified as consequences
in the HAZOP). Then identify all the communica-
tions channels used by any such signal. For every
such channel:

• Review the functionality of the channel.
• Follow the physical route of the channel in terms

of cabling, termination and marshalling cabi-
nets, I/O cards, racks, etc.

• Note the arrangements for segregation (see
Chapter 51) of the channel and the provision
for redundancy, if any.

• Apply the guidewords as appropriate. In doing
so, particular attention should be paid to the
segregation and redundancy requirements.
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Table 54.4 Examples of the use of CHAZOP guidewords

Guideword Type of deviation Typical problems

Loss of No/frozen signal

No power

No communication

Memory corrupted

I/O signal failed low/high. I/O channel disconnected (off scan).
Polarity reversed.Wrong channel used.Component failure on I/O
board.Board removed.Poor contact with back plane.Intermittent
fault.
Local 24V d.c. supply failed.Mains 110V a.c. supply failed.Watch-
dog timed out.
OCS dead. Operating system crashed.
Highway disconnected or damaged. Highway overloaded.
PORT and/or GATE cards disabled.
Can’t access data. Disc scratched. Read/write heads damaged.
RAM chip failed.

Range of Distortion of signal

Signal out of range

Signal ranged incorrectly. Signal in wrong direction. Non-
linearity. Sluggish dynamics. Damping effects. Noise and inter-
ference suppression. Drifting signals. Hysteresis.
Device disconnected for calibration or repair. Signal detected as
bad. Impact of automatic ranging.

Mixture of Channel segregation

Failure modes

Sporadic I/O failures. Segregation not on plant item/ function
basis. Insufficient redundancy. Signals routed through two chan-
nels/cards. Schemes spread across cards/racks.
Isolation and shut down. Manual operation. Local/remote power
supply. Different failure modes across cards/racks.

Version of Operating system

System software packages

May require more processor power and/or memory than existing
hardware platform with implications for timings and loadings.
Application software functions (such as alarm handling) may not
be fully supported by new version of operating system.Different
versions of system packages may not be fully compatible with
each other.

Security of Abnormal behaviour and/or
loss of functionality
Breach of confidentiality

Breach of trust

Operating system and/or system software vulnerable to hacking
and/or viruses over the internet or intranet.
Commercial information in application software unlawfully ab-
stracted.
Application software deliberately changed without authorisation.

It is worth emphasising that it is not the intent that
the above methodology be applied to every I/O
channel but only to those used for safety related
signals. It clearly makes for effective use of time if
generic channel types can be identified and con-
sidered on a type basis. Some typical examples of
the use of these CHAZOP guidewords are given in
Table 54.4.

The design upon which the CHAZOP is based
is articulated by various documents, the key ones
being as listedbelow.In practice, they will be in var-

ious states of completeness according to the stage
in the design cycle at which the HAZOP is done:
the more detailed the better:

• All of the documentation for the HAZOP of the
process and/or plant.

• Copies of the URS and DFS (see Chapters 60 and
62).

• P&I diagrams.
• Architecture of control system depicting net-

works, highways, links, bridges, gates, etc.
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• Configuration of control system hardware: op-
erator stations, cards/racks/cabinets, etc.

• Physical layout and siting of system cabinets,I/O
racks, terminals, etc.

• Organisation of infrastructure: marshalling cab-
inets, field termination racks, etc.

• Power and wiring arrangements: types of mul-
ticore cables, connectors, colour coding, etc.

• Channel/loop diagrams.
• Details of system malfunctions: failure modes,

fail-safe states, etc.
• Description of functionality of any non-

standard equipment.

It is likely that the CHAZOP team will be more spe-
cialist, comprising instrument, control and elec-
trical engineers, but there should always be some
cross membership of the HAZOP and CHAZOP
teams to provide continuity of thought.

It should be stated there is little published in-
formation about CHAZOP in the public domain,
although the technique is carried out within many
of the larger and more responsible companies on
an in-house basis. A survey of industrial prac-
tice was commissioned by HSE and published by
HMSO (1991) and an overview is provided by Kletz
(1995). The text by Redmill (1999) provides a thor-
ough overview of CHAZOP but advocates a differ-
ent approach.

54.4 The Need for COOP
Studies

Whilst all modern control systems support a wide
variety of safety functions and clearly contribute
to safe operations, their purpose is to control plant.
Control systems are not protection systems. They
do, nevertheless, contribute to plant safety to the
extent that effective control reduces the demand on
the protection systems. The converse is also true.
If a control system leads to an increase in demand
rate on a protection system, that contributionmust
be taken into account in the design of the protec-
tion system. This is recognised by the IEC 61508
standard on safety systems.

Central to the argument is the design of the ap-
plication software and human factors. Quite sim-
ply, people interact with control systems to op-
erate plant. It is very easy for operators to make
mistakes: by making wrong decisions, by making
changes at the wrong time, by not making deci-
sions, and so on. Thus the application software
needs to permit access by the operator to certain
functions necessary for carrying out the operator’s
role but, at the same time, it needs to override in-
appropriate decisions and not permit certain in-
terventions.

It follows that, to prevent the protection sys-
tems being exercised unnecessarily, there should
be some systematic check on the design and func-
tionality of the application software. This is best
deferred to a separate control and operability
(COOP) study since, as stated, the design of the ap-
plication software lagsbehind thedesign of the rest
of the system, usually to a considerable extent. In
essence, a COOP study is used to check that the de-
sign of the application software has properly taken
into account all conceivable and relevant human
factors. It should also check that the logic is sound
for the decisions being made by the system. Unless
this is done systematically, by means of COOP or
otherwise, it is not possible to argue that the con-
trol system is not contributing to the demand on
the protection system.

54.5 Control and Operability
Studies

Given that a COOP study is based upon the design
of the application software for a particular system,
it is obvious that the study cannot take place until
its design is available. Referring to Figure 63.1, it
can be seen that this is later in the design cycle than
agreement on the DFS. As with CHAZOP studies,
it makes sense to think in terms of carrying out
COOP studies in two stages:

1. A preliminary COOP study. This is most ap-
propriate at the software design stage, as de-
scribed in Chapter 63, when strategic design
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Table 54.5 Interpretation of guidewords for COOP

Guideword Meaning Comments

ACCESS The scope for operator inter-
vention

The impact on the design intent of an operator making inappro-
priate interventions.Applies to interaction of any nature,planned
or otherwise.

TIMING Frequency of recurrent events
and/or order of logical events

The potential consequences of actions (by the operator or oth-
erwise) being (or not being) carried out before, during or after
specific events, or being done in the wrong order.
SOONER/LATER may be more useful in relation to absolute time
or logical events and LONGER/SHORTER may be more useful in
relation to elapsed time.

STRUCTURE The parallelism and/or se-
quential nature of control
schemes and procedures

The potential consequences of components (such as function
blocks and phases) not being selected and/or configured cor-
rectly. Also concerns the impact on progression of the interfaces
between components being disjointed.

CONFLICT The scope for high level inter-
actions of an adverse nature

The potential for conflicting decisions that are not addressed by
the previous guidewords.Applies in particular to outcomes from
one application package being overriden by another.

decisions are being made. That is particularly
so when there is any complex sequencing as,
for example, with automatic start-up or shut-
down,or when there is batch processing involv-
ing recipes and procedures. For simple designs,
the preliminary COOP could be combined with
the full COOP study. Any changes required to
the DFS as a result of the preliminary COOP
must be subject to formal change control pro-
cedures.

2. A full COOP study based upon the detailed
module designs and prior to software devel-
opment. For hazardous plant it is appropriate
that this be done instead of the module design
walkthrough as advocated in Chapter 63. Any
changes required at this stage should feed back
into software and/or moduledesign andbe sub-
ject to formal change control procedures.

When applying COOP the same terms are used as
in CHAZOP but they take on different meanings.
Thus:

• Intention relates to the execution of some func-
tion (configurable or procedural) on relevant
signals (input, output, internal, status, etc.) in
response to events and/or actions that are either

systematic (sample updates, time ordered, logic
based, etc.) or operator initiated.

• Guidewords that are moreappropriate for COOP
are listed in Table 54.5.

• Deviations are outcomes of the execution that
are inconsistent with (or inappropriate to) the
requirements of the DFS and/or good practice.

• Causes are those combinations of events and/or
actions that result in deviations, the conse-
quences being outcomes that could lead to oper-
ability difficulties and/or hazardous situations.

• Recommendations are changes to the design of
the application software and/or operating pro-
cedures upon which actions are to be taken.

The basic methodology for COOP is similar to that
outlined in Figure 54.1, except that rather than be-
ing based on the vessels and pipes, the focus is
on the design of the application software. In turn,
consider each control scheme and procedure to es-
tablish whether it uses and/or generates any safety
related signal. Clearly any signal identified in the
CHAZOP study for the system hardware as being
safety related is a candidate for COOP. Then:

• Review the functionality of every such control
scheme and procedure.
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Table 54.6 Examples of the use of COOP guidewords

Keyword Type of deviation Typical problems

Access to Change of mode

Loop status

Sequence status

Declaration level
Decision logic

Application software

Function put in wrong mode of operation: DISABLED, START-UP,
STAND-BY, OFF-LINE, OFF-SCAN, etc. Applies to system as whole as
well as to components such as function blocks and phases.
Loop’s AUTO/MAN status changed by mistake. Output in MAN too
high/low. No limits on set point in AUTO. Functions not disabled.
Can change status anywhere in sequence: START, STOP, READY,
HOLD, etc. Operator access not inhibited.
Variables declared globally that only need local access, and vice versa.
No constraints on operator overrides on sequence logic.Need to over-
ride operator decisions.
Authorisation mechanisms for access and/or change control not in
place.

Timing of Events (before/after)

Actions (during)

Loops not initialised before switched into AUTO. No bumpless trans-
fer or set point tracking. Wrong status/output on power-up and/or
shut-down.
Loop settings, constraints and status not same throughout sequence.
Operator interventions not safe at all stages.Alarm settings fixed.

Structure of Function type

Control schemes

Procedures (sequences)

Commentary

Components used having the wrong functionality for the applica-
tion. Embraces both wrong choice of functions as well as incorrect
attributes.
Function blocks configured incorrectly. Switching between configu-
rations not bumpless. Criteria ambiguous. Loop status not consistent
with sequence logic.
Phases in wrong order. Phases don’t end in safe hold-states. Sequence
restart not operable. Branching by-passes safety functions. Parallel
phases not synchronised. Recipe parameters in sequence rather than
lists.
Lack of comment. Difficult to follow. Intent not clear.

Conflict Interactions Different packages simultaneously changing the same variable. Op-
timiser relaxing constraints. Predictive controllers changing outputs.
Statistics packages adjusting input values. High level programs over-
riding operator interventions.

• Identify what software components (e.g. func-
tion blocks, phases, etc.) operate upon which
safety related signals.

• Note the order in which the components are ar-
ranged, especially the criteria for initiating and
ending parallel activities.

• Apply the guidewords as appropriate. Particular
attention should be paid to the role of the opera-
tor and the scope for inappropriate intervention.
Searching questions should be asked, such as:

i. What should happen?
ii. Does it matter?

iii. How will the operator know?
iv. What is the operator expected to do?
v. Can the failure propagate?
vi. What is the operator not permitted to do?
vii. Are any changes needed?

Some typical examples of the use of these COOP
guidewords are given in Table 54.6. Further inspi-
ration can be sought from Lists 64.1 and 64.2 at the
end of Chapter 64 on commissioning.

It is the design of the application software that
is subject to COOP rather than the software itself.
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Design of application software, both configurable
andprocedural, is discussed in detail in Chapter 63.
The design upon which the COOP is based is artic-
ulated by various documents, the key ones being as
listed below. As with CHAZOP they will be in var-
ious states of completeness according to the stage
in the design cycle at which the COOP is done: the
more detailed the better:

• All of the documentation from the HAZOP and
CHAZOP studies

• Copies of the URS and DFS (see Chapters 60 and
62)

• P&I diagrams
• Description of configurable software design,e.g.

configuration charts, function block diagrams
(FBD), database listings, etc.

• Description of procedural software design, e.g.
sequential function charts (SFC) and sequence
flow diagrams (SFD), recipe parameter lists, etc.

The COOP team is likely to be comprised of pro-
cess and control engineers, with support from spe-
cialists such as software engineers as appropriate.
Again, it is important that there be some cross
membership with the HAZOP and CHAZOP teams
to provide continuity of thought. For turnkey con-
tracts, the COOP team members must be drawn
from both the end-user and supplier.

The approach to COOP is much the same as
for HAZOP, but the methodology of Figure 54.1
needs to be adapted. An obvious adaptation for
visualising and keeping track of progress, in the
absence of packages and tools for the task, is to
colour in the signals, function blocks, logic, etc.
on hard copy of the FBDs, SFCs and SFDs as each
function is dealt with.

Conventional wisdom is that operability issues
related to application software are best handled
by means of walkthroughs at the design stage and
by subsequent testing procedures. However, this is
critically dependent on the quality of the detailed
functional specifications (DFS) and, in any case,
is not structured. The place for COOP studies is
as an integral part of the development of the DFS,
the outcomes of the COOP study being formally
incorporated in the DFS itself.

Many companies simply don’t bother with any
form of COOP or equivalent study. However, given
the contributionto safety through the reduction in
demand rate (DR), there is growing acceptance of
the need for COOP studies. Much work needs to
be done here, both in developing the methodology
and the framework of keywords.

There is virtually nothing in the public domain
about COOP studies. MOD 00-58 is a defence stan-
dard on the use of HAZOP studies for systems
which includeprogrammable electronics,although
the emphasishere is on information systems rather
than control systems.

54.6 Failure Mode and Effect
Analysis (FMEA)

FMEA is a bottom up search.It has an inductive ap-
proach,the objective being to determine the effects
of each failuremode of each component on the rest
of the system.The methodology for performing an
FMEA is depicted in Figure 54.2.

The starting point in FMEA is the system de-
scription. Block diagrams of the system configu-
ration are one such representation. Analysis of the
system enables preparation of a table of compo-
nents, their modes of failure, and the effects of
each component’s modes of failure. To assure a
systematic and thorough coverage of all failure
modes, the information is usually arranged in a
tabular format. The table consists of at least three
columns, one for the component name and its ref-
erence number, a second for the failure modes and
the third for the effects. Other columns might in-
clude failure detection method, corrective action
and criticality.

The effects of each failure mode are usually cat-
egorised according to the following classification:

1. Safe: no major degradation of performance, no
equipment damage or personnel injury.

2. Marginal: degradation of performance which
can be countered or controlled without major
damage or injury to personnel.

3. Critical: degradation of performance, damage
to equipment, or hazard requiring immediate
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1 Decompose system into its components

3 Identify its failure modes

4 Select a failure mode

6 Describe the failure detection mode

7 Describe the recommended corrective action

9 Repeat 4-8 for all failure modes

10 Repeat 2-9 for all components

11 Establish a critical item list

12 Document the results

End

2 Select a component

Start

5 Identify its effects on the control system,
plant and/or process and/or personnel

8 Classify the failure mode according to its criticality  

Fig. 54.2 Methodology for failure mode and effect analysis (FMEA)

corrective action for personnel or equipment
survival.

4. Catastrophic: severe degradation of perfor-
mance with subsequent equipment loss and/or
death or multiple injuries to personnel.

The penultimate step in the performance of FMEA
is the preparation of the critical item list.This gen-
erally includes those failure modes categorised as
being either critical or catastrophic.

FMEA can be performed using either a hard-
ware or functionally orientated approach. The
hardware approach considers the failure modes of
identifiable items of hardware such as sensors, ac-
tuators, interface devices,I/O cards,serial links,etc.
As an example of the hardware approach, the anal-

ysis of a solenoid actuated pilot valve would con-
sider the effects of the valve being stuck in the open
and closed states.

By way of contrast, the functional approach
considers the failure modes of sub-systems such
as a control loop, trip or interlock. For example, if
the function of a trip is to close an isolating valve
when the temperature exceeds a certain value, then
some of its failure modes are:

• Trip operates at a higher than specified temper-
ature.

• Trip operates at a lower than specified tempera-
ture.

• Pilot valve sticks permanently open.
• Pilot valve sticks permanently shut.
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• Isolating valve fails open.
• Isolating valve fails shut.

54.7 Fault Tree Analysis (FTA)
Fault tree analysis is a top down approach.Various
failure modes will have been identified by HAZOP,
or otherwise, as being critical and a fault tree is
generated for each. Thus one of the failure modes
is deemed to be the “top event” under which the
branches of the tree are developed. By a process of
deduction, the possible causes of the top event are
identified.Eachof these causes is then decomposed
into lower level causes and so the tree is developed
until a set of “basic events”is established.The com-
bination of causes is handled by means of AND and
OR gates.

Figure 54.3 depicts a tank with level control and
trip systems. The control system consists of a level
transmitter, controller and an air to open valve.
The trip system consists of a normally closed level
switch, a trip amplifier and a heavy duty relay. The
corresponding fault tree is depicted in Figure 54.4,
the top event being an overflow from the tank.

LC

LS

Fig. 54.3 Tank with level control and trip systems

The structure of the tree is self explanatory. The
failure mode and intermediate conditions are de-
picted by rectangles and basic events by diamonds
and circles. Events depicted by diamonds are char-
acterised by probabilities. Events depicted by cir-

cles are characterised by failure rates. Standard
symbols are used for the AND and OR gates. There
are seven gates and twelve events numbered from
E1 to E12.

There is a certain amount of skill involved in
developing a fault tree. An understanding of the
cause and effect relationships is fundamental to
establishing its structure. Pragmatism is required
in determining the size of the tree: for example,
in deciding upon external boundaries such as fail-
ure of power, air and water supplies. Judgement
about what events to include and when to stop de-
composing is essential in developing the branches.
Note that in Figure 54.4:

• Both events E3 (d.c. power supply failure) and
E9 (control valve fails shut) are included twice.

• The manual actions of switching the controller
between AUTO and MAN are undeveloped.

• All failures are worst case scenarios, e.g. there is
no distinction between the control valve failing
stuck or closed.

• Loss of mains supply is not included as an event
because the pump would stop and no overflow
can occur.

It is worth noting that, for analysis purposes, it
is the basic events for which probability data is re-
quired.There is no point in decomposing branches
beyond the level for which there is data available.

54.8 Minimum Cut Sets
A cut set is a combination of basic events which,
if they all occur simultaneously, will cause the top
event to occur. The minimum cut set (MCS) are
those cut sets that are sufficient to account for every
possible cause of the top event occurring. The ba-
sic approach is to establish all the possible cut sets:
OR gates give rise to additional cut sets,AND gates
make the cut sets more complex. Then the num-
ber of cut sets is reduced to the minimum by using
the absorption and idempotence rules of Boolean
algebra. Once the MCS are evaluated the fault tree
may be quantified.This is best illustrated by means
of an example such as the fault tree of Figure 54.5.
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Fig. 54.4 Fault tree analysis for top event of tank overflow

The analysis begins with the OR1 gate immedi-
ately below the top event whose three inputs may
be listed as separate rows:

AND1

OR2

AND2

Since the gate AND1=OR3 and AND3, the first row
may be expanded:

OR3, AND3

OR2

AND2

Expansion of OR3=E1 or E2 leads to

E1, AND3

E2, AND3

OR2

AND2

Substituting for AND3=E2 and E3 gives

E1, E2, E3

E2, E2, E3

OR2

AND2

Continuing in this fashion produces a table of five
cut sets:

E1, E2, E3

E2, E2, E3

E1, E3

E2, E4, E5

E1, E2, E4, E5, E5
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AND1

OR1

Top event

OR2 AND2

OR3 AND3

E1 E2 E2 E3

AND4

E1 E3

AND5

E2 E4 E5

E5AND6

E1

Fig. 54.5 Fault tree for minimum cut set (MCS) analysis

The second cut set may be reduced to E2, E3 by
deleting the redundant E2 by means of the so-
called idempotence rule. It is sufficient that these
two basic events occur to cause an occurrence of
the top event. Similarly an E5 is redundant in the
fifth cut set:

E1, E2, E3

E2, E3

E1, E3

E2,E4,E5

E1, E2, E4, E5

Next the first cut set may be eliminated by the so-
called absorption rule. That is because the first set
contains the second set and, provided events E2
and E3 occur, the top event will occur irrespective
of event E1. By the same argument the fifth cut set
contains the fourth and may also be eliminated.
The remaining three cut sets cannot be reduced
further so the minimum cut set is

List 54.1 Minimum cut set for fault tree

E2, E3

E1, E3

E2, E4, E5
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Thus the MCS consists of three combinations of
basic events. Note that this approach is restricted
to trees consisting of AND andORgatesonly.There
is no guarantee that the approach will produce the
MCS for trees which contain the NOT operator, or
in which NOT is implied by the exclusive OR oper-
ator.However, it is usually possible to structure the
design of a fault tree to avoid the use of NOT gates.
The same MCS as List 54.1 could have been estab-
lished by a bottom up approach. Thus basic events
are combined by lower level gates whose outputs
are combined by intermediate level gates, and so
on.

The system of Figure 54.5 was relatively simple
to analyse, as indeed is that of Figure 54.4 whose
MCS has the nineteen cut sets listed in List 54.2:

List 54.2 Minimum cut set for fault tree for tank overflow

E1, E2, E4, E1, E5, E7, E9,

E1, E2, E5, E1, E5, E9, E10,

E1, E2, E6, E1, E5, E10, E11,

E1, E3, E1, E5, E10, E12,

E1, E4, E7, E8, E1, E6, E7, E8,

E1, E4, E7, E9, E1, E6, E7, E9,

E1, E4, E9, E10, E1, E6, E9, E10,

E1, E4, E10, E11, E1, E6, E10, E11,

E1, E4, E10, E12, E1, E6, E10, E12.

E1, E5, E7, E8,

However, systems are often more complex and/or
extensive resulting in much larger fault trees: it is
not uncommon to have several thousand cut sets
with individual sets containing dozens of basic
events. Truncation is used to keep the task man-
ageable. This involves eliminating cut sets that are
believed to contribute negligibly to the top event.
Truncation may be based on size: cut sets whose
length exceeds a specified value are discarded. Al-
ternatively, it may be on the basis of probability:
cut sets with a probability of occurrence less than
some specified cut-off value are discarded.

There are packages available for handling fault
tree synthesis and analysis. In essence, an envi-
ronment of constructs and entities with attributes
enables synthesis of the fault tree. Whereas syn-
thesis is essentially a manual process, tools are pro-

vided for analysiswhichautomatically generate the
cut sets, handle the truncation, identify redundant
events and eliminate cut sets as appropriate. These
tools also enable quantitative evaluation of fault
trees.

54.9 Fault Tree Evaluation
Of particular interest in the analysis of fault trees
is the probability of some hazardous top event oc-
curring based upon the probabilitiesof the bottom
events. Because fault trees of real systems invari-
ably contain repeated basic events, fault tree evalu-
ation is always based upon the MCS. Consider the
MCS of List 54.1. The top event can be articulated
as a Boolean expression, the + signs corresponding
to OR gates and the multiplications to AND gates:

Top = E1.E3 + E2.E3 + E2.E4.E5 (54.1)

the probability (P) of which may be articulated
thus:

P(Top) = P(E1.E3 + E2.E3 + E2.E4.E5) (54.2)

The underlying logic is straightforward. The cut
sets are each capable of causing the top event, so
their contribution to the probability of the top
event occurring is cumulative. However, for each
cut set to cause the top event, all of its basic events
must occur simultaneously.The probability ofeach
combination thus relates to the product of the
probability of the individual basic events occur-
ring:

P(Top) ≈ P(E1.E3)+P(E2.E3)+P(E2.E4.E5) (54.3)

Each cut set contributes a term to the value of
P(Top) which can be thought of as first term com-
binations. However, they are not mutually exclu-
sive. For example, E1, E2 and E3 could occur si-
multaneously which would satisfy both of the first
cut sets. This is referred to as a second term com-
bination. In fact there are three second term com-
binations and, strictly speaking, their contribution
to P(Top) must be taken into account. Similarly, a
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third term combination of all five basic events ex-
ists. For accuracy, Equation 54.3 is modified thus:

P(Top) = P(E1.E3) + P(E2.E3) + P(E2.E4.E5)

−
(

P(E1.E2.E3) + P(E2.E3.E4.E5)

+ P(E1.E2.E3.E4.E5)
)

+ P(E1.E2.E3.E4.E5) (54.4)

Note that in Equation 54.4, by chance, the last of
the second terms cancels out with the third term.
The length and complexity of the expansion esca-
lates exponentially with the number of cut sets. If,
for example, there had been four first terms, then
there would have been six second terms, fifteen
third terms and one fourth term.

Inspection of Equation 54.4 reveals that the
contribution of the first terms to the top event oc-
curring are numerically more significant than the
second, and the second are more significant than
the third.Not only do the terms become less signif-
icant as the expansion increases in length,they also
alternate in sign. For long expansions, evaluation
of the series adds the contribution of successive
odd numbered terms and subtracts that of even
numbered terms.Thus,the series always converges.
Truncating the series after an odd numbered term
will give an upper bound on the exact value of
P(Top), truncation after an even numbered term
gives a lower bound.

It is evident that if the probability of the basic
events is small, the first terms will dominate the
value of P(Top) and the approximation of Equa-
tion 54.3 will be goodenough.This is known as the
“rare event approximation”and is always a conser-
vative estimate of the full expansion.

54.10 Evaluation of Demand
Rate

The probability of the top event occurring may be
articulated in different ways depending upon how
the basic events are quantified.Forexample, for re-
pairable systems, basic events may be in terms of
unavailability (U) or probability of failure on de-

mand (PFD). In the design of protection systems it
is common practice to use a fault tree to establish
the unmitigated demand rate (DR) for use in Equa-
tion 53.23. Thus the top event is a demand on the
protection system and is articulated as a frequency
(events/year).

Consider again the tank with level control and
trip systems of Figure 54.3. Since it is the unmit-
igated demand rate that is required, the fault tree
must be based upon the plant and its control sys-
temonly.Thus the right handbranchof Figure54.4,
corresponding to the trip system,must be excluded
from the fault tree as indicated by the broken line.
Fault tree analysis of the remainder of the tree
yields the following MCS (List 54.3):

List 54.3 Fault tree analysis for tank overflow excluding trip sys-

tem

E1, E2

E1, E3

E1, E7, E8

E1, E7, E9

E1, E9, E10

E1, E10, E11

E1, E10, E12

Assuming the rare event approximation, the prob-
ability of the top event occurring is given by

P(Top) ≈ P(E1.E2) + P(E1.E3) + P(E1.E7.E8)

+ P(E1.E7.E9) + P(E1.E9.E10)

+ P(E1.E10.E11) + P(E1.E10.E12) (54.5)

Remember that the+signs correspond to ORgates:
the contributions of the cut sets on the right hand
side of Equation 54.5 to the top event is cumulative.
In effect, the cut sets are in series. Thus, in terms
of failure rates, the number of top events per year
relates to the sum of the failure rates of the cut sets,
as per Equation 53.14.

Inspection of the fault tree reveals that events
E1, E7 and E10 may all be articulated as proba-
bilities: they are dimensionless with values in the
range 0 ≤ P ≤ 1.0. They are established, typically,
by analysis of historical data: some, such as E1 and
E10,may havevalues close to 1.0 andothers,suchas
E7, will be close to zero. All the other basic events
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may be quantified as failure rates (failures/year).
Thus:

�Top ≈ P(E1).�E2 + P(E1).�E3

+ P(E1).P(E7).�E8

+ P(E1).P(E7).�E9 (54.6)

+ P(E1).P(E10).�E9

+ P(E1).P(E10).�E11

+ P(E1).P(E10).�E12

All of the terms on the right hand side of Equa-
tion 54.6 have units of failures/year, their combina-

tion resulting in the top event frequency with units
of events/year. The fact that each of these terms
results from the product of one or more probabili-
ties and a failure rate is dimensionally consistent. It
also provides confidence in the correctness of the
fault tree:

• A cut set resulting in the product of probabilities
only suggests that an AND gate is missing.

• A cut set resulting in the product of two or more
failure rates suggests that one or more OR gates
are missing.
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55.7 Comments

Companies have a general responsibility to their
employees and others for safety. In the UK this is
coveredby theHealthandSafety atWorkAct (1974)
and responsibility for monitoring its implementa-
tion is vested in the Health and Safety Executive
(HSE). In particular, there is a duty for

“the provision and maintenance of
plant and systems of work that are, so
far as is reasonably practicable, safe
and without risks to health.”

Safety, therefore, is fundamental to the design and
operation of process plant and pervades all oper-
ability and viability considerations. Designs must
ensure that all plant is as safe as is reasonably prac-
ticable under all normal and most abnormal con-
ditions. In the event of a hazardous incident occur-
ring, for which it can be proven that not all rea-
sonable safety measures were taken, any company
involved in the design, manufacture, installation
or operation of the plant and/or its safety systems
is potentially liable to prosecution. So too are the
individuals involved: they cannot hide behind the
company.

Plant designswhichare inherently safe arebest,
they do not need additional protection. However,
in practice, few plants are inherently safe and it
is necessary to enhance their safety by the instal-

lation of protection systems. Indeed, for existing
plants whose design cannot be changed, it is often
the case that additional protection systems are the
only practicable way of enhancing safety.

Protection systems are designed on the basis of
reducing, to an acceptable level, the probability of
some hazardous event occurring.Normally the de-
sign is driven by safety considerations: that is, the
consequences of the hazardous event in terms of
risk to life and limb. However, depending upon the
nature of the process, such a system may well also
provide protection against environmental damage,
say in terms of toxic release or pollutant discharge,
protection against plant damage,or indeed protec-
tion against lost production. It is also true to say
that protection systems designed on the basis of
these other criteriawill probably reduce the risk to
life and limb too.

This chapter considers the contribution to
safety made by automation and the relationship
between plant design, protection systems and pro-
cess control issues. Reference is made to industrial
codes and standards as appropriate. A good intro-
duction to the subject is given by Kletz (1995) but
for a more comprehensive treatment the reader is
referred to the text by Lees (2005).
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55.1 Concept of Layers
Hazard assessment, as described in Chapter 54,
provides a basis for deciding upon the appropriate
preventive and protective measures to be incorpo-
rated in the design of the plant. There are many
means of protection which may be categorised, on
a broad brush basis, into three concentric layers of
passive, active and control systems as depicted in
Figure 55.1.
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Fig. 55.1 Passive, active and control layers of protection

Theconcept of layersof safety is a proven approach
to protection system design. The outer layer com-
prises a combinationof safe plant design measures
andcivil/mechanical means.Protection devices are
passive in the sense that they are mechanical, fail-
safe and require no power supply. Ultimately, if ev-
erything else fails, it is this outer layer that provides
the final protection to personnel, plant and the en-
vironment.Clearly, from a design point of view, the
objective is to never have to exercise this layer.

Protection defaults to the outer layer only if
the active systems of the middle layer fail. These
protection systems are of an active nature in the
sense that, typically, they require a power supply to
function. Similarly, protection defaults to the mid-
dle layer only if the basic process control system
(BPCS) of the inner layer fails, or fails to cope. Un-
der all normal and most abnormal circumstances,
plant operation should be maintained by the con-
trol system within the inner layer.

As stated in Chapter 54, basic process control sys-
tems are not protection systems. In the event of the
failure of a control system, it cannot itself be relied
upon to provide any means of protection. For this
reason HAZOP applies to the outer and middle
layers of protection only. If the inner layer is be-
ing relied upon to provide protection, the design is
faulty.

Nevertheless, control systems make a signifi-
cant contribution to plant safety to the extent that
effective control, alarm management, and so on,
reduce the demand on the protection systems. To
prevent the protection systems being exercised un-
necessarily, CHAZOP and COOP studies should be
carried out on the design of the control system and
the functionality of its application software. It fol-
lows that CHAZOP and COOP studies only apply
to the inner layer.

55.2 Passive Systems Layer
Safe plant design is essentially a chemical engi-
neering issue. The contribution of control engi-
neering personnel to the outer layer of safety is
throughparticipation in the HAZOP study team,in
the specification of any passive devices used and in
their subsequent testing and/or maintenance. Pro-
tection at this layer is realised by means of:

1. Inherent safety. Whenever options exist, select
items of plant which are inherently safe or
choose process routes which minimise the ex-
tent of hazard. For example, stationary plant
is safer than rotating equipment so use filters
rather than centrifuges.Avoid solvent based re-
actions if aqueous routes are viable. Use non-
toxic chemicals if there alternatives available.

2. Minimum inventory. Choose operations that
minimise the inventory of hazardous materials.
In general, continuous operations have lower
inventories than batch. Avoid the use of buffer
tanks between continuous operations.

3. Containment systems.Provide facilities such as
quench tanks,bundwalls andsegregateddrains
to contain reagents in the event of unscheduled
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releases. Use flame traps to prevent the propa-
gation of fire.

4. Passive devices.Use bursting discs,pressure re-
lief valves and vacuum breakers to protect plant
against over and under pressures. Install one-
way valves to prevent reverse flows. Fit over-
speed bolts on rotating machinery. These are
passive in the sense that they are all mechani-
cal and not dependant upon a power supply.

5. Fail-safe design. For example, specify the ac-
tion of pneumatically actuated valves such that
in the event of air failure they fail-safe. Typi-
cally, a cooling water valve will be required to
fail open whereas a steam valve will be required
to fail closed.

6. Intrinsic safety. Specify instrumentation that
does not in itself constitute a hazard. If this is
not possible then use enclosures as appropriate.
This is discussed in detail in Chapter 52.

55.3 Active Systems Layer
The middle layer is comprised of independent ac-
tive protection systems and augments the passive
features of the outer layer. These systems are ac-
tive in the sense that they require a power supply
to function. Clearly there is scope for either the
protection system or its power supply to fail, in
which case safety provision defaults to the outer
layer. In safety critical applications, active protec-
tion systems must be designed to guarantee some
minimum reliability criteria: this is discussed in
detail in Chapter 56.

The middle layer contains the following means
of protection:

7. Alarms, trips and interlocks. These are closely
related and it is convenient to treat them to-
gether. They are by far the most common type
of active system and it makes sense to define
them formally:
An alarm indicates to an operator that some
abnormal condition or event hasoccurredand
that some action may be required. It has the
following syntax:

“If some condition becomes true or
false then annunciate or display the
change in status”.

There are normally two ways in which an
alarm can be activated. Either some analogue
input signal, such as a level measurement, has
reached a threshold value or because a dis-
crete signal, such as that from a level switch,
has changed its status. The outcome is usually
an audio and/or visual signal to the operator.
A trip automatically takes some action due to
the occurrence of an alarm condition. It has
the following syntax:

“If some alarm condition occurs
then change the status of some out-
put signal”.

The change in output is normally associated
with a discrete signal. Typically, if a tank is
full then an isolating valve in the inlet will be
closed or a pump in the outlet started.
An interlock is generally used for prevention
purposes and is, in effect, the converseof a trip.
The syntax of an interlock is of the following
form:

“Unless (or while) some condition
occurs (exists) do not change the
status of some output signal”.

A typical example with machinery would be:
unless the guard is in place, do not enable the
start button. A more typical process example
would be in charging a vessel: while the inlet
valve is open, do not open the drain valve or
close the vent valve.

8. Emergency shut-down (ESD) systems. Under
certain circumstances, it may be necessary to
automatically shut down a plant. This is in-
variably triggered by some prescribed critical
condition or combination of conditions. The
syntax is typically:

“If some critical condition occurs
then force an emergency shut down”.

There are various shut-down strategies. One
simple but effective strategy is to switch off a
common power supply to a number of output
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channels grouped together for that purpose.
Thus, in effect, all those channels are forced
into a fail-safe condition consistent with the
shut-down mode of the plant. Another strat-
egy is to shut down the plant by manipulat-
ing the systems’ outputs in a time ordered se-
quence. Sequence control was introduced in
Chapter 29.

9. Fire and gas detection systems (F&G). These
are commonly used on off-shore gas and oil
installations. Typically, an F&G system con-
sists of sensors to detect gas leaks or the pres-
ence of fire. F&G systems do not necessarily
have shut-down capability in themselves but
are invariably connected up to ESD systems.
The syntax is thus:

“If a gas leak or a fire is detected
then force an emergency shut down”.

10. Dual systems.A common approach to increas-
ing the reliability of active safety systems is to
provide duality. Typically, critical instruments
may be duplicated, or even triplicated, with
some means of cross-checking or polling of
the measurement. In extreme cases whole sys-
tems may be duplicated.

11. Back-up systems.An active protection system
cannot function in the event of failure of its
own power supply or of any of the utilities
that it is required to manipulate. Sometimes
it may be necessary to provide back-ups. For
example, mains power supply may be backed
up by diesel generators which switch on au-
tomatically when the power fails. A head tank
of cooling water may be installed as a back-up
for failure of the pumps on the works cooling
water supply main.

It is good practice to separate the active protection
systems from the control systems. Thus each uses
different sensors and actuators, and their signals
are carefully segregated with colour coded cabling.
Active protection systems usually utilise discrete
signals, typically inputs from switches, logic ele-
ments, and outputs to relays. It is normal practice
for these elements and signals to be individually
hard wired.

55.4 Control Systems Layer
The inner layer consists of the plant’s control sys-
tems. These contribute to safety in various ways:

12. Control schemes. Effective control schemes
and strategies mean that processes are nor-
mally under control. Thus the active protec-
tion systems are only called upon to function
in the event of an incident such as a failure of
the control system or a mistake in operation.
Maintaining control at the inner layer, and not
exercising the middle and outer layers unnec-
essarily, represents an enhancement in safety.

13. Integrated alarm environment. Supported as
standard by all modern control systems, DCS
or otherwise, integrated alarm environments
make a major contribution to the safe opera-
tion of process plants. These are discussed in
detail in Chapter 43.

14. Application diagnostics. These are sequences
which monitor complex situations and, de-
pending upon circumstances, initiate either
some recovery option or an emergency shut-
down.

15. Recovery options. These are normally associ-
ated with complex batch processes. They are,
in effect, sequences that are activated under
prescribed circumstances which are designed
to retrieve abnormal process situations and
return the plant into a safe hold state.

55.5 The HSE Guidelines
Traditionally, all active protection systems of an
electrical nature were comprised of distinct ele-
ments such as sensors, switches, relays and actu-
ators using analogue and/or discrete signals. In
particular they were characterised as being hard-
wired.The advent of microprocessor based devices
and systems led to pressure to permit software
based protection systems. To address the vacuum
in standards and codes of practice, the HSE Guide-
lines (1987) on the use of programmable electronic
systems (PES) in safety related applications were
produced.
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What the Guidelines said, in essence, was that
under certain circumstances, and subject to vari-
ous important constraints,it is acceptable for active
safety functions to be realisedby meansof software
based systems such as PLCs instead of hard-wired
systems.The criterionused was to provide levels of
protection that were at least as goodas what would
be provided by conventional hard-wired systems.
In that sense, the Guidelines were both construc-
tive and forward looking and were a landmark in
plant protection.

The Guidelines were largely qualitative, their
emphasis being on the approach to the provision
of protection and on sound engineering practice.
Although they were prescriptive with regard to
methodology,focussing on thedesign process,they
nevertheless provided a good degree of flexibility
with regard to implementation.

The fundamental question to be asked was
whether a protection systemfell within the scopeof
the Guidelines or not.Any active protection system
that was hard-wired, using conventional analogue
and/or discrete elements, and was separate from
the control systems, fell outside the scope of the
Guidelines. Many companies had, and still have, a
policy that active protection is only ever provided
by such hard-wired systems.

An important precedent was set by the guide-
lines in relation to the use of software in instru-
mentation. If any part of a protection system was
user programmable,by configuration or otherwise,
then the HSE Guidelines applied. Thus, for exam-
ple, most single loop controllers and any PLC fell

within the scope of the Guidelines. However, if the
electronics were embedded within a device such
that, to all practical intents and purposes, the soft-
ware was inaccessible to the user, then the device
was not covered by the Guidelines. An example of
this is the intelligent dp cell in which the embedded
ROM basedsoftware is treatedas if it washardware.

The status of the Guidelines was slightly am-
biguous. They were neither a formal standard nor
a code of practice. They may as well have been
though given that they were published by the HSE,
the regulatory body, and represented what it con-
sidered to be good practice.

55.6 The EEMUA Guidelines
The HSE Guidelines were generic in that they were
applicable to all sectors of industry. Second tier
guidance specific to the process industry was de-
veloped and published by EEMUA (1989). It should
be noted that the principlesdefined were not pecu-
liar to PES, they were just as valid for all classes of
protection systems. The concept of layers of safety
is the basis of the EEMUA Guidelines, as depicted
in Table 55.1.

The distinction between the different cate-
gories is essentially on the basis of the conse-
quences of failure.

Category 0 systems are the passive devices re-
ferred to in Section 55.2 above. Failure of a Cate-
gory 0 system results in risk to life and limb.

Table 55.1 EEMUA vs IEC 61508/61511 categories of protection

Figure55.1
layers

EEMUA
category

EEMUA
consequences

EEMUA
divisions

Comment IEC 61508

Passive 0 Risk to life and limb ERRF

Active 1 Risk to life and limb ESD, HIPS

2 Damage to plant 2 (a) PSD, HIPS SRS (SIS)

Lost production 2 (b) PSD

Control 3 Off spec product, loss of efficiency, etc. DCS, SCADA BPCS
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Category 1 systems are instrument based sys-
tems equivalent to the passive devices of Cate-
gory 0. These systems are only required when Cat-
egory 0 protection cannot meet the safety require-
ments, such as when dynamics are involved. For
example, it is better to anticipate shut-down of
an exothermic reaction by monitoring the rate of
change of temperature than waiting to vent the re-
actor by means of a pressure relief valve. Category
1 systems are also referred to as emergency shut-
down (ESD) systems.

Category 1 protection is best applied on a per
potential hazard basis, such as over heating of a
reactor, over-pressure of a vessel or over-speed of
a compressor. Keeping protection systems entirely
separate from each other, as well as from the con-
trol systems, has the advantage of simplifying sys-
tem design and facilitates the use of FMEA and
FTA.It also minimises the scope for common mode
failure. Category 1 protection systems should react
by removing the primary cause such as heat or
power. ESDs of this type represent a“narrow”view
of the plant: secondary effects are ignored.

Category 1 protection systems must have a
lower probabilityof failure to meet a demand than
Category 2 or 3 systems.This lower PFD isobtained
by using special purpose equipment, described in
Chapter 57, and regular manual verification (proof
testing), both of which make Category 1 systems
expensive to purchase and operate. For this rea-
son, instances of Category 1 protection should be
kept to a minimum.

Category 2 systems are also referred to as pro-
cess shut-down (PSD) systems.If an abnormal situ-
ation occurs which the control system cannot han-
dle, the PSD shuts down the plant area automati-
cally, i.e. without operator intervention. It may also
shut down associated plant in other areas to affect
an orderly shut-down rather than shut-down by the
domino effect. This minimises the risk of damage
to plant and simplifies subsequent start-up. PSDs
represent a “plant-wide” view of protection. The
worst case scenario for failure by a PSD is of a fi-
nancial nature throughdamage to plant and/or lost
production. Failure of a PSD results in a demand
on the Category 1 systems or Category 0 devices.

In many processes there will be protection sys-
tems which are critical from a production point of
view but, not being responsible for life and limb
protection, are Category 2. For such systems the
end-user may wish to provide protection using
the same technologies and procedures as for Cate-
gory 1. These applications are sometimes referred
to as Category 2(a) and the remainder as Cate-
gory 2(b), the split being application dependant.
When the same technology is employed,some end-
users lump Categories 1 and 2(a) together and re-
fer to them as high integrity protection systems
(HIPS).

Category 3 systems are typically DCS, SCADA
or PLC systems used for maintaining the plant
under normal operating conditions, for handling
many abnormal conditions, and for supporting an
integrated alarm environment. The worst case sce-
nario for failure of a basic process control system
(BPCS) is of a process nature such as off-spec prod-
uct, loss of efficiency,etc. Failure of a BPCS results
in a demand on a Category 2 system.

Whilst Category 2 and 3 systems are not man-
datory, if they are used then care must be taken
in giving them credit for any reduction in demand
on the Category 0/1 devices and/or systems. Such
credit could lead to an expensive and time con-
suming third party validation of the Category 2/3
systems,plus additional in-service costs associated
with maintenance and modification to ensure that
the validation is not compromised.

In the context of the IEC 61508 and 61511 stan-
dards, Category 0 systems are equivalent to the so-
called external risk reduction facilities (ERRF) and
Category 1 and 2 systems are equivalent to safety
related systems (SRS). The EEMUA hierarchy of
categories is consistent with the safety layer model
of the ISA S84 standard in which Category 1 and
2 systems are referred to as safety instrumented
systems (SIS).

Also,theEEMUA layers fit well withAPIRP 14C
(1998) which requires that there should be two lev-
els of protection “independent of and in addition
to the control devices used in normal process op-
eration”.
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55.7 Comments
The HSE and EEMUA Guidelines have been super-
seded by the IEC 61508 standard. It is nevertheless
important to understand them because:

1. Much of the thinking behind the HSE and
EEMUA Guidelinesunderpins the concepts and
terminology of IEC 61508.

2. There is a large installed base of protection sys-
tems that have been designed, implemented,
validated and documented on the HSE and/or
EEMUA basis which will be in use for decades
to come.

IEC 61508 is a generic standard in that it applies
to all aspects of safety for all sectors of industry.
As such it is extensive: there are seven sections of
which Parts 1 to 3 are normative (mandatory) and
Parts 4 to 7 are advisory. Second tier guidance is

provided on a sector basis.That for the process sec-
tor, IEC 61511, specifically concerns instrumenta-
tion aspects of safety systems for the process in-
dustries. It is in three parts of which Part1 is nor-
mative. Second tier guidance for the nuclear sector
is IEC 61513.

In the US the standard which is equivalent to
IEC 61511 is ISA S84 which is itself complemented
by ISA TR84.

A fundamental differencebetween the HSEand
EEMUA Guidelines and the IEC/ISA standards is
that targets have been set in the latter for the PFD
of the various grades of protection system. These
targets, known as safety integrity levels (SIL), are
quantitative and represent a major step forward in
system design. In effect, for the first time, accept-
able levels of unreliabilityhave been articulated on
an authoritative basis. SILs are discussed in detail
in Chapter 56.
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This chapter is concerned with the design of pro-
tection systems for plant in which hazardous pro-
cesses are carried out and where the potential
consequences of specified incidents are serious. It
starts with consideration of the nature of risk and
introduces the concept of ALARP. Then comes the
ISA S84 life cycle model of a protection system. A
design methodology based upon this model is ex-
plained. Next follows consideration of target levels
for unreliability, the latter as quantified in both IEC
61508 and ISA S84, and discussion of their specifi-
cation. These are used in two worked examples on
the design of a protection system, one quantitative
and the other qualitative. Next comes a categorisa-
tion of the different types of failure. This provides
a basis for handling the various quality aspects of
protection systems design.

56.1 Risk
Risk is an emotive and irrational thing. Consider
the number of people killed on their way to/from
work in a major city such as Manchester, and as-

sume the numbers travelling by car and train to be
the same. If the number of people killed in road
accidents was one per week there would be little
public reaction.However, if therewasone rail crash
per year killing 52 people per crash there would be
outrage.

Also, there is the problem that some industries
have traditionally accepted higher risks to life and
limb than others. Deep sea fishing is one of the
most dangerous industries. Even a minor accident
out in the North Sea is likely to lead to serious non-
recoverable injuries due to the lack of immediate
access to emergency services. In addition to this,
the sinking of vessels with the loss of several lives
is not uncommon. If London office workers were
exposed to the same levels of risk there would be
more outrage.

Another factor is payment to take risks. Many
people will accept higher pay than average in re-
turn for taking risks. Scaffolding workers are a
common example and deep sea divers an extreme
case.

These observations lead to the conclusion
that there is a nonlinear relationship between
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acceptable risk (deaths/year), hazard rate (inci-
dents/year) and consequences (deaths/incident).
Onemodel that has been proposed is an adaptation
to Equation 53.24:

Risk = HR × C(E)n (56.1)

where n is referred to as the aversion factor. Sug-
gested values for the aversion factor are

If C(E) ≥ 10 deaths/incident, then n = 2

If C(E) < 10 deaths/incident, then n = 2/3

This is an area that the standards and regulatory
bodies have yet to address and, in the meantime, it
is the ALARP principle that applies.

56.2 ALARP
The as low as reasonably practical (ALARP) con-
cept was formalised by the HSE and is as depicted
in Figure 56.1.

Intolerable

region

Negligible

risk

Risk

(deaths/year)

1 x 10-4

1 x 10-6
ALARP

Fig. 56.1 Levels of risk and ALARP

The idea is that there exists some upper level of risk
beyond which no operation should be allowed. Be-
neath this there is some lower level of risk which
is insignificant. Between these two levels is the
ALARP region. If a process has a potentially un-
acceptable risk, then means of reducing the risk
into the ALARP region must be applied. Zero risk
is not an option.

Upper and lower limits of 1×10−4 and 1×10−6

deaths per year respectively are accepted values
within the process industries, although these are

neither specified in IEC 61508 nor necessarily
recognised by HSE.

Designers of protection systems must consider
the consequences to employees and the public at
large when setting ALARP limits. The concept of
doubling the risk to employees paid to take a risk
is acceptable in some areas. On the other hand, the
concept of subjecting those not involved in the ac-
tivity to a risk not greater than five times less than
those employed in the activity is widely accepted.

So, if a process has the potential to cause more
than 1×10−4 deaths per year,what are the options?
First review the process design to see where safety
can be increased by means of Category 0 (passive)
systems,as described in Chapter 55,and referred to
as external risk reduction facilities (ERRF) in IEC
61508. Good process design is the most effective
route to safety. Second comes a review of operating
procedures.This includes occupancy of the danger
area. If there is nobody there when the hazardous
event occurs then the number of fatalities and/or
injuries is reduced to zero. This may seem obvi-
ous, but reducing occupancy can achieve an order
of magnitude improvement in safety at little or no
extra cost.

And third, if other means are insufficient or im-
practicable, comes the use of Category 1 (active)
protection systems. These are referred to as safety
related systems (SRS) within IEC 61508. The ob-
jective is to design the protection system such that
the risk is brought into the ALARP region. This is
essentially a question of applying the two funda-
mental design equations articulated in Chapter 53,
in which the various terms were also defined:

HR = DR × PFD (53.23)

Risk = HR × C(E) (53.24)

The basic approach is to design a protec-
tion system such that its probability of fail-
ure on demand (PFD), when combined with
the unmitigated demand rate of the plant (in-
cidents/year) and the consequences of a haz-
ardous event (deaths/incident) yields a residual
risk (deaths/year) that is well within theALARP re-
gion. Design invariably revolves around establish-
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ing a value for the hazard reduction factor (HRF),
ambiguously referred to as risk reduction in IEC
61508:

HRF =
1

PFD
=

DR

HR

Remember that the reliability data for plant and
instrumentation is far from accurate and a signifi-
cant safety margin must be built into any design.

56.3 Safety Methodology
The safety life cycle envisaged within IEC 61508,
which is of a generic nature, is as depicted in Fig-
ure 56.2 and is self explanatory.

Box 9 of Figure 56.2 relates to the detailed de-
sign of electrical, electronic and programmable

electronic systems (E/E/PES) for Category 1 pro-
tection. Another safety life cycle, from ISA S84
(1996), is as depicted in Figure 56.3 in which there
is more ofa focus upon the design ofthe protection
system per se.

In many respects, all of the phases of the life cy-
cle and their related issues are no different to those
discussed in Chapters 60–66 on the project engi-
neering and management of control systems. Note
that the numbering of the phases in Figure 56.3
refers to the relevant parts of Section 4.2 of ISA
S84. The essentials of the design process are as fol-
lows:

1. Hazard analysis and risk assessment (S84:
4.2.2).
The techniques of HAZOP, CHAZOP and
FMEA, as described in Chapter 54, are the most

2  Overall scope definition

3  Hazard and risk analysis

4  Overall safety requirements

5  Allocation of safety requirements to

    designated safety related systems

12  Overall installation

13  Overall safety validation

Overall planning

6  Operation &

    maintenance

7  Validation 8  Installation &

      commissioning

1 Concept

Realisation  

Active

E/E/PES
9

Safety related systems

10 Passive

devices

Realisation

11 External risk

reduction

facilities

14 Overall operation and

maintenance
15 Overall modification

and retrofit

16 Decommissioning

Fig. 56.2 The IEC 61508 protection system life cycle
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1 Conceptual process design

3 Apply Category 0 protection systems to prevent hazards & reduce risk

4 Are any Category 1 protection systems required?

6 Develop safety requirements specification (SRS)

8 Detailed design of protection system

12 Pre-start-up safety review

13 Protection system start-up, maintenance & periodic testing

14 Modify protection system? End

2 Perform process HAZAN & risk assessment

Start

5 Define target safety integrity levels (SIL)

7 Conceptual design of active protection systems & verify against SRS 

No

9 & 10 Installation, commissioning 

11 Establish operating &

maintenance procedures

and pre-start-up acceptance testing

yes
15 Decommission system

Fig. 56.3 The ISA S84 protection system life cycle

appropriate means of systematically analysing
a proposed process design to identify poten-
tial hazards and to determine whether further
measures are required.
Hazard analysis should be carried out early in
the project life cycle to maximise its effective-
ness. The later it is done the more expensive
and the less satisfactory the solutions become.
The unmitigated demand rate (DR) must be es-
tablished for each potentially hazardous event.
This is the probability of the occurrence of the
hazardous event (incidents/year) in theabsence
of a protection system.It is normally quantified,
if significant, by means of fault tree analysis
(FTA), also described in Chapter 54.

2. Identify any Category 1 systems required (S84:
4.2.4).

Each potentially hazardous event that cannot
be effectively handled by means of the applica-
tion of Category 0 design methods and/or pas-
sive devices (ERRF) requires the installation of
one or more Category 1 active systems (SRS).
Remember that Category 1 protection is best
applied on a per potential hazard basis.

3. Define target safety integrity levels (S84: 4.2.5).
Safety integrity levels (SIL) are bands for the
probability of failure on demand (PFD) of the
protection system. In essence, the target SIL
value for a protection system comes from an
evaluation of its PFD which is calculated by
working backwards from a specified accept-
able level of risk (deaths/year), an estimate of
the consequence C(E) of the hazardous event
occurring (deaths/incident) and a determina-
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tion of the unmitigated demand rate (inci-
dents/year). There are two approaches: qualita-
tive and quantitative.Worked examples of both
are provided in following sections.

4. Design protection systems against the targets
(S84: 4.2.7).
This is essentially a question of specifying
structures with sufficient redundancy and
equipment with high enough reliability such
that the overall PFD satisfies the SIL require-
ment. A worked example on this is provided in
Section 56.5 below.

5. Review constraints on architecture of protec-
tion system design.
This requires an estimateof the safe failure frac-
tion (SFF), as described in Chapter 53, for the
system designed. The SFF is used to determine
the SIL value that the architecture assumed is
deemed to be capable of supporting in terms of
fault tolerance.
If SFF yields a lower SIL value to that used for
design purposes then the SFF considerations
override those of PFD. Generally speaking, SFF
is a more stringent design criterion that PFD.

56.4 Safety Integrity Levels
Four grades of protection system, SIL 1 to SIL 4,
are defined in both IEC 61508 and ISA S84 in terms
of allowable bands for their PFD as shown in Ta-
ble 56.1. A fifth band of SIL 0 is included for com-
pleteness.

There are several points about this table worth not-
ing:

• The PFD, availability and failure rates are all for
dangerous failures occurring as opposed to all
(dangerous and spurious) failures.

• Normally the data for PFD and availability in de-
mand mode of operation would be used. How-
ever, for high demand rates,when either DR > 1
or DR > 2/PTI incidents per year, then the data
for continuous mode should be used.

• The SIL ranges apply to the whole protection
system on an end-to-end basis, i.e. includes all
elements from the sensor, switch, through any
logic to the final relay or actuator.

• The upper bound on SIL 1 is a PFD of 10−1.Thus
any protection system with a hazard reduction
factor (HRF) of less than 10 falls outside the
scope of IEC 61508. This enables basic process
control systems (BPCS),when evaluating the un-
mitigated demand rate (DR), to be categorised
as SIL 0 and credited with an HRF of up to 10
in respect of the contribution that they make to
safety.

• SIL 4 is defined in IEC 61508: the ISA S84 docu-
ment only refers to SILs 1 to 3. It is true that the
majority of applications in the process indus-
tries result in a SIL 2 or SIL 3 requirement but
there is no reason to believe a-priori that SIL 4
requirements won’t be encountered.

Clearly the SIL required for any protection system
must reflect both the probability of the hazardous
event occurringand the consequences of such.The

Table 56.1 Quantitative definitions of SIL levels

Safety integrity
level SIL

Hazard reduction
factor HRF

Demand mode of operation Continuous mode

PFD
(fractional)

Availability A
(fractional)

Failure rate �

(failures per hour)

0 > 100 1 to 10−1 < 0.9 > 10−5

1 > 101 10−1 to 10−2 0.9 to 0.99 10−5 to 10−6

2 > 102 10−2 to 10−3 0.99 to 0.999 10−6 to 10−7

3 > 103 10−3 to 10−4 0.999 to 0.9999 10−7 to 10−8

4 > 104 10−4 to 10−5 0.9999 to 0.99999 10−8 to 10−9
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target SIL value, and the values of DR and C(E)
upon which it is based, is a key component of the
safety requirements specification (SRS).

IEC 61511 introduced the concept of vulnera-
bility to allow for the fact that, in many cases, the
operators may be able to avoid the consequences
of a hazardous event if/when it occurs. For exam-
ple, they could run away from it. Vulnerability is a
factor (VF) used to reduce the consequence C(E)
according to the nature of the hazard. Thus Equa-
tion 53.24 may be modified as follows:

Risk = HR × VF × C(E) (56.2)

The vulnerability factor enables SIL values to be
reduced from those determined by PFD consider-
ations alone. Suggested values for VF are given in
Table 56.2.

Table 56.2 Interpretation of vulnerability factors

VF Example Reduction

0.01 Small release of flammableor
toxic material

2 SIL levels

0.10 Large release of flammableor
toxic material

1 SIL level

0.50 Large release with a high
probability of ignition or else
highly toxic

None

1.00 Rupture or explosion None

In practice, companies are wary of using vulnera-
bility factors. Not only is it a matter of chance as to
whether or not an operator can take evasive action,
the use of vulnerability factors can so distort the
SIL values as to make a nonsense of their quanti-
tative basis. They create the impression of a fix to
retrospectively make a bad design seem OK.

Vulnerability should not be confused with the
preventive parameters, P1 and P2, referred to in
Chapter 57, which allow for operators taking man-
ual action to prevent the hazardous event occur-
ring in the first place.

56.5 Worked Example on
Quantitative Approach
to SIL

A protection system is proposed in which a high
pressure gas supply is isolated in response to an
emergency stop command as depicted in Fig-
ure 56.4a. It consists of a manually operated push-
button switch which trips a solenoid valve. The
push button switch has a“normally closed,open to
trip” contact. The solenoid valve is normally open
and is of the “normally energised, de-energise to
trip” type. A spring-return mechanism closes the
valve when power is removed from the solenoid.

24V dc supply

(normally closed)

push button switch

isolating valve

(normally open)

Fig. 56.4a Push button switch operated type of solenoid trip

The basic reliability data for this system is as listed
in Table 56.3. It should be assumed that there will
be a full inspection and test every two years at sys-
tem shutdown.

1. Establish Desired PFD and SIL

Presume the objective of design is to reduce the
risk to midway across the ALARP range.

Thus the acceptable risk = 1×10−5 deaths/year.
Suppose the probability of somebody in the area
being killed when the hazardous event occurs is
0.01. Assume that the probability of the area being
occupied is 0.1.
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Table 56.3 Reliability data for Worked Example on SIL

Device Failure rate
(fpmh)

Mode/nature of failure Probability of
failure

Push button switch 0.2
(all faults)

Contact fails open (fails to close or stay closed) 80%

Contact fails closed (fails to open and/or a false clo-
sure)

20%

Solenoid valve 1.0 Spring action fails to close valve when power is re-
moved: valve fails open

8.0 Spurious closure: valve fails shut

Operator – Operator fails to push button when required 5%

Pressure switch 1.1 Contact fails open

0.1 Contact fails closed

Trip amplifier 0.4
(all faults)

No information available
No diagnostic coverage

Hence the consequenceof the event C(E) = 1×10−3

deaths/incident.

Risk = HR × C(E) (53.24)

Thus the required hazard rate HR = 0.01 inci-
dents/year, i.e. once per hundred years.

Presume an a priori unmitigated demand rate
of once per year, i.e. DR = 1.0:

HR = DR × PFD (53.23)

Whence, the required PFD is 0.01. Reference to Ta-
ble 56.1 shows that a PFD of 0.01 is on the SIL
1/2 boundary. Prudence requires that SIL 2 be the
target for design.

2. Human Factor

The push button switch is manually operated and
there is obvious scope for human error. It is best
to think of the operator as being in series with the
protection system. Thus, assuming dangerous fail-
ure modes, from Equation 53.16:

PFD = Uoverall =
∑

Uj (56.3)

= Uoperator + Uswitch + Uvalve

It is interesting to note that if the operator is ab-
sent the protection system cannot be activated. In
effect, Equation 56.3 defaults to

PFD = Uoperator = 1.0

whence HR = DR.
However, if the operator is present but fails to

push the button when required, Equation 56.3 ap-
plies. Consider all failures to push the button to be
dangerous. The 5% chance of not pushing the but-
ton is equivalent to the operator not being available
when required. Thus:

Uoperator = 0.05

Substituting:

0.01 = 0.05 + Uswitch + Uvalve

The contribution of the operator alone exceeds the
design criterion: clearly themanually operated sys-
tem as proposed is not viable, irrespective of the
quality of the push button switch and the isolating
valve.

Vulnerability criteria could now be considered.
It is not unreasonable to presume that the conse-
quence of failureof the protection system is a large
release of flammable material through a pressure
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relief valve. Inspection of Table 56.2 shows that
this corresponds to a vulnerability factor of 0.1,
depending upon the likelihood of ignition. Thus,
in principle, the SIL level may be reduced by one,
corresponding to an increase in the PFD criterion
by a factor of 10.0.

Taking the design criterion into the range of
0.01 < PFD ≤ 0.1 clearly makes the push button
design viable. However, nothing is known about
the prospect of the operators taking evasive action.
There is no basis for reducing the SIL level on the
grounds of vulnerability, so SIL 2 has to remain as
the target for design.

3. Estimate PFD of Alternative Design

One has to question whether it is sensible to rely
upon a manually operated push button for a SIL 2
application.A pressure (or flow) switch hard wired
via a trip amplifier (relay) into the solenoid would
be more practicable, as depicted in Figure 56.4b.

(normally closed)

pressure switch

isolating valve

(normally open)

trip amplifier

Fig. 56.4b Pressure switch activated type of solenoid trip

The pressure switch is of the “normally closed,
open to trip” type. Depending upon the voltage
output of the switch, the trip amplifier produces a
current sufficient to power the solenoid.As before,
the solenoid valve is normally open and is of the
“normally energised, de-energise to trip” type.

The fastest way to estimate the PFD of the trip
system is to recognise that both the switch and the

valve are in series and to combine their failure rates
into an overall figure. This approach is valid since
both elements are subject to the same PTI and have
the same MTTR.

The pressure switch is normally closed so its
dangerous failure mode is closed, i.e. it fails to open
on demand, for which the failure rate is 0.1 fpmh.

The trip amplifier has 0.4 fpmh. Since nothing
is known about its distribution of failures, it must
be assumed that these are all dangerous: it pro-
duces, or continues to produce, a current output
when the input voltage is zero.

The solenoid valve is normally open so its dan-
gerous failure mode is open, i.e. it fails to close on
demand, for which the failure rate is 1.0 fpmh:

�ser = �1 + �2 + . . . �n (53.14)

whence the dangerous failure rate for the alterna-
tive isolating system is

�D = 0.1 + 0.4 + 1.0 = 1.50 fpmh

Proof testing of the isolation system will be at two
year intervals, i.e. PTI = 17520 h.

Assume MTTR is insignificant:

PTRT = (PTI/2) + MTTR (53.11)

whence the effective proof test period PTRT ≈
8760 h.

Noting that

U ≈ PTRT ∗ � (53.12)

and assuming dangerous failure modes:

PFDD = U ≈ PTRT ∗ �D = 8760 ∗ 1.50 × 10−6

≈ 0.01314

This corresponds to SIL 1 protection. Given that
the original target was on the SIL 1/2 boundary, a
higher specification design is required. Increasing
the proof testing frequency to an annual basis, i.e.
once per year, results in a PTRT of 4380 h.

PFDD = U ≈ PTRT ∗ �D = 4380 ∗ 1.50x10−6

≈ 0.00657

which corresponds to SIL 2 protection and clearly
satisfies the requirement.
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4. Spurious Trip Rate

Spurious trips are those which occur as a result
of failure into a safe mode. For the alternative sys-
tem of Figure 56.4b this is either when the pressure
switch fails open or when the solenoid valve fails
shut. The trip amplifier is not considered since all
of its failures have already been deemed to be dan-
gerous.

The safe failure rate for the pressure switch is
1.1 fpmh and the safe failure rate for the isolating
valve is 8 fpmh:

�S = 1.1 + 8.0 = 9.1 fpmh

whence:

MTTFS =
1

9.1 × 10−6
≈ 110, 000 h ≈ 12.5 years

5. Safe Failure Fraction

This was defined in Chapter 53 as

SFF = 1 −
�UD

�S + �D
(53.21)

Since there is no provision for testing either the
pressure switch or the isolating valve, either auto-

matically or manually, it must be presumed that
all dangerous failures are undetected (covert), in
which case:

SFF ≡ 1 −
�D

�S + �D
= 1 −

1.5

10.6
= 0.858

With reference to Table 56.6, it can be seen that an
SFF of 85.8% for a type A simplex system provides
SIL 2 protection, thus the architectural constraint
is satisfied.

56.6 Qualitative Approach
to SIL

The qualitative approach to selecting an appropri-
ate SIL for a protection system utilises the so-called
hazardous event severity matrix,asdepicted in Fig-
ure 56.5. This has been absorbed into IEC 61508
but its roots are in the TUV (pronounced “toof”)
scheme for equipment testing in relation to the
German DIN standards. The matrix is fairly sim-
ple to use but the results obtained require careful
interpretation.

Low

Likelihood (DR)

Hazardous event consequences

Minor

No of independent Category 0 & 1 systems

Low

Likelihood (DR)

Serious

Low

Likelihood (DR)

Extensive

Med High Med High Med High

SIL0 SIL0 SIL0 SIL0 SIL0 SIL0 SIL0 SIL1 SIL1

SIL0 SIL0 SIL0SIL1 SIL1 SIL2 SIL2SIL1
SIL3

x1?

3

2

1 SIL1 SIL1 SIL1SIL2
SIL3

x1?

SIL3

x1?

SIL3

x1?

SIL3

x2?
SIL2

Fig. 56.5 Hazardous event severity matrix
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Table 56.4 Categories and interpretation of consequences

Consequences IEC 61508
category

TUV category –
Figure 57.1

Fatalities
(deaths/event)

Interpretation

Minor A C1 < 0.03 Serious but temporary injuries, short term loss
of functions

Serious B C2 0.03–0.30 Non-recoverable health problems, permanent
injuries, loss of limbs, may be single death

Extensive C C3 0.30–3.00 Single to several deaths

D C4 > 3.00 Catastrophic event, multiple deaths

Table 56.5 Categories and interpretation of likelihood

Likelihood TUV category –
Figure 57.1

Demand Rate
(events/year)

Interpretation

Low W1 < 0.01 Extremely unlikely, essentially zero

Medium W2 0.01–0.10 Occasional occurrence

High W3 0.10–1.00 Probable occurrence

W3 > 1.00 Frequent occurrence

First, the potential consequences of a hazardous
event have to be estimated and categorised as be-
ing minor, serious or extensive. This is subjective,
but a sensible interpretation is as indicated in Ta-
ble 56.4. To provide a feel for consequences, bands
of average death rates are suggested for each cate-
gory.

This establisheswhichof the three severity sub-
matrices to use. Next, the likelihood of the haz-
ardous event occurring has to be categorisedas be-
ing low, medium or high. This is the unmitigated
demand rate and is interpreted in Table 56.5. To
provide a feel for likelihood, recognised bands of
values for DR are stated for each category.

This establishes which column of the severity
sub-matrix to use. Next the total number of inde-
pendent protection systems is determined. This is
essentially a question of counting the Category 0
(passive) and Category 1 (active) protection sys-
tems. This establishes which row of the severity
sub-matrix to use. The required target SIL value is
read off at the appropriate intersection.

The entries in the severity matrix need some
explanation:

SIL0 The protection system is probably not re-
quired.

x1? One SIL 3 protection system may not be suf-
ficient.

x2? One SIL 3 system is not sufficient. Further
protection and/or SIL 4 is required.

Use of the hazardous event severity matrix is en-
tirely subjective and,in itself,is an insufficient basis
for design. The target SIL value derived from the
matrix must bevalidated using safe failure fraction
(SFF) criteria as explained in Section 56.8 below.

56.7 Worked Example on
Qualitative Approach
to SIL

Hydrocarbons are transferred from a high pres-
sure vessel to a low pressure vessel as depicted in
Figure 56.6.

The consequence of failure to protect the low
pressure vessel against over-pressure will be rup-
ture of the vessel and vapour release. Since ignited
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Fig. 56.6 Hydrocarbon transfer from high to low pressure vessels

vapour clouds may cause several deaths, Table 56.4
indicates that the “extensive” sub-matrix be se-
lected.

Next comes consideration of the likelihood.
Pressure in the low pressure vessel is controlled
by the control loop PC, failureof which is the main
cause of over-pressure.Although the control func-
tion is realised by means of a proven DCS, which
is known from experience to only fail very occa-
sionally, the other elements in the loop are less
reliable. Thus the pressure sensor/transmitter is
likely to have impulse lines which may be subject
to intermittent fouling and/or distortion due to air
bubbles. Also, the control valve is handling a high
pressure stream and will be prone to leakage and
sealing problems. Being prudent, Table 56.5 indi-
cates that the “medium” column be selected.

Then comes the counting of the number of in-
dependent Category 0/1 systems:

• The DCS is the potential cause of failure for
which protection is being provided, so it can-
not count. In any case, a DCS is at best Category
2 and normally a Category 3 system.

• Manual response to the hardwired alarm PAH
is unlikely to be fast enough to prevent over-
pressure so it provides no protection and cannot
be counted.

• The pressure relief valve PSV, which discharges
into a vent system, can handle the worst case of
over-pressure without risk to life or limb. This is

a passive device and counts as Category 0 pro-
tection.

• The PLC based trip system clearly counts as a
Category 1 protection system. Indeed, the whole
point of this analysis is to establish the SIL re-
quired for the trip system.

Thus there are two independent protection systems
and“row 2”of Figure 56.5 applies.The intersection
of the medium column of the extensive sub-matrix
with row 2 indicates that SIL 2 is the target value
for the trip system.

56.8 Architectural Constraints
As stated previously, once the protection system
design has been established on the basis of PFD
considerations, it is necessary to review the archi-
tecture of that design for hardware fault tolerance.
This requires an estimate of the safe failure frac-
tion (SFF), as described in Chapter 53. The SFF is
used to determine the SIL value for the protection
that the architecture is deemed to be capable of
providing. The SIL value is tabulated against SFF
and the number of parallel channels of which there
are three categories: simplex, duplex and triplex.

Type A safety related sub-systems are “simple”
ones. This may be interpreted as those systems for
which the failure modes are known and defined,
and for which the failure rate data is known. For
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Type A systems the architectural constraints are
given by Table 56.6.

Table 56.6 Safe failure fractions (SFF) for Type A fault tolerance

Safe failure Type A hardware fault tolerance
fraction SFF 0 1 2

(Simplex) (Duplex) (Triplex)

< 60% 1 2 3

60–90% 2 3 4

90–99% 3 4 4

99–100% 3 4 4

SFF is a more stringent criterion that PFD and if
SFF yields a lower SIL value to that used for design
purposes then the SFF considerations are overrid-
ing. For example, consider a protection system for
which the design requirement is SIL 3. Suppose
that its design is of a simple nature with no redun-
dancy, i.e. simplex, and its SFF<90%. According to
Table 56.6 the design can only be considered to be
of SIL 2 quality and other measures, such as intro-
duction of redundancy, must be introduced.

For the more “complex”Type B systems the ar-
chitectural constraints are given by Table 56.7.

Table 56.7 Safe failure fractions (SFF) for Type B fault tolerance

Safe failure Type B hardware fault tolerance
fraction SFF 0 1 2

(Simplex) (Duplex) (Triplex)

< 60% Not allowed 1 2

60–90% 1 2 3

90–99% 2 3 4

99–100% 3 4 4

56.9 Categories of Failure
If a system is to be used to provide protection, then
the factors most likely to cause the system itself
to fail must be properly taken into account. There
are different types of failure which may be cate-
gorised as being random hardware, systematic and
common cause.

1. Random Hardware Failures

These correspond to the flat part of the bathtub
curve described in Chapter 53 and are charac-
terised by a constant failure rate. It is impossible
to predict exactly when a system will break down
because of the random nature of failure of its com-
ponents.The reliabilityof a system has to be calcu-
lated from that of its components and sub-systems,
as explained in the worked example of Chapter 53.

The most effective precaution against random
hardware failures is redundancy. This means pro-
viding additional components or systems in par-
allel. If one fails the other will continue working.
When redundancy is necessary, it is usually suffi-
cient to provide dual redundant systems but, for
very high integrity applications, triple redundancy
may be required.

2. Systematic Failures

These are due to mistakes made at some stage
in the process of specification, development, con-
struction or operation of a system. The system will
fail to function as intended every time a particular
set of conditionsoccurs.Because it is impossible to
test for every possible set of conditions, systematic
failures may lie hidden in a system. There are three
main types of systematic error:

• Specification: includes mistakes and omissions
in the original design of the system.

• Hardware: may occur at any stage in the de-
sign, manufacture, installation or operation of
the equipment.

• Software: made when the software was initially
developed or can be introduced subsequently.

Redundancy through the provision of identical
protection systems in parallel clearly gives no pro-
tection against systematic errorsbecause thework-
ing and redundant systems are both likely to fail
in the same set of conditions. Systematic errors
are normally best countered by redundant diverse
systems in parallel involving different designs and
components, but these are obviously more expen-
sive than identical systems.
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Table 56.8 Classification of protection against types of failure

Random Systematic Common
hardware failures cause
failures failures

Always occurs No Yes Yes
under the
same
conditions

Prevented Yes No No
by identical
redundancy

Prevented Yes Yes Yes
by diverse
redundancy

3. Common Mode Failures

As stated in Chapter 53, it is quite common for a
single fault to affect many elements. Such cause
and effects are referred to as common mode fail-
ures. The original cause may be the result of either
random hardware or systematic failures, or due to
circumstances for which the protectionsystem was
never intended to cope. Some typical examples of
causes are:

• Loss of electrical power
• Loss of air supply
• Radio frequency interference
• Corruption of database
• Failure of communications device
• Failure of an I/O board
• Malicious intent or sabotage.

Common mode failures can only be protected
against by the provision of redundant systems tar-
geted on specific potential common cause failures,
such as the use of a standby generator for protec-
tion against mains power supply.

The protection afforded by different configu-
rations against these categories of failure type is
classified in Table 56.8.

56.10 Protection System
Design

There is more to the design of a protection system
than the technical issues and much of the empha-
sis in IEC 61508 and 61511 is on the design pro-
cess itself. This is of particular importance if the
protection system contains elements that are pro-
grammable. In general, the design strategy should
focus on the three aspects of reliability,configura-
tion and quality, as depicted in Figure 56.7.

Focus of 
design strategy

Category of 
failure

a. Reliability

b. Configuration

c. Quality

Random hardware
failures

Common cause
failures

Systematic 

failures

Reduces

Fig. 56.7 Focus of protection system design

1. Reliability

This relates to protection against the consequences
of random hardware failures. If the consequence of
failure C(E) is not serious such that Category 2 pro-
tection only is required, see Table 55.1, then a qual-
itative assessment of reliabilitybased on sound en-
gineering judgement is a sufficient basis for design.

If the consequence of failure is serious then
Category 1 protection is required at least. Thus a
protection system is designed to meet a specifica-
tion in the sense that it satisfies some SIL which,
for a given demand rate, will yield a hazard rate
that is low enough to ensure an acceptable risk. As
seen, the SIL required may be determined either
quantitatively or qualitatively. Depending on the
reliability characteristics of the equipment used,
the SIL value is achieved by means of introducing
parallelism,suchas redundancy and/or voting,and
appropriate proof testing.
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Hardware design should be subjected to search-
ing questions about function, detection of failures,
testing frequency, failure modes, etc.

2. Configuration

This refers to the organisation of the Category 0/1
protection system(s). Three issues need to be con-
sidered in particular:

• How many independent protection systems are
needed?

• What is the extent of parallelism established by
the reliability design?

• Can the failure of any single sub system, such as
a power supply, I/O board, etc., give rise to com-
mon mode failures not taken into account in the
reliability design? If so, the configuration needs
changing.

Recognising that common mode failures are best
countered by means of redundant and/or diverse
systems, the options are:

• Additional passive devices, i.e. Category 0 pro-
tection.

• Additional I/O channels. If these are of a dif-
ferent design, they provide effective protection
against both common cause and systematic fail-
ures.

• Diverse software, i.e. different sets of software
running in parallel systems, which also protects
against systematic failures.

3. Overall Quality

Systematic errors can be greatly reduced by the
combination of good design practice and qual-
ity engineering. Of fundamental importance to
the quality of manufacture and implementation of
protection systems are:

• Understanding of the safety principles involved
by the personnel responsible for the specifica-
tion and design work.

• Use of an established quality assurance system,
such as ISO 9001, for producing the software.

• The experience and expertise of the personnel
who are engineering the protection system.

56.11 Independence
Protection systems are disproportionately expen-
sive compared with control systems of similar
functionality, size, etc.That is because of the effort
involved in quantifying the demand rate, failure
rate, risk, etc. In a commercial environment there
is much scope for reducing these costs by cutting
corners.Recognising this, IEC 61508 lays down cri-
teria for independence of the personnel involved in
the design and, in particular, the validation of the
design of protection systems.There are two aspects
to this:

1. General Involvement

Involvement in any aspect of the life cycle of a pro-
tection system, other than Box 9 of Figure 56.2
which corresponds to detailed design, requires a
degree of independence as indicated in Table 56.9,
where HR denotes highly recommended and NR is
not recommended.

Table 56.9 Independence required vs consequence

Minimum level Consequence (see Table 56.4)
of independence

A B C D

Independent person HR HR NR NR

Independent HR* HR NR
department

Independent HR* HR
organisation

The asterisk indicates that the requirement for an
independent department may have to bemet by us-
ing an external organisation. Companies may use
an internal department skilled in risk assessment
and in the application of protection systems in-
stead of using an external organisation. However,
thedepartment must bemanagerially independent
of those departments that have ownership of the
plant and/or project.

2. Detailed Design

Involvement in Box 9, which roughly corresponds
to Figure 56.3, requiresa strong degree of indepen-
dence, as indicated in Table 56.10.
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Table 56.10 Independence required vs SIL

Minimum level Safety integrity level (SIL)
of independence (see Table 56.1)

1 2 3 4

Independent person HR HR NR NR

Independent HR* HR NR
department

Independent HR* HR
organisation

The definition of HR, HR* and NR are the same as
for Table 56.9.

56.12 Comments
IEC 61508 came into effect in 1998 since when the
design of all protection systems have become sub-
ject to its provisions.It is not retrospective,thus any
plant’s protection systemspreviously designedand
installed lie outside of its provision. However, if at
any stage those systems are changed or extended,
then all of that plant’s protection systems becomes
subject to the standard.

Whilst IEC 61508 specifically refers to E/E/PES
systems, which may well include other elements,
it is difficult to argue that it is not applicable to
systems that are wholly hydraulic, mechanical or
pneumatic. Ultimately, protection systems are de-
signed on the basis of the hazards associated with
the plant or process and the measures necessary to
reduce the risk to an acceptable level. The issues,
methodology and desired outcome are largely in-
dependent of the technology used.
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In the previous chapter it was seen that central
to the design of protection systems is the issue
of determining the required safety integrity level
(SIL). For a given system design, the question then
is one of specifying equipment whose reliability
and quality characteristics satisfy the SIL crite-
rion. Whilst many suppliers of instrumentation
and control systems will provide reliability data,
and all will claim to deliver on quality, some form
of independent testing is required to provide a
basis for confidence. This chapter therefore starts
with an introductionto equipment approvals.That
is followed by consideration of failure modes and
voting strategies, both of which provide a basis for
an overview of the different technologies available
for safety equipment. Finally, the pros and cons of
these technologies are summarised.

57.1 Equipment Approvals
Technischer Überwachungs-Verein (TÜV) is the
longest established and most credibleorganisation
in Europe for the approval of equipment for pro-
tection system duties.The service is offered to sup-
pliers whose equipment is type tested to German
(DIN) standards andcertifiedaccordingly.The cer-
tification process is exhaustive and covers every-

thing from the formulation and documentation of
the original design concepts to the manufactured
product and its suitability for the defined applica-
tion. The TUV testing procedures result in equip-
ment being deemed to belong to one of the four
SIL categories.

Thus, for any protection system design, equip-
ment selection is essentially a question of deciding
which SIL category applies and ensuring that any
equipment purchased has a matching SIL classifi-
cation, or higher. In practice, most chemical and
process industry applications result in SIL cate-
gories of 2 or 3.The selection process is qualitative,
as depicted in the form of a so-called risk graph in
Figure 57.1.

Starting from the left, select the most appro-
priate route through the risk graph according to
the criteria listed below. (Note that the categories
denoted by C, F, P and W in IEC 61508 are referred
to as S, A, G and W respectively by TÜV).

• C = Extent of consequences of failure to meet a
demand (see also Table 56.4):
i. C1 = Recoverable injury
ii. C2 = Single death or non-recoverable injury

(e.g. loss of limb)
iii. C3 = Death of more than one person
iv. C4 = Catastrophic event, many deaths
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Fig. 57.1 Risk graph: IEC (upper) and TÜV (lower) versions

• F = Occupancy of the danger zone:
i. F1 = Rare to frequent (occupied for say

< 10% of the time)
ii. F2 = Frequent to continuous (for say > 10%

of the time)
• P = Preventive action (manual):

i. P1 = Possible under most conditions (say
> 80% chance)

ii. P2 =Unlikely (say chanceof < 20% of taking
action)

Theentries in theW matrix are the SILvalues.Once
the row of theW matrix hasbeen determined,a col-
umn is selected according to the following criteria:

• W = Probability of undesired event, i.e. unmiti-
gated demand rate DR (see also Table 56.5):
i. W1 = Unlikely to happen
ii. W2 = Small probability that event will hap-

pen
iii. W3 = Relatively high probability of event

It is important to appreciate that TÜV certification
is device oriented rather than end to end. The cer-
tification is not blanket but specific to a particular
device, system configuration and/or certain types
of application.Furthermore, a TÜV certificate may
contain provisos, such as minimum proof testing
intervals (PTI), which have to be considered care-
fully to ensure that they do not affect the suitabil-
ity of the equipment for the intended application.
Nevertheless, TÜV approval is of significant help
to designers of protection systems as it greatly sim-
plifies equipment selection.

Note that there are eight original TÜV classes,
of which the eighth is for use in the most critical of
applications. Because the TÜV testing procedures
pre-date the work of IEC 61508 and ISA S84, the
TÜV classes and SIL values do not align. The map-
ping between them is as shown in Table 57.1, the
SIL values being the entries in the table.

Table 57.1 Mapping between TV classes and SIL values

TÜV Class no

1 2 3 4 5 6 7 8

W1 0 1 1 2 3 3 – –

W2 0 1 1 2 3 3 4 –

W3 0 1 1 2 3 3 4 4

The risk graph of Figure 57.1 is said to be risk
averse in the sense that no allowance is made for
P1/P2 at the higher levels of C3 and C4. The im-
plication is that for those events with serious con-
sequences it doesn’t matter how much effort or
capital is expended in making provision for man-
ual preventive action. This seems perverse and so,
within IEC 61508,an alternative formof risk graph
is presented as depicted in Figure 57.2.

In this respect the standard appears to be in-
consistent in that for a given set of parameters,
according to which risk graph is used,different SIL
values may be deduced. The key point here is that
the risk graph needs to be calibrated according to
the context and application. The onus is on the de-
signer to agree on the calibrationwith the end user
and for both to be able to justify its interpretation.
Guidance on calibration is given in IEC 61511.
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Fig. 57.2 Alternative risk graph for equipment selection

The non-SIL valued entries in the risk graph are as
follows:

SIL0 The protection system is probably not re-
quired.

x2? A single protection system is not sufficient.

57.2 Failure Modes
Failure modes are various and depend upon the
technology used. For example, switch based sen-
sors have the advantage of simplicity, but they also
suffer from covert (hidden) failure modes, such as
stuck open or shut, which are potentially danger-
ous.Frequent manual proof testing is the principal
defence against this type of failure mode.

Use of analogue transmitters has the advantage
of being able to distinguishbetween normal,out of
range, and zero signals, the latter being consistent
with failure of either the power supply or of the
input channel itself. Set against this though is the
increased complexity of the signal processing and
its own scope for covert failures.

The advent of smart sensors and fieldbus has
led to growth in both local and remote diagnos-
tic testing. This has the ability to identify covert
failures as well as overt ones. Despite the increase
in complexity and the scope for failure, the reli-
ability performance to date of this technology is
impressive and looks set to become the norm for
the future.

Any failure of a protection system may be cate-
gorised as being safe/dangerous and overt/covert.
These are defined as follows:
• Dangerous failure: one which prevents the pro-

tection system performing its safety function.
• Safe failure: onewhichdoesnot inhibit the safety

function (spurious).
• Overt failure: one which is immediately obvious

to the operators, or else is detected by means of
diagnostics.

• Covert failure: one which is neither obvious to
the operators nor is detected by means of diag-
nostics.Covert failures are only revealed by sub-
sequent events, such as failure to meet a demand
or by testing of the system.

These failure modes are depicted in the form of a
grid in Figure 57.3. Note that metrics for articulat-
ing them have been defined in Chapter 53.

Unimportant
Less

important

Important

and very 

dangerous
Important

Safe

Dangerous

Overt Covert

Fig. 57.3 Overt/covert vs safe/dangerous failure modes

Testing of protection systems may be carried out
either manually or by means of system diagnos-
tics. The objective of testing is to convert covert
failures, especially dangerous ones, into overt fail-
ures, preferably safe ones.

57.3 Voting Systems
Protection systems are essentially comprised of
sensors, logic elements and actuators arranged in
series and/or parallel. The logic element may be
a simple hardwired relay or some software based
combined diagnostic/voting system. The purpose
of the diagnostics is to reveal covert failures, and
that of the voting system is to determine whether
to initiate a shut down or to continue operation
with the residual protection.
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A variety of equipment redundancy and voting
strategies is available, as previously referred to in
Chapter 53. These strategies may be optimised for
meeting a demand or maintaining process avail-
ability. The more common ones are as follows:

• 1oo2. The most popular 1 out of n strategy in
the process industries is 1oo2. This is based on
the philosophy of “if in doubt, shut down”. If
two measurements, for example, do not agree
to within some tolerance, then the system shuts
down irrespective of whether the discrepancy is
due to a genuine difference in the signals, an in-
herent fault in one of the measurements, or to
failure of a measurement channel. The spurious
shut-down rate in a simple system such as this
may be unacceptably high.

• 2oo2.This strategy minimises the spurious shut-
downs by requiring both sub-systems to agree
that some condition has occurred before a shut-
down is forced. However, if one sub-system fails
there can never beagreement.In effect, the failed
sub-system is unable to vote for a shut-down,
and the whole of the protection system is dis-
abled.Theses systems have a lower spurious trip
rate than 1oo2 but a higher probabilityof failure
on demand.

• 2oo3. Both capital and operating costs increase
with redundancy, so the maximum m out of n
strategy encountered on the vast majority of
process plants is 2oo3. Put simply, this com-
bines the qualities of both 1oo2 and 2oo2 strate-
gies by maximising the probability of shutting
down and minimising spurious trips. In addi-
tion, many 2oo3 systems permit on-line mainte-
nance by reverting to 1oo2 or 2oo2 during main-
tenance, depending on the application.

Next comes an overview of the various technolo-
gies available for handling the logic and/or voting
necessary for realising protection systems:

57.4 Electromagnetic Relay
Logic

This is the oldest technology available. It has a
proven history and a highly predictable failure

mode when used in “de-energise to trip” systems.
Most experts would agree that over 95% of failures
result in the loss of the magnetic field and release
of the ferrous core to the de-energised state, i.e.
95% of failures lead to spurious trips and only 5%
to covert failures.

Note that if an electronic device,such as a timer
or transistor based switch, is incorporated in the
relay logic circuit, the predictability of its failure
mode is lost. This is because the failure mode of
electronic devices is 50/50 dangerous vs safe.

The logic of a relay system is in the hardwired
connections of the relays. It is steady state d.c. cou-
pled logic in that the circuit conditions are static,
mainly energised, until a demand occurs where-
upon they change to the opposite state. It is not
practical to incorporate dynamic testing into a re-
lay system so the principal defence against covert
failures is regular manual proof testing done off-
line.

Manual on-line proving requires a dual system,
so that one half can provide protection whilst the
other half is being tested. Triplicated systems are
used occasionally: these optimise the probability
of meeting a demand,minimise spurious trips and
facilitate manual on-line proof testing.

Systems can always be constructed from elec-
tromagnetic relay logic elements to meet the re-
quirements of Category 1 protection. The pros and
cons of relay logic are summarised in Table 57.2.

57.5 DC Coupled Logic
This technology is based on logic gates such as
AND, OR, etc. Modern systems use integrated cir-
cuit chips surrounded by protective circuitry and
ruggedised for use in industrial environments.

The failure modes are as for any other elec-
tronic device: some 50% of failures will result in
spurious trips and the other 50% in covert fail-
ures. However, the reliability of the technology is
such that the MTBF is so high that the frequency
of covert failures is very low.

It is possible to incorporateautomatic dynamic
on-line testing to convert covert dangerous fail-
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ures into overt failures such as spurious trips or
annunciation. This involves injecting a short pulse
into the system’s inputs and checking the associ-
ated outputs. The pulse width is chosen to be too
short for the system’s outputs, typically solenoid
valves which are relatively sluggish, to be able to
respond. The provision of such a facility obviously
makes the system more complex and expensive.

As with electromagnetic relays, the logic is es-
tablished by means of hard wired connections.
Again, multiple systems are required to permit on-
line maintenance and proof testing. The pros and
cons of using d.c. coupled logic for protection are
summarised in Table 57.2.

57.6 Dynamic Logic
The logic functions provided by dynamic logic are
similar to those provided by d.c. coupled logic with
the fundamental difference that the logic 1 level is
represented by means of an a.c. signal. All other
signals are treated as logic 0. The final output of
the system is coupled via a transformer to a simple
diode capacitor circuit for rectification. This pro-
vides a d.c. output suitable for driving solenoids.

By careful design, failure of any component in
the circuitry will result in loss of the a.c. input sig-
nal to the transformer,thereby causing the d.c.out-
put to decay to zero. Any failure of the rectifier
circuit will have the same effect. This technology
has the advantage that there are virtually no covert
dangerous failure modes: all known failures are
overt, a useful bonus being that analysis (FMEA
and FTA) is greatly simplified. However, the con-
version of covert failures into overt ones means
that the spurious trip rate is higher than with d.c.
coupled logic, and about the same as pulse tested
d.c. coupled logic.

To facilitate on-line maintenance, dual protec-
tion systems are used where high process availabil-
ity is essential.This duality can also be employed to
reduce spurious trips by using 2oo2 logic. Because
of the way that dynamic logic works, this would
automatically revert to 1oo1 on a single failure and
thereby annunciate the failurewithout tripping the

system. This is a very cost effective solution in
many applications.

Dynamic logic protection equipment has been
around for many years and has an excellent track
record. Devices are available “off the shelf” with
TUV approval up to Class 7, making them suit-
able for virtually all Category 1 applications in
the chemical and process industries.Notehowever,
that whilst the devices may have TUV approval, the
application logic itself will not be certified. The
pros and cons of using dynamic logic for protec-
tion purposes are summarised in Table 57.2.

57.7 DCS and PLC Systems
General purpose DCS- and PLC-based systems are
more than able to perform the logic functions re-
quired of any protection system. Their reliability
has been established through millions of system-
hours of operation.However,because of their com-
plexity, the probabilities of safe/dangerous failure
modes are approximately equal. Given that their
self-diagnostics only cover power supply, CPU,
memory and communications and generally do
not cover the I/O subsystems, they are not accept-
able for protection system duty.

It would be possible, by means of additional
interconnecting inputs and outputs and the devel-
opment of special purpose application software, to
extend the coverage of the diagnostics to the I/O
subsystems and thence realise Category 2 protec-
tion. At one time this approach was cost effective.
However, it is no longer practical because of the
high cost relative to the other technologies, not
to mention the expense of third party validation
and approval. The pros and cons of using con-
ventional DCS and PLC systems for protection are
summarised in Table 57.2.

57.8 Special Purpose PES
Special purpose protection systems are designed,
through formal methods of handling and correct-
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ing faults, to minimise the probability of design
or manufacturing error. PESs of this type have the
look and feel of conventional PLCs and support
the same application functionality. Indeed, in ad-

dition to their logic functions, some support PID
control and other continuous functions. The es-
sential difference is an integrated environment of
self-diagnostics in the background that is invisible

Table 57.2 Pros and cons of protection system technologies

Electro-
magnetic
relays

D.C. coupled logic Dynamic logic DCS- and PLC-
based systems

Special purpose
PES

Simplicity Simple Simple to design Simple to design Complex to de-
sign

Simple to use

Cost Low Relatively low Not cost effec-
tive for large ap-
plications

Hardware
relatively cheap,
but approach
expensive

Not cost effec-
tive for small
applications

Pedigree Proven Proven Proven Not proven Proven

Flexibility Hardwired logic, so difficult to change. For some applica-
tions this is a bonus

Flexible Very flexible

Failure
mode

De-energise to
trip. Highly pre-
dictable, 95% of
failures lead to
spurious trips

50/50 spurious/
covert unless pulse
tested.
Greater MTBF
than relays

Virtually 100%
predictable.
High trip rate
may be reduced
by a 2oo2 system

50/50 spurious/
covert unless
additional I/O
used plus extra
diagnostics

Virtually 100%
predictable, but
high spurious
trip rate without
redundancy

Approval Designs are
bespoke so type
approvals are
not available

Products with
pulse testing and
credible track
records are
available

TÜV approval
up to Class 7
exists for
devices but not
applications

Designs bespoke
so type approval
not available

TÜV approval
up to Class 5

Proof
testinga

Manual, so cost
of ownership
high

Not required on
products with
automatic pulse
tests

Not required Depends on di-
agnostics devel-
oped

Not required

Size Bulky, heavy Smaller than relay
equivalent

Similar to d.c.
coupled logic,
but depends on
quantity of I/O
signals

Depends on
quantity of I/O
signals

Complexity of
logic has no
effect on size for
given I/O

Power
consump-
tion

Heavy Low Low Moderate Low

a The comments in the proof testing row of Table 57.2 refer to the logic solver function only. Scheduled end-to-end
(sensor to actuator) testing is still required for the protection system as a whole.
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to the user. These diagnostics cover all of the hard-
ware and potential software errors. Thus the PES
may be programmed without consideration of the
effects of the program, or the I/O and their failure
modes, on the diagnostics.

The primary aim of the self-diagnostics is to
convert covert, potentially dangerous failures into
overt failures. If these overt failures always lead to
a spurious trip, the trip rate would probably be
unacceptable. To overcome this, multiple systems
are employed using voting strategies according to
the application. An important difference between
these systems and dynamic logic systems is that a
vote fora trip is only accepted from a system which
believes itself to be healthy,thereby minimising the
spurious trip rate. For example, a duplicated sys-
tem using 1oo2 may revert to 1oo1 on detection of
a failure rather than tripping out. Similarly a 2oo3
may revert to 1oo2 or 2oo2.

The above voting strategies assume that the
PESs are totally independent with some form of
common “voter logic”, using inter-wiring of solid

state relays at the output. If done with great care to
avoid the introduction of potential common mode
failure, it is possible to increase the security ofmul-
tiple systems. This is done by letting each mon-
itor the performance of the other(s) and taking
appropriate action. Unfortunately, with a dual sys-
tem, situations will arise in which neither system
knows which is right. This is avoided with tripli-
cated modular redundant (TMR) systems in which
it is assumed that the odd one out is wrong.

With TMR, the systems share their view of the
inputs and outputs to detect discrepancies. They
also check that the current version of the software
in all three systems is the same. In this way, rouge
I/O signals are detected and voted out without a
spurious tripor loss of protection: in addition pro-
tection against software discrepancies is provided.

Some such special purpose PESs have TUV ap-
proval, typically up to Class 5 making themsuitable
for all Category 2 duties andsomeCategory 1 appli-
cations.The pros and cons of using special purpose
PESs for protection are summarised in Table 57.2.
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Human factors concerns the important and often
overlooked aspects of system design that relate to
the role of the users of a control system, primarily
its operators, although it is recognised that engi-
neers and management are users too. As such it
focuses on the design of the human interface, re-
ferred to as the man-machine interface (MMI),and
on the interactionsbetween the system and the op-
erators. The design objective is to enable operators
to carry out their role effectively, by which means
they can contribute positively to the profitability
of the end-user. There is also a particular require-
ment to minimise the scope for making mistakes.
It follows that the starting point is consideration of
the role of the operator. This leads on to the design
of the interface, especially the layout of the hard-
ware and presentation of information. The latter is
of fundamental importance, the majority of oper-
ator errors relate to the quantity and/or quality of
information being presented. A salutary overview
of the subject is provided by Kletz (1995).

Human factorshave been considered in several
other chapters as appropriate. This chapter, there-
fore, for the sake of coherence, pulls together and
further develops some of the thinking about hu-
man factors. For a more comprehensive treatment
of the subject, the reader is referred to the text by
Lees (1996), to the EEMUA Guide (1999) on the de-
sign, management and procurement of alarm sys-
tems and to another EEMUA Guide (2002) on pro-

cess plant control desks utilisinghuman-computer
interfaces.

58.1 Operator’s Role
Humans are a potential source of error. One obvi-
ous option is to automate out the role of the opera-
tor. However, that is not normally feasible because
some operations, such as the addition of small
quantities, taking of samples and visual checks are
too impractical and/or expensive to automate.Also,
this results in operators losing their “feel” for the
plant which could be crucial in an emergency. So,
current thinking is to give the operator a construc-
tive role involvingdecision making at an appropri-
ate level. This requires the interface to be designed
to reduce the scope for making mistakes, and the
application software to be designed to accommo-
date any potentially serious mistakes.

Defining the operator’s role is a two-stage pro-
cess.First are the questions of principle.What type
of tasks should the operator be doing? What type
of decisions should the operator be making? These
questions are properly addressed as part of the
control philosophy at the user requirements spec-
ification (URS) stage of a project as considered in
Chapter 60. It is particularly important to think
through the role of the operator in maintaining the
safety of the plant. Even on plant with extensive
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automatic protection systems there are often some
safety functions carried out by the operators.

Second comes the questions of detail. For each
task some sort of task analysis is required. How
does the operator know whether the task needs do-
ing, and when? What information is required and
is it accessible? What options in terms of decisions
are there? What are the consequences of a wrong
decision? How long does it take the operator to
make a decision? Is the decision simply entered via
the keyboard, or are other actions required? What
happens in the event of no decision? And so on.
These questions of detail are properly addressed
by the application study in development of the de-
tailed functional specification (DFS), as described
in Chapter 62.

The outcomeof such considerations influences
the design of both the operator interface and the
application software, the latter being what ulti-
mately determines the role of the operator. The
design itself is then subject to checking, either in-
formally by means of walkthroughs as described in
Chapter 63 or formally by means of a COOP study
as described in Chapter 54.

58.2 Psychological Model
For the purpose of designing the operator’s tasks,
it is helpful to think in terms of each being com-
prised of the three distinct psychological stages of
perception, cognition and action as follows:

Perception

This embraces the processes of attention and
recognition. First the operator’s attention has to
be drawn to a situation, such as an abnormal con-
dition or to some decision pending. Normally this
is achieved by means of changing colours, flashing
lights, sounding buzzer, etc. And second, the oper-
ator has to recognise that something needs to be
done.

Whereas most process control is realised by
means of proprietary DCS, PLC and SCADA sys-
tems,and there is little choice about the functional-

ity of their operator control programs (OCP), there
is nevertheless much scope for influencing the lay-
out andstyleof their display systemsandalarm en-
vironments at an application level. There are three
very important principles here:

Text is difficult to read if the character size is
too small. For a person with normal eyesight the
“two hundred” rule of thumb applies:

Character height = Viewing distance/200 (58.1)

For example, viewed from a distance of 2 m any
character needs to be 1 cm high. If the contrast is
poor then bigger characters are required. Ignoring
this rule results in the density of informationbeing
too high which can lead to alarms/prompts being
overlooked.

There needs to be consistency across all dis-
plays: for example, red corresponds to an alarm
condition,flashing is a warning,etc. Failure to have
consistency results in confusion.Visual effects can
bevery effective,but remember that 8% of themale
population has some form of colour vision defect,
so don’t rely upon visual effects alone.

The limits that are applied to alarms must be
sensible to prevent spurious occurrences. The use
of deadband on alarm limits and their combina-
tion with warning limits is discussed in Chapter 43.
When the frequency at whichalarmsandevents are
drawn to the attention of the operator is too high,
they tend not to be taken seriously and fall into
disrepute.

Cognition

This embraces the processes of interpretation,
evaluation and synthesis.Given that a situation has
been recognised by the operator, the relevant in-
formation has to be interpreted. All the relevant
information must be readily available. Ideally this
should be on a single display but, failing that, on
a minimum of logically connected displays. The
importance of having a simple, easy to navigate,
intuitive display hierarchy is emphasised in Chap-
ter 42.

Interpretation of the information available is
analogous to identifying symptoms and is of a
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diagnostic nature. Evaluation concerns relating
the symptoms to the various potential underlying
cause and effect relationships, the essence of which
is abstraction. Interpretation and evaluation pro-
vide a platform for synthesis which, in the context
of control systems operation, is decision making.
What actions are needed to make the plant safe?
What needs to be changed to make the process
more efficient?

Irrespective of whether a situation is complex
or simple, the operators must have sufficient time
to make the decisions,even if the actions are trivial.
Also fundamental to the avoidance of mistakes is a
sufficient understanding of the process, plant and
its control system. A key function of display sys-
tem design, therefore, is to enable the operator to
develop an appropriate mental model of the plant,
and to reinforce that model through usage.There is
no short cut here: it is simply a question of training
and experience.

Action

In general, once decisions have been made, the
actions required to realise them should be fairly
straightforward if the user interface has been well
designed and is appropriate to the task. Depend-
ing on the context, the actions typically comprise
combinationsof switching loops between auto and
manual, changing outputs, stopping sequences, ac-
knowledging alarms, etc.

As stated in Chapter 54, the design of the appli-
cation softwaremust accommodate any potentially
serious mistakes that could be made by the opera-
tor. This includes overriding inappropriate opera-
tor decisions and not permitting certain interven-
tions.

58.3 Anthropometrics
Anthropometrics is concerned with the shape and
size of people.Of particular importance in relation
to the design of operator control stations (OCS) is
the sitting position for which manikin diagrams of
the 95 percentile man and the 5 percentile woman
are as shown in Figure 58.1.

The hardware of an OCS is described in Chap-
ter 39. In designing the layout, factors to be taken
into account are the relative heights of chairs and
work surfaces,distance from theVDU,comfortable
VDU viewing angles,need forVDUs to be mounted
on top of each other, etc. Generally speaking, the
hardware of the OCS of a proprietary DCS is engi-
neered into a console: these factors will have been
taken into account by the supplier and the end-user
has little choice.However, for PLC and SCADA sys-
tems, the hardware is normally loose and the end-
user has to decide upon sensible layouts.

Other related factors, such as access to and re-
dundancy of OCPs, are considered as part of the
URS in Chapter 60.

58.4 Display Systems
The whole of Chapter 42 is concerned with the
functionality of typical displays supported by pro-
prietary OCPs.Whilst at the system level the func-
tionality of display systems is generally fixed, there
is much choice at the application level. That choice
invariably involves making compromises, the key
issues being:

• Number of displays vs the density of material
per display.

• Number of trends, templates, etc. per display vs
detail/resolution per entity.

• Use of standard templates/displays vs mimic
based displays.

• Simplicity of displays vs complexity of display
system hierarchy.

• Tabulated data vs pictorial representations.
• Use of text vs symbols.
• Use of dedicated vs user definable and/or soft

keys for access to displays.
• Restrictions vs flexibility regarding access to

data.

In most respects, design of a display system is no
different to that of any other part of the control
system and falls within the scope of the URS, DFS
and system design as described in Chapter 62. The
golden rule is to identify the end-user’s needs at an
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Fig. 58.1 Ninety-five percentile man and five percentile woman

early stage and to involve the end-user in all sub-
sequent stages. The design process involves cre-
ativity, logical thinking, recognition of good er-
gonomic principles and common sense. It should
always be borne in mind that operators must be
able to find their way around a display system in-
tuitively, and that they should be able to locate
specific information within two to three actions
at most. Remember that this will, sooner or later,
have to be done under emergency conditions.

58.5 Alarm Systems
The whole of Chapter 43 is concerned with alarm
systems and alarm management. Surveys consis-

tently reveal that, in practice, their use and/or de-
sign leaves much to be desired. Most alarms are
of low operational importance. Many channels or
functions are alarmed unnecessarily. Alarms are
often acknowledged and left standing. This all
leads to alarms not being taken seriously or even
ignored.

These issues can be addressed by systemat-
ically reviewing the most commonly occurring
alarms on a regular basis, say weekly, especially in
the early life of a system.Consider, for example, the
ten most commonly occurring alarms, or the ten
alarms that persist for the longest time.The review
should focus on the causes of the alarms. Given
the existence of alarm lists and event logs this is
a relatively easy task. Systematically determine if
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changes can be made to alarm limits and/or dead-
band to prevent/reduce occurrences.Also consider
whether an alarm’s status can be reduced. Subject
to software change control procedures, see Chap-
ter 64, make whatever changes can be justified to
reduce the occurrence of alarms.

It is a fact that alarms come in floods after
upsets to the plant and/or process, and especially
during emergency conditions.Retrospective alarm
analyses,after major incidents, typically reveal that
some 50% of all alarms are either repeats, i.e. mul-
tiple occurrences of the same alarm, or are being
generated by plant items out of service. To reduce
the scope for floods, systematically remove alarms
that are duplicated, for example alarms on both
measured variable and error signals in the same
loop. Again, subject to change control procedure,
change the status of alarms for plant items out of
service or known to be faulty.

Of fundamental importance in designing and
managing alarm systems is acceptance of the fact
that if an alarm is to be recognised, the symptoms
diagnosed and decisions made about what action
to take, there is a human limitation on the rate at
which this can be done. It is unrealistic to expect
an operator not to make mistakes when alarms are
flooding in. A useful rule of thumb for evaluating
the operator workload from alarms is:

W = R × T (58.2)

where

R is the average alarm rate min−1

T average time to deal min
with each alarm

W fractional operator –
workload

For example, if one alarm occurs every two min-
utes (R = 0.5) and it takes 30 s to deal with each
alarm (T = 0.5) then the operator workload is 25%
(W = 0.25).This means that only 75% ofthe opera-
tor time is available for dealing with other matters.

The EEMUA guidelines recommend sensible
upper limits on the number of alarms that an op-
erator can reasonably be expected to cope with as
follows:

Standing alarms: ≤ 10 alarms per operator
station

Background alarms: ≤ 10 alarms per hour
Alarm floods: ≤ 10 alarms in first 10 min

after an upset

In the latter case of alarm floods, the maximum
alarm rate of 1.0 alarms/min, assuming the oper-
ator is able to concentrate fully on the emergency,
that is W = 1.0, corresponds to a response time of
T = 1 min/alarm.

58.6 Comments
Alarm handling is right at the heart of thinking
about human factors. Display and alarm systems
should be designed such that, under emergency
conditions, the operators are aided in the process
of making correct decisions. It is a simple fact of
life that shortcomings are exacerbated by urgency.
The alarm system must steer the operator’s atten-
tion towards those particular plant/process con-
ditions that require timely intervention. This in-
evitably means that alarms need prioritising and,
maybe, filtering.All alarms should be properly de-
fined and justified. If it isn’t possible to define the
operator’s response to an alarm, it shouldn’t be an
alarm in the first place! And when an alarm does
occur,the relevant information for making thenec-
essary decisions must be readily accessible.

In a sense, this is all common sense and ought
to be obvious. Unfortunately, the evidence is that
human factors tend to be a relatively low priority
and alarm handling something of an afterthought
in the design of many systems. The reasons are
fairly obvious. First, human factors are inherently
of a qualitative “touchy-feely” nature and there is
no “correct answer”. Second, thinking through the
issues at the detailed functional specification stage,
which is when they ought to be addressed, takes
time and effort and requires understanding. This
costs money which is difficult to justify in terms
of costs and benefits, not to mention project time
scales, other than in the negative sense of the dam-
age and/or cost of lost production in the event of a
major incident. Difficult to justify maybe, but not
justifiable.
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Any automation system has to be properly engi-
neered if it is to work effectively. There is much
scope for things going wrong.When this happens it
is invariably due to misunderstandings and lack of
communication, poor planning, or to cutting cor-
ners. Key operational requirements may be over-
looked. The complexity of some operations may
be underestimated. The functionality of the con-
trol system may not be fully appreciated. The soft-
ware design may not be flexible enough.And so on.
The inevitable result of mistakes is systems being
more expensive than budgeted for and delays in
start-up.

This section of the Handbook concerns the
project engineering of control systems. It is based
on the life cycle of a typical project starting, in
this chapter, with costs and benefits analysis. Sub-
sequent chapters follow the project life cycle to its
completion. Aspects of good practice are empha-
sised throughout. Whilst this section does not fo-
cus on safety and protection systems, it is interest-
ing to note that the IEC 61508 standard uses the
same project life cycle as its basis. A good intro-
duction to costs and benefits analysis is given in
the texts by Fisher (1990) and Lee (1998).

59.1 Life Cycle
For a system to be successfully engineered, all the
relevant factors have to be taken into account, in
sufficient detail, at every stage of the project’s life
cycle. These stages are listed in Table 59.1 which
indicates, for a typical turnkey project, the involve-
ment of the system supplier,end-user,or both.Sup-
plier is the term used to describe either the man-
ufacturer of a system or a systems integrator (a
specialist control and/or electrical contractor) util-
ising hardware and/or software to provide an engi-
neered working system. End-user is the term used
to describe the purchaser of the system, i.e. the cus-
tomer, which will be either an operating company
or a process contractor acting on its behalf.

Note the role of the contractor. Major process
contractors usually have a systems integration ca-
pability and so are able to buy hardware and sys-
tem software from manufacturers and function as
if they are suppliers. It is often the case that end-
users have only limited technical capacity and are
unable to handle large turnkey control projects ef-
fectively, so contractors commonly act on behalf
of end-users. Sometimes they act both as supplier
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and end-user: whether that is desirable or not is a
moot point. For the purposes of this chapter, and
indeed the following ones, it is presumed that there
is an arms length relationship between supplier
and end-user: the role of the contractor has to be
interpreted as appropriate.

Table 59.1 Project stage vs end-user supplier involvement

Stage Involvement

Conceptual design End-user

Costs and benefits analysis End-user

User requirements specification End-user

Tender/quotation Supplier

System/vendor selection End-user

Detailed functional specification Both

Design, development and testing Supplier

Acceptance Both

Installation and commissioning Both

Operation and maintenance End-user

Upgrading and replacement Both

Note the pattern of involvement. This is inherently
different to that for,say,thepurchaseof major plant
items in which, once the order is placed, there is
normally little meaningful end-user involvement
until commissioning. For a turnkey control system
it is important that the end-user’s engineers have a
strong involvement in the early stages because it is
not practicable for the supplier to work in isolation.

This life cycle applies to all projects, irrespec-
tive of whether:

• The project is large or small in terms of size of
system

• The plant is new or being extended
• The system is a retrofit or an upgrade
• The system is DCS-, PLC- or SCADA-based

Note that retrofit is the term used to describe the
installation of a control system on an existing plant
that previously had either no control system at all
or only a limited control capability. The term up-
grade is used to describe the refurbishment or re-
placement of an existing control system.

It is also true to say that the life cycle applies
to all aspects of a project, whether it be the in-
strumentation and control system per se, a man-
agement information system (MIS), an emergency
shut-down system, or whatever.

The amount of work involved in the various
phases of the life cycle will obviously reflect the
nature of the project. For example, the system se-
lection phase is trivial when there is a preferred
vendor policy. Complex batch projects will require
much more design effort than continuous control
projects with a similar point count. Protection sys-
tems will requiremore rigorousdesign and testing
than others.

59.2 Conceptual Design
Fundamental to the costs and benefits analysis is
the conceptual design which essentially consists
of an outline control philosophy document and
an outline P&I diagram. Whilst the formulation
of these is largely a process engineering activity, it
is perhaps worthwhile reviewing their content and
origins.

The control philosophy document covers, for
example, the extent and scope of automation, the
key control schemes and strategies, policy regard-
ing operator involvement, safety and shut-down
strategy,etc.Thephilosophy isdeveloped in outline
formalongside the preliminary design of the plant.
This is appropriate because the design of the plant
is influenced by the way in which it is to be op-
erated, and vice versa. It must be emphasised that
the demands of automation may require changes
to the plant design.The document is further devel-
oped at the user requirements specification stage,
as described in Chapter 60.

The P&I diagram is based upon and reflects the
control philosophy. It is a statement of the:

• Operational intent with regard to the plant
• Conceptual design of the control schemes and

strategies
• Extent and scope of automation required
• Functionality necessary of the control system
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Formulation of the P&I diagram comes from an
understanding of the way in which it is intended
that the plant be operated. Control schemes and
strategies are proposed on the basis of the pro-
cess of determination, as explained in Chapter 30.
Key control schemes and strategies are described
in Chapters 22 to 37.

As the conceptual design evolves, decisions are
made about the extent and scope of automation.
It is, of course, possible to automate everything in
sight, so some judgement about the extent of au-
tomation is required. There are some operations,
such as visual inspection, sampling or addition of
small quantities of reagents, which are either too
expensive or impractical to automate.Judgement is
also required about the scope of automation. This
essentially concerns“ring fencing”the project such
that only those plant items lying inside the fence
are to be automated.

The P&I diagram that emerges from concep-
tual design is only in outline form: the detail is
filled in at later stages in the life cycle. It must, nev-
ertheless, be in sufficient detail to adequately rep-
resent theoperational intent of theplant and extent
of automation. If that information is not available,
it is unlikely that a costs and benefits analysis can
be carried out accurately enough to be meaningful.

There is an element of “chicken and egg”about
the costs and benefits analysis and the concep-
tual design.Costs and benefits cannot be estimated
fully until the P&I diagram is complete. However,
some of the more marginal aspects of the control
system cannot be justified until the viability of the
project as a whole has been estimated. It is normal
for there to be some iteration between design and
estimation.

As the extent and scope of automation is es-
tablished, the point count for the control system
is determined. This is a key metric in determining
both the functionalityand size, and hence the cost,
of the control system. Costing is fairly sensitive to
the point count so a reasonably accurate figure is
required.

59.3 Methodology
In the early days of computer control, it was not
uncommon to carry out a feasibility study to de-
termine whether or not it was technically feasible
to automate a plant. It is now taken for granted that
the technology is available to be able to implement
as advanced or as extensive a control strategy as is
required. The issue today is to decide on what is
required, whether it can be justified and, if so, how
best to go about it.

Justification is established by means of a costs
and benefits analysis. Sometimes this is not nec-
essary. For example, a similar process may have
been successfully automated. Or perhaps the plant
cannot be operated without computer control. In
some companies the benefits of computer control
are accepted to the extent that its use is expected
irrespective of cost. However, in general, a costs
and benefits analysis is required to determine the
extent of automation that can be justified.

The analysis is best carried out by a small
team within an agreed framework. Team mem-
bers should be drawn from within the company
according to the expertise they can contribute, as
indicated in Table 59.2.

Table 59.2 Composition of costs and benefits team

Department Expertise/experience

Business unit Production forecasts,

planning, costs, etc.

Process engineering Process design, operational

intent, etc.

Plant management Operability, safety, human

factors, etc.

Control engineering Control, electrical,

instrumentation, software

Miscellaneous Independence

Clearly the size of the team depends on the scale
of the project and the effort involved. The exact
size doesn’t matter: what is of fundamental impor-
tance is that collectively there is an understanding
of the operational issues and of the control system
functionality required.
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Note the requirement for an independent person,
ideally the chairperson of the team, who is some-
body from a different plant/site,with no particular
axe to grind. Costs and benefits studies inevitably
challenge perceptions about how a plant ought to
be operated, especially if the project concerns a
retrofit or an upgrade, and the chair will be re-
quired to act as honest broker and maybe arbiter.

Another important person, unlikely to be a
member of the team but crucial to its success, is
a senior person in the company who is the ‘cham-
pion’ for the project. The champion may well have
commissioned the costs and benefits study in the
first place and will almost certainly use its outcome
as a basis for arguing the case with ‘management’
for funding the project. It clearly makes sense that
the champion’s views are taken into account during
the study and that s/he be kept abreast of progress.

As with any other project involving a team,
the project needs to be broken down into sepa-
rate tasks, assigned to individuals as appropriate,
with the chairperson having oversight and respon-
sibility for pulling it all together.

The outcome of the analysis should be a report
identifying principal costs and benefits with an es-
timate of payback time. There should be some ex-
planation of the basis of the various calculations,
supplemented with tables of data as appropriate.
Whatever assumptions have been made must be
stated unambiguously. Recommendations about
the operability of the plant and/or functionality
of the control system must be made clear.

59.4 Sources of Benefit
There are two categories of potential benefits: tan-
gible and intangible, some of the more obvious
ones being listed in Table 59.3. Tangible benefits
are those that can bequantifiedandprovide the ba-
sis for estimating payback. Note that most of them
have a converse: increased yield is the same as re-
duced losses, better consistency results in less off-
spec product,etc., andmust not be double counted!
The intangible benefits are those that cannot be

quantified and have to be left out of the analysis.
In effect, their realisation is a bonus of automation.

The potential benefits from automation de-
pend on the extent of automation in the first place:

• For a new system/plant, the basis of comparison
has to be the level of automation on compara-
ble plants elsewhere. It is unrealistic to compare
with the scenario of having either no control at
all or very limited control.

• For a retrofit, where there is limited automation
to begin with, the benefits have to be costed on
the basis of improvements that can be achieved.

• For an upgrade, where the extent of automation
is high to begin with, the benefits have to be
costed on the basis of any increase in scope of
automation and/or functionality.

The potential benefits also depend upon the nature
and scale of the process. It is convenient to distin-
guish between continuous and batch processes. In
general, most of the benefits that can be achieved
on continuous plant can also be achieved on batch
plant, but the converse is not true. There are addi-
tional benefits that can be realised on batch plant
that do not apply to continuous plant.

Table 59.3 Tangible and intangible sources of benefit

Tangible Intangible

Increased efficiency More flexibility

Tighter control Enhanced safety

Lower energy Better/more information

consumption More modern image

Higher throughput Environmental impact

Reduced give-away Improved job satisfaction

Improved yield Better regulatory compliance

Better consistency etc.

More responsive

Improved plant

utilisation

Faster start-up

Reduced manning
levels

Greater reliability

Lower maintenance/
support
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59.5 Benefits for Continuous
Plant

Efficiency, in the last analysis, measured in terms
of the cost per unit amount of product, is the pri-
mary objective of automation. Increased efficiency
cannot be achieved in itself, it is realised by means
of other improvements such as:

• Tighter control. More extensive automation en-
ables tighter control. This means that there is
less variation in key process parameters. Thus
plant can be“driven harder”with operating con-
ditions set closer to the margins in terms of
safety limits, quality and environmental con-
straints.There are substantial potential benefits.
For example, reactors may be operated at higher
temperatures resulting in increased rates of re-
action and higher throughput.

• Reduced energy consumption. Tighter control
also enables significant reduction in energy
costs. Three examples. First: poor temperature
control on a reactor leads to a cycle of overheat-
ing and undercooling, asdepicted in Figure 59.1.

Temp

Time

set point

heat cool heat

Fig. 59.1 Cycle of excessive heating and cooling

Reduced variation leads to a lower consump-
tion of both steam and cooling water. Second,
in overhead condensation: power consumption
for pumping coolingwater through an overhead
condenser can be reduced by using temperature
control to manipulate flow rate. Third, in agita-
tion of viscous mixtures: much energy can be
saved by linking agitator speed to changes in
viscosity as, for example, in polymerisation.

• Reduced give-away.The probabilitydistribution
of some product composition for which there
is a quality specification is as depicted in Fig-
ure 59.2. The objective is to produce product
which is as close as possible to the specification.
Consider the flatter of the two profiles. This has
a wide spread which suggests that there is scope
for much tighter control. Experience suggests
that, by making more effective use of existing
controls and/or introducing advanced controls,
a 50% reduction in standard deviation can be
achieved. However, there is no point in tighten-
ing control if the amount of product beyond the
specification increases as, usually, over process-
ing of product has a cost penalty. The strategy,
therefore, is to shift the mean towards the speci-
fication whilst not increasing the size of the tail.
This is discussed further in theWorked Example
below.

• Better responsiveness. Modern controls enable
more responsive processing. For example, feed-
forward arrangements enable major distur-
bances to be accommodated without the need
for buffer storage, an obvious capital benefit.
Operating strategies can be changed quickly to
meet changed production requirements in re-
sponse to market demand.

• Improved yield. Many items of plant, especially
reactors and separation plant, operate at max-
imum efficiency over a fairly narrow range of
conditions. Clearly operating such plant as close
as possible to their design criteria leads to in-
creased feedstock conversion and to an im-
proved overall process yield.

• Faster start-upandshut-down.Automating both
start-up and shut-down enables plant to be
brought on-stream and taken off-stream faster
than wouldotherwisebe the case.This translates
directly into a reduction in lost production time.
It may also result in less off-spec product being
produced during start-up and shut-down with
savings on both raw materials and processing
costs (especially energy consumption).

• Lower manning levels. In general, increased au-
tomation leads to a reduction in the number of
operators required. Careful estimates need to be
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made of the manning levels necessary to oper-
ate the system and to handle whatever operator
interventions are required. Relatively small re-
ductions in operator requirements can lead to
substantial savings because of the need for 24-h
coverage. Note that automation requires addi-
tional instrumentation and system support: this
comes into the costs side of the equation.

• Increased reliability. Modern instrumentation
and control systems, properly engineered, have
much higher levels of reliability than the plant
being controlled. In practice, it is possible to
plan for continuous production, subject to the
vagaries of the plant itself.Any reduction in lost
production due to unplanned shut-down may be
translated directly into benefits. Modern instru-
mentation also needs less maintenance.

• Effective maintenance and support. The typical
life of a system is 8–10 years compared with
that of a plant which may be up to 30 years.
As a system becomes obsolete, its cost of sup-
port increases. For example, spare parts become
unavailable and maintenance contracts escalate.
There comes a point when there are significant
savings to be made by going for an upgrade.

59.6 Worked Example
The two probability density distributions of Fig-
ure 59.2 are of the normal (Gaussian) type. The
flatter distribution has a mean of 20 and a stan-
dard deviation � of 2.0. The quality specification
has a value of 26 below which, for this particular
distribution,99.87% ofthedata lies.In other words,
there is a tail accounting for 0.13% of the product.

There is a useful rule of thumb which can be
applied for determining the impact of tighter con-
trol:

xa = u.

(

1 −
�a

�b

)

+ xb.
�a

�b

where x denotes mean,u denotes the (upper) spec-
ification and subscripts a and b denote the con-
ditions after and before tightening control respec-
tively.
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Fig. 59.2 Composition spread vs tightness of control (Matlab)

Going for a 50% reduction in standard deviation,
that is setting

u = 26.0, �a = 1.0, �b = 2.0 and
xb = 20.0 results in xa = 23.0

Thus the mean has been shifted towards the spec-
ification by 3 units. Note that the size of the tail is
still only 0.13%.

59.7 Benefits for Batch Plant
• Improved product consistency. Computer con-

trol leads to greater repeatability. For batch
plant this translates into improved product
consistency. Given raw materials of the right
quality, there is no reason for producing off-
spec batches. Reducing the number of rejected
batches is a major source of benefit. It is not
just the cost of the lost raw materials and wasted
energy, but also the lost production and the re-
working costs.

• Increased throughput. By automating sequen-
tial operations,batch cycle times can be reduced
substantially. Reduced cycle times translate into
potential increased throughput. The benefit of
this can be costed on the basis of the interest
charges on the capital that would be required to
de-bottleneck or expand the plant for the same
increase in production.

• Better plant utilisation.This comes about,partly
through the increased throughput, but also by
the ability to implement control schemes that
involve the effective sharing of common equip-
ment items between different streams and units.
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Again, this translates into a reduction in capital
expenditure.

59.8 Estimating Benefits
The starting point is to assume that the control
schemes and strategies of the P&I diagram are re-
alised by some formof digital control system,DCS,
PLC, SCADA or otherwise. Next, realistic assump-
tions are made about the tightness of control, con-
sistency and reliability of operation, etc.

Then, from an operational point of view, the
potential benefit of every control and safety func-
tion is analysed on a stage by stage, unit by unit
and stream by stream basis. Each and every con-
trol function has to be justified against the key
performance indicators (KPI) such as throughput,
efficiency,yield,etc.Analysiswill involve consider-
ation of factors such as:

• Previous best performance
• Component and overall mass balances
• Losses of feed and products
• Variations in key process parameters
• Energy balances and excess energy
• Measurement of key variables
• Sources of disturbance
• Known controllability issues
• Time taken for operator interventions
• Likely incidents and frequency of occurrence
• Potential future changes: feed,catalyst,products,

etc.

The benefits analysis is critically dependant upon
the availability of good quality data and informa-
tion. Typical requirements are:

• Price of raw materials, value of products, cost of
utilities

• Different economic scenarios
• Quality constraints and margins
• Production plans and schedules
• Proposed operating conditions
• Control room log sheets: available for retrofits

and upgrades only
• Historic data: strip charts and trend diagrams
• Experience from similar plants, etc.

As the benefits study progresses and alternative
scenarios are considered,a profile of potential ben-
efits emerges, each of which can be quantified.

59.9 Categorisation of Costs
The costs to be estimated may be categorised as
shown in Table 59.4.Whilst the breakdown of costs
will vary considerably from one project to another,
it is useful to have a feel for typical cost scenarios.

• The control and instrumentation (C&I) budget
for a new plant/system can be expressed as a
percentage of the overall project cost. For a con-
tinuousplant this is likely to be some 5–10% and
for a batch plant some 8–15% of the total.

• The electrical budget is typically some 5–10%
of the overall project cost. Demarcation is nor-
mally on the basis of power: light current signals
(mA) and devices come under the C&I budget
and heavy current (amps) are in the electrical
budget.

• Field instrumentation, i.e. all the elements asso-
ciated with I/O channels, at list price is likely to
be some 25% of the C&I budget but, allowing for
installation, will cost approximately 50% of the
budget.

• System hardware, plant and operator interface
are likely to be 10–15% of the C&I budget. This
also includes the system software which, to all
practical intents and purposes, is treated as if it
were hardware.

• Application software is approximately 10–20%
of the C&I budget. For simple continuous plant
this is at the 10% end of the range and for com-
plex batch plant at the 20% end.

• Infrastructure costs are some 5–10% of the C&I
budget. Note that power supply for motor drives
etc., and the heavy current side of the motor
control centres are provided for in the electri-
cal budget.

An alternative perspective is to consider the cost
per loop. The following typical metrics are for a
new continuous plant with a DCS and some 500
analogue loops:
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Table 59.4 Categorisation of costs

Main category Sub-category Example

Field instrumentation Input channels Sensors, transmitters

Output channels Actuators, valves, etc.

Hardware System hardware Memory, processors, communications cards, low power supply,etc.

Plant interface I/O cards, racks, cabinets, etc.

Operator interface OCPs, peripherals, etc.

Software System Operating system, communications, tools and packages

Application Configurable
Graphical
Procedural

Infrastructure Electrical Trays, trunking, termination cabinets, power and air supply
Pneumatic

Project management

Miscellaneous Documentation
Training

• Overall project cost is approximately £730K per
loop.

• C&I budget is some £60K per loop.
• Field instrumentation and infrastructure is

£40K per loop.
• System hardware, plant and operator interface

costs £7K per loop.

There is little published information about the
detailed breakdown of costs. Sawyer (1993) pro-
vides such information for a multi-purpose,multi-
products batch plant.

59.10 Estimating Costs
a. Field instrumentation. The starting point is to
establish the point count as accurately as possible.
This requires that the project be “ring fenced”. In-
strumentation and controls associated with items
of plant inside the fencehave to be costedand those
outside don’t. Getting the fence in the right place
has a significant impact on the overall costs. It is
usually fairly obviouswhether a plant item is inside
or outside the fence.What tends to be problematic

is deciding how to handle streams that go through
the fence. This is particularly true of utilities like
steam and cooling water.In general, it is best to dis-
tinguish between the supply of a utility and its use.

Consider, for example, a boiler plant for rais-
ing steam and an exchanger in which steam is con-
densed,asdepicted in Figure 59.3.Unless the boiler
plant is itself to be automated, it is best to assume
that both the boiler and its steam main are outside
the fence. Suppose that the exchanger is inside the
fence. Since the process stream temperature is to

boiler
steam main

PI

ring fence

Fig. 59.3 Ring fencing the plant items
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Table 59.5 Instrumentation costs on a per channel basis

Type Variable Elements List price £ Installed
cost £

Comments

Analogue
input

Level,
pressure,
differential
pressure

Dp cell,
pneumerstat,
air setb,
barrier

850
100
175
100

2500a a Including impulse lines,
equalising valves, etc.

b Filter/regulator

Flow Orifice assembly 350 1750 + dp cell etc., excluding
sraighteners

Electromagnetic 1800 3000 IS or including barrier

Coriolis 3500 5500 ditto

Temperature T/c or RTD,
well/pocket

150
200

700 ditto

Weight 3 load cells,
amplifier/transmitter

2500
500

5500 ditto

Conductivity In-line
housing, cell,
amplifier/transmitter

100
200
550

1700 ditto

pH In-line housing,
sensor/transmitter

250
550

1500 ditto

Analogue
output

Stem
position,
flow

Barrier,
I/P converter,
positionerc,
air set,
globe valve

100
300
250
100
1500

3050 c Intelligent positioner
≈ £850

Discrete
input

Proximity Detector,
barrier

250
50

450 Assumes barrier is
2 channel

Limit Switch,
barrier

275
50

500 ditto

Discrete
output

Valve status Relay,
isolating valve,
barrier

50
750
50

1500 ditto

Motor status Relay and/or contactor,
barrier

0d

50
150 d Covered by electrical

budget

Pulse
input

Flow Turbine meter
barrier

1000
100

1500 Excluding straighteners

be controlled, the valve for manipulating the steam
flow should be within the fence. Similarly, if the
steam supply pressure is to be used for diagnostics
purposes, say, its measurement should be deemed
to be inside the fence.

The cost of the field instrumentation is determined
directly from the point count. Typical figures are
given in Table 59.5.Note that the following assump-
tions apply:
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• List price costs cover all the elements of the I/O
channels excluding the I/O cards.

• List prices are exclusive of VAT and carriage.
• Installed costs allow for branches and/or flanges,

mechanical support, connections for hook up
and local wiring.

• Local wiring is to a field termination panel
or equivalent. Wiring and multi-core cabling
through to the I/O cards is covered by the elec-
trical and/or infrastructure budgets.

• Flow measurement and valve costs assume a line
bore of 5 cm or less. Larger sizes will obviously
cost more.

• Pipe fittings, flanges, impulse lines, isolating
valves, etc, assumed to be in mild steel: other
materials of construction will be more expen-
sive.

• Castings for instrumentation such as dp cells,
valves, etc in mild steel but internals such as di-
aphragm capsules, valve trims, etc in stainless
steel.

• Costs are approximate at 2007 prices.
• Currency equivalents (2007):

£2.00 ≈ €3.00 ≈ $4.00.

b. Hardware. Estimates for the system hardware
and plant interface costs can only be meaningfully
provided by systems’ suppliers in the form of writ-
ten estimates. The key information to be provided
here is the point count and any anticipated needs
for segregation and hardware redundancy.

Estimates for the operator interface also can
only be meaningfully provided by systems’ suppli-
ers. This is largely determined by the numbers of
operators, supervisors and engineers requiring ac-
cess to the system, and the amount of redundancy
required.

c. Software. System software is best treated as if
it were hardware and costed by the supplier.

Application software has to be estimated on the
basis of the effort required to produce it. Metrics
for estimating the cost of developing, testing and
documenting it are provided in Section 61.5.

d. Infrastructure. This is best costed by an electri-
cal contractor using industry standard metrics.

e. Project Management. Some of the management
costs are spread across the other categories.For ex-
ample, management of the installation of the field
I/O will invariably be covered by sub-contractors
as part of the instrumentation costs. Management
of the software development is usually provided
for in the application software costs.

However, a significant proportion of the man-
agement costshave to bebudgeted for directly.This
includes, for example, effort in producing specifi-
cations, liasing between suppliers and contractors,
carrying out acceptance tests, commissioning, etc.
There is no easy way to cost this other than to make
realistic estimates of the effort involved. It is par-
ticularly important not to underestimate the effort
required of the end-user to produce the detailed
specifications from which the application soft-
ware can be developed. This is covered in Chapters
60–62.

f. Documentation. The cost of documentation is
largely spread across those activities where it is
generated. There are certain documents which are
essential, for example:

• Specifications
• P&I diagrams
• I/O channel diagrams
• Termination listings
• Database design/listings
• Function block diagrams
• Sequential function charts, etc.
• Operating instructions
• System manuals
• Maintenance guides

The objective is to reduce the amount of documen-
tation to the minimum necessary, consistent with
maintaining quality standards and/or satisfying
validation criteria.This is enabled by using generic
documentation as far as is practicable, with appli-
cation specific information being held separately.
The approach is enabled by the use of CAD pack-
ages in which use is made of template diagrams,
charts, etc., and document management systems.
When a document is required, the template is pop-
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ulated with application specifics from a database
and printed off.

System and maintenance manuals are invari-
ably software based and can be accessed on the
system itself using prompts, keywords, etc. This
should be provided for under the system software
costs.

g. Training. Presuming appropriate levels of edu-
cation and experience, this is relatively easy to cost
given that system suppliers provide product spe-
cific courses at a variety of levels. It is essentially a
question of assessing who needs what training at
which level. Account must be taken of needs from
operators through to system support, and is clearly
context dependant.

h. Contingency. It isn’t necessary to budget for
a contingency at the costs and benefits stage. It
should be noted that a contingency will neverthe-
less be required for the project proper.

i. Profit. Any contractor or supplier involved will
require to make a profit. If the profit margins are
too low then there is a danger that corners will be
cut on the quality front. Profit is usually allowed
for in the cost of field instrumentation and system
hardware and software, but has to be budgeted for
explicitly in relation to application software and
project management.

j. Running Costs. These are relatively straightfor-
ward to assess. The principal categories are:

• Power.The electrical power required to drive the
system and all it I/O channels is not insignifi-
cant. Estimates of power consumption have to
be based on the system’s ratings and by assum-
ing average currents for all the I/O channels.

• Maintenance contracts. These are normally
placed with the supplier for maintenance of the
system. The cost of the contract depends on the
speedof response, level of support and inventory
of spares required. For critical applications, it is
normal to have an agreed call-out response time,
measured in hours, and “hot standby” spares
on site. For less critical applications, some form

of spares sharing agreement with other system
users is not uncommon.

• Technician support.Additional electrical and in-
strumentation technician support is required to
support the system and, in particular, to main-
tain the field instrumentation and I/O channels.
Sensible estimates of effort required have to be
made.

• Field instrumentation spares. A stock of these
will have to be provided to enable effective in-
strumentation maintenance and repair. Clearly
use of preferred vendor and instrument type
policies will reduce the scope of the inventory.

• Hardware replacement. It is essential to budget
for on-going hardware replacement to enable the
system to evolve as opposed to becoming locked
into a particular generation of technology. This
will counter obsolescence and avoid the whole
system having to be replaced at once.

• Software maintenance. It is not usual to bud-
get for software support which is invariably re-
quired for utilising the flexibility of the system
to realise enhanced operability, additional safety
functions, etc.Given that these are all intangible
benefits that have not been allowed for in the
benefits analysis, it is appropriate not to count
the costs of realising them.

59.11 Payback and Cash Flow
Payback,which is the time taken to recover the cap-
ital investment, is often calculated according to the
following formula:

Simple payback(yr) (59.1)

=
capital costs (£)

benefits (£/yr) – running costs (£/yr)

This formula for determining viability is often
good enough for small projects and/or when the
payback time is short.Payback for instrumentation
and control projects of two to three years is not un-
common: for advanced control projects, where the
control infrastructure is already in place, payback
of less than less than six months is the norm. More
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sophistication is probably required for longer pay-
backs.

The essential shortcoming of simple payback
is that it does not take into account the phasing
of expenditure and return. Thus costs and bene-
fits are presumed to be immediate and capital is
presumed to be unlimited. In practice, costs and
benefits are concurrent and there are constraints
on capital.Simplepayback isunable to differentiate
between different spend rates or to distinguish dif-
ferent phases of a project. In particular, cash flow
(CF) needs to be taken into account:

CF(£ year−1) (59.2)

= benefits – costs (capital + running)

There are different categories of costs:

• Fixed capital. The lumpsum costs incurred by
the purchase of major system items, bulk pur-
chase of instrumentation and the placement of
fixed price contracts for infrastructure, etc.

• Working capital. The variable costs incurred by
the placement of reimbursable contracts, to-
gether with the cash on hand necessary for pay-
ing wages, for spares and repairs, and for the
purchase of consumables used during commis-
sioning, etc.

• Running costs. These are the recurrent costs in-
curred once beneficial operation of the system
has commenced. They are identified in j above.

Cumulative cash flow (CCF) is the summation (£)
of the CF over a period of n years:

CCF(n) =
n
∑

j=1

CF(j) (59.3)

Figure 59.4 depicts the costs, benefits, CF and CCF
profiles for a typical project, based upon the data
in the first five columns of Table 59.6.
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Fig. 59.4 Costs and cash flow profiles for a typical project

Table 59.6 Data for costs and cash flow profiles

Year Costs Benefits CF CCF PV NPV PV NPV

(j) £K £K DR = 0.00 DR = 0.10 DR = 0.365

0 0 0 0 0 0 0 0 0

1 1500 0 –1500 –1500 –1364 –1364 –1099 –1099

2 1500 0 –1500 –3000 –1240 –2604 –805 –1904

3 1000 400 –600 –3600 –451 –3055 –236 –2140

4 1000 1500 500 –3100 342 –2713 144 –1996

5 0 3000 3000 –100 1863 –850 633 –1363

6 0 3000 3000 2900 1693 843 464 –899

7 0 3000 3000 5900 1539 2382 340 –559

8 0 3000 3000 8900 1400 3782 249 –310

9 0 3000 3000 11900 1272 5054 182 –128

10 0 3000 3000 14900 1157 6211 134 6
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Aspects of the CCF profile are as depicted in Fig-
ure 59.5. Note that costs are incurred from the be-
ginning of the project whereas benefits cannot oc-
cur until beneficial use of the system commences.
The cash flow becomes positive when the bene-
fits exceed the costs, and levels out only when the
capital costs cease. Payback occurs when the CCF
profile becomes positive. It is important to appre-
ciate that by adjusting the phasing of the capital
costs and hence the onset of benefits, significant
differences can be made to the payback time.

The CF and CCF profiles of Figure 59.4 pre-
sume that money does not change in value. Unfor-
tunately that is not the case. For example, interest
charges paid on the capital raised cause it to lose
value. Thus at 5% interest (say), each £1000 of cap-
ital borrowed today will only have a purchasing
power of some £1000/1.05 ≈ £952 in a year’s time,
assuming zero inflation.

The rate at which future values of cash flow are
depreciated is referred to as the discount rate(DR)
expressed on a fractional basis. For example, a dis-
count rate of 10% gives DR = 0.1. Thus the value
today of the cash flow (£ year−1) in j years time,
known as its present value (PV), is evaluated using
a discount factor (DF) as follows:

PV(j) = CF(j).DF(j)

where DF(j) =
1

(1 + DR)j

(59.4)

Note that thediscount rate is not normally the same
as the interest rate chargedon theopen market.The
present value, for a given discount rate, is also re-
ferred to as the discounted cash flow (DCF) return.

Since capital for projects is invested over the
first couple of years or so and benefits are realised
sometime thereafter, the economics areworkedout
over a longer time scale taking the discount rate
into account. The net present value (NPV) is calcu-
lated (£) as follows:

NPV(n) =
n
∑

j=1

PV(j) =
n
∑

j=1

CF(j)

(1 + DR)j
(59.5)

Also listed in Table 59.6 are values of PV and NPV
for different values of DR, the profiles for NPV be-
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Fig. 59.6 Net present value (NPV) vs discount rate (DR)

ing asdepicted in Figure59.6.Note that the effect of
discounting is to flatten off the profiles and delay
payback. At higher values of DR the NPV strug-
gles to become positive and the payback horizon
becomes untenable. The golden rule of project fi-
nance is that the NPV must become positive.

The internal rate of return (IRR) is defined as
that value of the discount rate DR which results in
an NPV of zero. For example, for the project of Ta-
ble 59.6,over a periodof 10 years,IRR ≈ 0.36.Thus
IRR is a measure of the benefits returned from in-
vestment in a project taking into account the time
value of money. It is used for comparing and con-
trasting a variety of projects which are competing
for investment capital. Companies often specify a
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minimum IRR return for projects to force the dis-
tinction between those that are clearly viable and
those that are only marginally so.

Not only does discounting affect the current
value of money but so too does inflation. Assum-
ing a constant rateof inflation,a fractional inflation
factor (IF) may be introduced:

NPV(n) =
n
∑

j=1

CF(j)

(1 + DR)j.(1 + IF)j

≈
n
∑

j=1

CF(j)

(1 + DR + IF)j
(59.6)

Note that the cash flow is made up of many ele-
ments (hardware, software, services,etc.).The con-
tracts/orders for these are all purchased/paid for at
different stages of the project and probably subject
to different inflation rate indexes, not to mention
varying discount rates and exchange rates. For ac-
curacy the cash flows should be calculated on a
monthly basis rather than yearly. Clearly the cal-
culation of detailed cash flow projections is a non-
trivial task for which a spreadsheet or accounting
package is required rather than a simple formula.

A further complication which can significantly
affect the projections is the way in which benefits
are taxed and the extent to which depreciation can
be set off against taxation. In effect, Equation 59.2
for CF has to be modified as follows:

CF(£ year−1)

= benefits (after taxation)

– costs (after depreciation) (59.7)

There is more to this than meets the eye. Taxation
will depend upon whether the plant is a business
in its own right or just part of a larger entity, and
will vary annually according to profitability. De-
preciation of assets is invariably used as a means
of reducing tax liability and is clearly a function of
company accounting policy.However, taxation and
depreciation are often not taken into account in a
costs and benefits study: it would be futile to at-
tempt to do so without understanding the relevant
law and/or policy.

There are several common mistakes made in cal-
culating payback:

• Costs and benefits are calculated on a different
economic basis. For example, costs for equip-
ment are usually at market prices whereas the
cost of labour may be at internal rates, which
couldbe artificiallyhigh or low.Again,withben-
efits, there is scope for calculating these using
either market or internal rates. The important
thing is that a consistent basis is used.

• Marginal costings.This involves working out the
incremental cost or benefit as opposed to the
real value. For example, the cost of a few extra
I/O channels is small if the rest of the control
system is assumed to exist already or the project
is going ahead anyway.

• The benefit of reduced manpower is lost if rede-
ployment is not practicable.

• Costs and benefits not attributable to the project
are included. This is most likely to occur with
retrofits when the opportunity is taken to de-
bottleneck the plant. For example, an external
circulation loop and pump may be installed to
improve process mixing but costed as a sam-
pling system for additional instrumentation. Or
the benefits from replacing a heat exchanger ap-
pear as improvements in temperature control.

59.12 Comments
A costs and benefits analysis is inevitably approx-
imate. At best the costs can be estimated to within
10% and the benefits to within 20%. There is
no point in looking for perfection where it does
not exist. Detailed and more accurate costings are
made at later stages in the project life cycle and,
obviously, aresubject to on-going review. The ben-
efits tend not to be reworked, unless some major
new factor emerges. It is good practice to maintain
an audit of costs and benefits for future reference.
Apart from anything else, it provides useful infor-
mation for subsequent costs and benefits analyses.
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Assuming that the outcome of the costs and ben-
efits analysis has impressed senior management,
the next step is to generate a user requirements
specification (URS). The end-user writes the URS.
Its function is to articulate what functionality is
required of the control system. The purpose of the
URS is to provide a clear basis for tendering and for
making a meaningful quotation. It should there-
fore be correct, as complete as is practicable, and
consistent. The URS must be in a form that can be
understoodby a systemsupplier or integrator.Also,
it should enable the end-user to judge whether the
supplier has understood the requirements.

The amount of detail required in an URS varies
considerably depending on the extent of automa-
tion and the functionality required. In particular,
it depends on who is going to develop the applica-
tion software. Is the supplier expected to provide
hardware and system software only or a turnkey
solution? This chapter addresses the turnkey sce-
nario.

There are essentially four parts to an URS: the
process description, the P&I diagrams, the control
philosophy and the particular requirements. This
chapter outlines the factors to be taken into ac-
count in formulating an URS. There are various
industry guides on the formulation of specifica-
tions and for more detailed information the reader
is referred to the STARTS handbook (1989), the IEE
guidelines (1990) and the GAMP guide (2002). The

text by Lee (1998) also provides an introduction to
the subject.

60.1 Process Description
This provides a basis for the supplier to under-
stand and interpret the user’s process objectives.
The point of providing a process description is that
it enables the supplier to make informed judge-
ments about the requirements for control.

An overview of the process should be provided
in sufficient detail for a process engineer to de-
velop a feel for the plant and its automation needs.
This should, for example, include:

• An outline process flow diagram
• An explanation of the function of each major

unit and equipment item
• Information about the nature of the process car-

ried out in each unit, e.g. exothermic or en-
dothermic, under reflux, pressure or vacuum
operation, precipitation of solids, evolution of
gases, agitated, etc.

• A description of each stream, e.g. continuous or
intermittent, liquid or gaseous, clear or slurry,
viscous or otherwise

• For a multi-products/stream batch plant, typi-
cal production schedules indicating the number
and frequency of products, number of stages
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involved, permissible parallel operations, criti-
cal ordering of batches, inter-stage cleaning re-
quirements, etc.

• An indication of any unusual features about the
operating conditions, such as very slow ramp
rates or small difference measurements, and any
particularly stringent criteria such as very tight
tolerances on error signals

• Nature of any constraints, e.g. maximum tem-
perature differences, minimum flows, etc.

The more information that can be provided, the
less scope there is for the supplier to claim a lack
of understanding later on.

Remember, though, that this is only the URS.
It is not necessary for the end-user to give away
commercially sensitive information. For example,
the detailed chemistry of the process, the capacity
of the plant and precise operating conditions need
not be divulged. Once the project has progressed
beyond tendering and a contract for supply has
been placed, it will be necessary to provide more
detailed information. At that stage, if appropriate,
confidentiality agreements can be signed.

60.2 The P&I Diagrams
The P&I diagrams are key working documents for
the supplier.As stated in Chapter 59, they are based
upon and reflect the control philosophy. Availabil-
ity of theP&Idiagrams is fundamental to an under-
standing of the control philosophy. Indeed, the P&I
diagrams are a pictorial representation of much of
the control philosophy.

They will probably be available in a more de-
tailed formthan was available at the costs and ben-
efits analysis stage of project, but are still unlikely
to be fully detailed. Again, the more information
that can be provided, the less scope there is for the
supplier to claim a lack of understanding later on.

60.3 Control Philosophy
The control philosophy document is essentially a
collation of statements aboutdesign policy and the

principles underlying key decisions relating to the
control system. Those key decisions and the op-
erational intent are themselves part of the control
philosophy. The point is that the control philoso-
phy enables the supplier to understand the basis
on which the control system is being specified. As
such, it provides an informedbasis for interpreting
the user’s requirements.

Note that the principles established in the pre-
liminary CHAZOP study, as discussed in Chap-
ter 54, must feed into (and indeed become part
of) the formulation of the control philosophy.

Note also the distinction between the princi-
ples which are the control philosophy and the de-
tails which form the particular requirements. A
clear indication is required of:

a. Scope of project. The end-user needs to state
unambiguously what is expected of the supplier in
terms of:

• The supply of hardware and standard system
softwareonly,or provision of turnkey system in-
cluding application software, or other variants.

• Requirements by end-user for involvement in
software development, witnessing of tests and
acceptance.

• Involvement of supplier in provision and/or in-
tegration of the control system with third party
packages and systems as, for example, with MIS.

• Involvement of supplier during installation and
commissioning.

• Documentation expected.
• Timescale for deliverables and deadlines.
• Any BS, IEC or ISA standards and guides such as

GAMP (2002) which have to be complied with.
• Statutory requirements, such as FDA approval.
• Quality assurance, such as ISO 9000 approval

for development procedures and documenta-
tion, for which a quality plan should be re-
quested.

b. Scope of automation. The project needs to be
ring fenced as indicated in Chapter 59. It is partic-
ularly important to identify parts of the plant:
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• Shown on the P&I diagrams but which are not
to be automated.

• Not shown on the P&I diagrams which are to be
automated.

c. Continuous operations. For continuous plant,
the key policy decisions concern continuity of op-
erations:

• Is the plant to be operated continuously or in-
termittently?

• Is all the plant operated continuously, or are
there are parts of it that are operated batch-wise?
If so, are they semi-automatic or manual?

• How will any batch or semi-batch parts of the
plant be brought on or taken off stream?

• Is automatic start-up required and, if so, what
is the strategy? Units may be brought on stream
one at a time, in process order, or all started up
simultaneously, or some combination thereof.
Start-up fromempty may well require a different
strategy to start-up following a shut-down.

• If automatic start-up is provided, it is usual
to have automatic shut-down too. Again, what
is the strategy? Remember that automatic shut
down is very different from emergency shut-
down (ESD).

d. Control schemes and strategies. The approach
to tag numbering needs to be specified to ensure
consistency throughout the system.

On a unit by unit basis, the principal control
schemes and strategies such as cascade, ratio and
feedforward control need to be identified, as out-
lined in Chapter 30.

Any non-standard requirements for control al-
gorithms or associated features should be identi-
fied.

Any requirements for advancedprocess control
(APC) techniques, such as model predictive con-
trol (MPC) or real-time optimisation (RTO) must
be made explicit.

e. Batch operations. The general requirements for
the control of batch operations need to be articu-
lated. Key policy decisions here include:

• Whether all batches are to be produced under
sequence control. If not, what are the criteria?

• Are inter batch/stage cleaning operations to be
handled by sequencing?

• If a recipe management facility is required, to
what extent are recipes likely to have to be cre-
ated, modified and deleted?

• Will recipes have to be modified on-line for
batches during processing?

• Will different products be made simultaneously
in parallel streams?

• In the event of failed batches, is there a require-
ment to be able to go back in the sequence struc-
ture to repeat phases and/or steps, or to go for-
ward and omit them?

• Is there a requirement to organise batches into
campaigns? If so, how are campaigns defined
and initiated, and how is production switched
between campaigns?

• Is any form of dynamic scheduling of batches,
units and recipes required?

• Does any provision need to be made for antici-
pated plant expansion?

f. Operator involvement. There needs to be some
policy on operator involvement, covering the na-
ture and scope of operator activity, as this deter-
mines the extent of automation. It is important
that:

• Some indication of manning levels is given as
this provides a feel for the extent of automation.

• Types of operation to be carried out manually,
such as additions, sampling and visual checks,
are identified.

• The range of manual actions for areas of plant
that are to be semi-automated is clearly under-
stood.

• Decisions to be made by operators are identified,
such as when to start, continue, stop or abort a
batch.

• Informationto be entered into the system by op-
erators,supervisors,etc. is categorisedaccording
to activity type.

• Policy exists regarding access to information
and levels of authority for changing it.



482 60 User Requirements

g. Sequence design. The user needs to explain
what approach to sequence development is accept-
able. For example:

• Are sequences to be generic with parameter lists,
as in Chapter 29,rather than being of a dedicated
nature?

• Is the operations approach to sequence design,
based upon plant units (MEIs), as explained in
Chapter 37 to be adopted.

• Do operations need to be established by config-
uration of phases from a library of pre-defined
phases?

• Is it a requirement that the plant be capable of
being put into a safe hold-state at the end of each
operation?

• In the event of an instrumentation, plant or pro-
cess failurebeing detected by the sequence logic,
is sequence flow forced into a safe hold-state?

• To what extent are recovery options to be built
into sequences?

• Are parallel sequences to be used for application
diagnostics?

h. Failure philosophy. The central issues here is
consequence of failure, which may be of a haz-
ardous or economic nature, or both. Policy deci-
sions are therefore required about:

• The minimum levels of system reliability. This
enables the requirements for duality to be deter-
mined, if at all.

• Power supply redundancy and standby power
failure arrangements.

• Action on system hardware failure, e.g. are out-
puts forced to predefined values, activate the
ESD, or what?

• On reinitialising after failure, should loops
restart in manual, with their normal set points
and zero outputs, or what?

• In the event of instrumentation or plant failure,
should the outputs of control loops and schemes
fail shut, open or stay put? Note that these op-
tions are not always available for configuration
within DDC packages.

• Action to be taken in the event of failure of third
party systems and/or packages to which the con-
trol system is interfaced.

i. Human factors. The user needs to explain what
approach to the development of standard displays
is acceptable,and to developan alarmmanagement
policy as explained in Chapter 43. For example:

• The organisation and numbering of standard
displays to maximise the operators ability to
navigate the display system.

• Guidelines for the amount of detail to be in-
cluded on standard displays. For example, one
MEI per mimic display, or all loops associated
with an MEI in a single group display.

• Conventions on colour codes, symbols and vi-
sual effects to ensure consistency throughout the
display system.

• The basis for prioritising and grouping of
alarms.

• The scope for suppression of alarms and provi-
sion of diagnostics.

j. Approach to layout. The general layout of the
control system can affect its cost and functionality.
Policy decisions need to be made with regard to:

• Relative positionsof the roomsand/or buildings
in which the operator stations, engineers termi-
nals, I/O card racks,marshalling cabinets,motor
control centre, field termination cabinets,etc.are
to be situated.

• Locations of field stations for remote input of
information by operators.

• Routing of instrumentation and power cables to
a level of detail appropriate to the project scope.

• The clustering of units (MEIs) into cells such
that units between which there is significant in-
teraction can be handled within the same node
of a DCS. This will allow the capacity of the
nodes to be sized correctly.

k. Management information. Inevitably, there will
be interfaces between the control system and
other systems and/or packages for MIS purposes.
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Whether the MIS is provided by the supplier or is
of third party origin, the essential functionality re-
quired and the nature of the interface need to be
specified.To a large extent, the approach to specify-
ing an MIS is much the same as that for the control
system itself. Chapter 100 provides more detail.

It is useful at the URS stage to identify any key
performance indicators (KPI) that are likely to be
required. KPIs can seldom be measured directly
and invariably require calculation. That is typi-
cally done either in real-timeby the DCS or off-line
within the MIS.It is important to think through the
nature of the calculations involved, to identify any
necessary measurements, and to understand the
data requirements. Typical KPIs are:

• Volumetric throughput
• Plant/unit efficiency
• Process yield
• Energy consumed per unit throughput
• Raw materials consumed per unit of product
• Emissions/discharges, etc.
• Variation in product quality
• Batch cycle times
• Plant utilisation
• Profitability
• Bonus rates, etc.

60.4 Particular Requirements
This part of the URS provides further, more de-
tailed information to supplement the control phi-
losophy document. Some of the more obvious ex-
amples of such information are categorised below.

Note that the particular requirements identi-
fied in the preliminary CHAZOP study, as dis-
cussed in Chapter 54, must feed into (and indeed
become part of) the formulation ofthe control phi-
losophy.

a. System hardware. The URS does not nor-
mally cover system hardware. However, whether
the scope of supply includes installation or not,
the environment within which the system is to be
installed should be articulated. Of particular im-

portance is the space available for the proposed
system layout, and any constraints on physical ac-
cess to that space. Likewise for the provision of
power, normally a 110 V a.c. supply, and earthing
arrangements.

Details and functionality of the interfaces to
other systems and their peripherals should be pro-
vided. This includes serial links to other control
systems, such as PLCs and packaged equipment, as
well as links to other computers for MIS and APC
purposes.

b. Plant interface. The point count must be speci-
fied as accurately as possible to enable the number
of I/O cards to be determined. Remember to dis-
tinguish between static and fleeting contacts for
discrete I/O.

Requirements for segregation of I/O signals
must be specified, especially of IS and non-IS sig-
nals, since such constraints can have a significant
effect on the numbers of I/O cards. Expansion and
spares requirements in each I/O category should
be identified.

Requirements for serial links to intelligent in-
struments must be specified to enable the number
and type of gateways required to be determined.

c. Operator interface (hardware). Information
needs to beprovided about likely manning levels in
eachcontrol roomto enabledecisions about appro-
priate numbers of operator and engineer stations,
workstations and peripherals. The manning lev-
els need breaking down on the basis of operators,
supervisors and engineers, together with levels of
access as appropriate.

Provision must be made for redundancy of
OCPs. This enables simultaneous and/or multi-
ple displays and allows for failure. Make allowance
for both emergency and commissioning situations
when access to OCPs becomes a bottleneck.

The requirements for any remote, field based,
operator stations need to be detailed.

Any non-standard features, such as an inter-
face to a hard wired mimic diagrams, need to be
detailed.
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d. System software. Any unusual requirements
should be specified in full: if in doubt, specify it.
The supplier’s responsibility is to identify any addi-
tional system software that is necessary to provide
the functionality required to meet the users’ re-
quirements. Areas for which system software may
be required include:

• Special input conversion routines, control algo-
rithms and device types.

• Implementation of the action on failure philos-
ophy.

• Drivers for gateways to intelligent instrumenta-
tion to support, for example, HART or fieldbus
protocols.

• Integration of I/O states in external devices with,
for example, those in the DCS or PLC database.

• Special display and data entry requirements, e.g.
to support any remoteoperator station function-
ality.

• Abnormal archiving requirements: thenumbers,
types of point and time scale for archiving
should be defined. For example, time scales of a
year, not uncommon in the water industry, may
well not be within the scope of a typical DCS.

• Non-standard event recording:define what con-
stitutes an event and what information must be
recorded with it. The associated data is likely to
be extensive to satisfy FDA requirements.

e. Configurable software. Simple control loop de-
tails can be determined from the P&I diagrams but
any complex schemes should be specified in detail.

Typical I/O channel sampling frequencies
should be identified, especially if high frequencies
are necessary. This can have a significant effect on
control processor loading and it is the supplier’s re-
sponsibility to ensure that the equipment quoted
has the necessary capacity.

Note that the contractor doing the plant design
may be using a CAD package which allows instru-
ment data to be ported into another system. If this
is the case, include its details: the system supplier
should interface to it if possible as this will save
a great deal of database configuration and testing
time. Publication of ISO 10303, a standard for the

exchange of product model data (STEP), has fo-
cused attention on the potential for data storage
and portability across the various project phases.
An extension to this is being developed by the pro-
cess industries STEP consortium (PISTEP).

f. Display system. If the turnkey effort includes
configuration of standard displays of the type de-
scribed in Chapter 42, the number and extent of
each type involved must be defined.

g. Sequence software. Assessing the volume of
turnkey sequence software is difficult: if the effort
is initially underestimated, the chance is that it will
lead to contractual problems during the project.
The following guidelines apply to a multi product /
stream plant which is the worst case scenario. The
best approach is based on a two-stage analysis as
follows:

First stage: quantify the total extent of the se-
quences:

• Identify all the products to be made and cate-
gorise them into generically similar groups on
the basis that within any one group batches of
each product could be made by the same proce-
dure but with different parameter lists.

• Establish what products are to be made in which
stream and hence identify the number of MEIs
required for each product.

• Consider any inter batch cleaning operations on
the same basis of sequences and parameter lists.

• Analyse each of the procedures and identify all
the operations to be carried out on each of those
MEIs for each of the products. Hence determine
the commonality of operations between prod-
ucts.

Second stage: qualify the detail using representa-
tive sequences:

• Select three products,whose procedures are rep-
resentative of all the others, that can be classified
as being simple, typical or complex according to
the complexity of sequencing involved.
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• For each of these three products, based on a se-
lection of the MEIs involved, break down their
operations into phases and steps. Details for a
mix of typical phases and steps should be artic-
ulated in the form of sequential function charts,
or otherwise.

The cost of the procedures is estimated from the
total amount of code and the effort involved. The
amount of code is calculated from the number
of procedures, their classification, the number of
operations involved, the number of phases antici-
pated and the size of typical steps. The greater the
commonality of operations and/or phases, the less
the overall cost.

The above two-stage analysis is non-trivial and
requires experience. If the end-user requires the
supplier or some thirdparty to carry it out,relevant
information in sufficient detail must be provided.
Of particular importance are the P&I diagrams for
MEIs such as reactors, filters,dryers,etc. If some of
the products were previously manufactured man-
ually, the process instruction sheets are extremely
useful, expurgated if necessary.

The supplier should be asked to program one
of the operations and include it with the quotation
as a worked example.

h. Batch software. In addition to the requirements
for sequencing, further information for batch pur-
poses needs to be provided:

• Estimates of the minimum, average and maxi-
mum number of products to be manufactured
simultaneously

• The expected length of a typical campaign
• The maximum number of batches in a campaign

This information allows the supplier to establish
that the functionality of the batch process con-
trol package (BPC) can accommodate the require-
ments for recipe handling and campaign defini-
tion.

Specify any complex or non-standard logging
and/or reporting requirements in detail, includ-
ing any requirements for access to RDB or MIS for
such.Note that if FDA or GAMP conformance is re-

quired, a combination of messages and events will
be required to be held for each batch of each cam-
paign on a vessel by vessel basis. Some suppliers’
reporting functions are more comprehensive than
others so it is best to be cautious.

i. Higher level packages. These are generally re-
quired for calculations for which the amount of
processing is beyond the scope of normal control
processors.Typically,for management information
type applications, the package will provide a front-
end to a relational database in another computer,
the package handling both access and communi-
cations. Or, foradvanced control type applications,
packages are often of a third party proprietary na-
ture, usually running in a separate processor.

For MIS applications, it is of particular important
to establish:

• Which variables are to be read into the database,
RDBor otherwise, fromthePLC,SCADA or DCS,
and how often they are to be read. It is likely to
be a large number of variables but only read oc-
casionally.

• What levels of access to those variables exist
within the MIS, given that the whole point of
an MIS is to provide access to such information.

• That security exists to prevent values being
written from the MIS into the control system
database. If not, on what basis can writing oc-
cur?

• That the MIS and control system data types are
consistent, both for tag numbers and numerical
values.

• What protocolsare in use and that the necessary
drivers are available.

• That the MIS proposed has the required func-
tionality.

The nature of RDB and MIS are covered in detail
in Chapters 99 and 100. It is sufficient to say that
establishing RDB and MIS links with control sys-
tems is not well standardised so the requirements
should be specified in some detail.

For APC applications, such as SPC, MPC and RTO,
key issues to establish are:



486 60 User Requirements

• Which variables are to be read into the database
from the PLC, SCADA or DCS, and how often
they are to be read. It is likely to be relatively few
variables which are read often.

• Which variables are to be written from the APC
package into the control system database. These
are likely to be either set points for control loops
or output values. If not, on what basis can writ-
ing occur?

• Any requirements for complex calculations or
development of process models, etc.

• If the APC is model based, say for predictive
control or optimisation purposes, how often the
model runs and how it is initialised. Can opera-
tion of the model be suspended and, if so, how
is it resumed? Are there additional variables re-
quired for any of these activities?

• The ways in which the APC package can fail.
What happens if the packages loses its synchro-
nisation with real time? How does the package
handle out of range inputs? Are out of range
outputs limited? What happens if there is a cal-
culation failure?

• The extent to which the control system is ro-
bust to failure of the APC package. Does con-
trol revert to pre-determined set points inAUTO
and/or outputs in MAN control? The action on
failure philosophy may require significant de-
sign effort and must be carefully specified.

• The form of the operator interface to the control
system. This clearly has to be consistent with
other aspects of the operator interface.

• That the APC package and control system data
types are consistent, both for tag numbers and
numerical values.

• What protocols are in use and that the necessary
drivers are available.

• That theAPC package proposed has the required
functionality.

If the supplier provides packages for APC, some
negotiation over the model may well be required.
In general, the process model will be developed by
the end-user or some third party and will be highly
confidential. However, there is no reason why an
overview of its functionality cannot be provided.

Likewise, if the software already exists, the lan-
guage and number of lines of code it occupies can
be given. Further discussion with potential sup-
pliers prior to their quotations can examine the
possibility of porting existing programs.

60.5 General Considerations
As should be obvious, writing a good quality URS
is a major task. So too is interpreting it. For this
reason it is important that the document is well
written. The following general considerations are
worth noting:

• The user requirements should be as complete,
concise, consistent and correct as possible. They
should neither be duplicated nor contradicted.
Take care to avoid vagueness and ambigu-
ity. Avoid verbosity. Only use terminology and
acronyms as defined in standards and texts.
Avoid unnecessary jargon and technobabble.
• Only provide information that is relevant and

reliable. Information whose quality is uncertain
is best left out altogether: it is easier to provide
supplementary information at a later stage than
to correct misinformation.

• Where relevant, a distinction should be drawn
between essential requirements and things that
“would be nice to have”.
• Each requirement statement should be uniquely

numbered to enable cross referencing by the
supplier.

• Each requirement must be testable in that there
should be some means of deciding whether the
solution proposed satisfies the requirement.

• A list of contact names for queries should be
included in the URS.

• Specify a return date for quotations and give the
suppliers enough time to respond in detail.

Reference should be made to contract terms and
a copy of the user’s Conditions of Contract ap-
pended. For large contracts, the best terms are
ones that support a mixture of lump sum and
reimbursable payments for different parts of the
project. Of particular importance are arrange-
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ments for stage payments: if these are not avail-
able, that should be out in the open at the tendering
stage. It should be stated when flexibility is allow-
able, rather than attempting to force the supplier to
comply with fixed terms, often at additional cost.

60.6 Golden Rules
It is important for the end-user to specify require-
ments rather than solutions. The URS is a require-
ments specification. It is up to the supplier to in-
terpret those requirements and tender a solution
utilising the functionality of the system being of-
fered.

The URS is invariably and inevitably incom-
plete.The supplier therefore has to interpret the re-
quirements and interpolate between them. In gen-
eral, the better the quality of information provided,
and the better the understanding so obtained, the
less likely it is that the project will go wrong.

Encourage the suppliers to visit the plant and
discuss specification queries. Much can be learnt
on both sides with such a meeting.

Different suppliers’ systems and packages may well
have different functionality, but still be able to
meet the requirements specification. Care should
be taken not to generate detailed specifications for
packages which the supplier provides as standard.

Do not be tempted to develop the URS by
working backwards from the detailed description
of a particular supplier’s system or package: it will
be difficult for other suppliers to satisfy such an
URS. Also, it is obvious when this has been done
and suggests that the key decision about the choice
of supplier, system and/or package has already
been made. The tendering process is reduced to a
charade.

A goodquotation is one which enables the sup-
plier to meet fully the user’s specified require-
ments, subject to agreed quality procedures. It
must be cheap enough to be accepted by the end-
user but at the same time provide enough profit to
support the viability of the supplier’s business.
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61.7 Tender Analysis and Vendor Selection

As with the previous chapter, this one addresses
the turnkey scenario and covers tender generation,
compliance commentary, tender analysis and ven-
dor selection. In essence, on the basis of the user
requirements specification (URS), suppliers are in-
vited to tender for a contract to deliver a system.
Having received the tenders, the end-user then has
to analyse them to decide which best satisfies the
requirements and meets the cost criteria.

Three tenders should be sufficient and four
the maximum, provided they are from appropri-
ate suppliers. Much effort is involved in tendering
and the end-user is unlikely to be able to mean-
ingfully analyse more than three or four tenders.
Frivolous invitations to tender, perhaps to satisfy
some corporate purchasing policy, are in nobody’s
interest.

61.1 Tender Generation
The objectives of the tender document are to:

• Give the end-user confidence in the supplier’s
capability to deliver a system.

• Demonstrate the supplier’s experience and ex-
pertise relevant to the project.

• Commit the supplier to providing a system that
satisfies the end-user’s requirements.

• State unambiguously what the proposed system
consists of.

• Explain exactly how the system proposed satis-
fies the requirements specification.

• Clearly identify those aspects of the specifica-
tion that are either only partially satisfied or not
satisfied at all.

• Provide a price for the contract, in the form of a
quotation.

• Form a sound contractual base for the project.

Prior to generating the tender, the supplier’s engi-
neers should read the URS very carefully in order
to understand the process and the intent with re-
gard to automation. Any queries should be noted
and a meeting with the end-user requested to clar-
ify them. A site visit to the plant, or one like it, is
useful to “get a feel” for the process.

As stated in Chapter 60, the URS should define
the problem rather than formulate solutions.How-
ever, if solutions have crept in, then it is important
to assess the end-users reaction to alternative so-
lutions and what potential there is for flexibility.
Lack of flexibility can lead to extensive “special”
system software and unnecessary cost.
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61.2 Compliance Commentary
This is a major part of the tender. It provides a
commentary on the requirements specification,
clause by clause, indicating compliance or oth-
erwise. Every requirement should be addressed.
The numbering system used for the compliance
commentary should be consistent with that of the
requirements specification to enable meaningful
cross referencing.

At the beginning of the compliance commen-
tary is a description of the system proposed in
terms of system hardware, plant and operator
interfaces, system software and application soft-
ware. System manuals should be provided specify-
ing standard functionality. Also, a recommended
spares holding should be stated.

The proposed solution to each requirement
should then be briefly outlined. It is to both par-
ties advantage that this be achieved, as far as is
practicable, using the standard functionality of
the system software and hardware. It is cheaper,
the software should be field proven and the system
more reliable.

When aspects of the specification are not sat-
isfied, give reasons and propose alternative solu-
tions as/if appropriate. These alternatives should
be specified in sufficient detail for the end-user to
be able to assess them. Any “special” system soft-
ware needed should be identified and an estimate
of the additional cost given.

A provisional project plan should be included
in the formofaGantt chart whichdepicts projected
effort and time scales. This can be used by the
end-user to substantiate the application software
estimates. These must include provision for man-
agement of the application software effort which is
significant for large turnkey projects.

If the time scales are such that the deadlines for
delivery cannot realistically be met, then the sup-
plier should say so. Other suppliers will have the
same problem, unless they haven’t understood the
requirementsproperly! Unrealistic expectationsby
end-users about time scales and self deception by
suppliers are common. They are also inconsistent
with delivery on quality. Corners cut at the tender
stage invariably cause costly delay.

The supplier’s policy on quality should be ex-
plained, together with a summary of its quality
procedures. A quality plan should be provided for
the project which identifies validation activities,
responsibilities and procedures. This is covered in
more detail in Chapter 66. Clearly aspects of the
quality plan may be integrated with the project
plan.

Fundamental to the ability to deliver on qual-
ity are the experience and expertise of the sup-
plier’s personnel. Typical curriculum vitae of key
personnel such as the contract manager, appli-
cation software development manager and engi-
neers/programmers should be provided.

It is useful to include a summary of the com-
pany’s history and stability, as well as a com-
mentary on the company’s experience of similar
projects for the same or other end-users. The im-
portance of such information for the confidence of
the end-user should not be underestimated.

61.3 Quotation
Generating the quotation is essentially a question
of systematically identifying everything that has to
be supplied in terms of deliverables, and the work
entailed in producing them. The principal cate-
gories of deliverables are system hardware, plant
and operator interfaces,system software and appli-
cation software.The quotation should also provide
for services, such as training and support during
commissioning.

The quotation should be on an itemised basis,
otherwise there is scope for misinterpretation. It
should clearly distinguish between those parts of
the project being handled on a fixed-price lump-
sum basis and those parts that are on a reim-
bursable basis.

Contractual aspects of the quotation to be ad-
dressed include deadlines for deliverables, penalty
clauses, stage payments, provision for inflation, ar-
rangements for handling variations, qualityproce-
dures, acceptance arrangements, software licence
agreements, maintenance contracts, etc.
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61.4 Hardware Estimates
The system hardware and plant interface costs are
largely determined by the point count and the
requirements for redundancy and/or segregation.
Knowing these, the number of I/O cards, racks,
frames, cabinets, processors, memory, etc. can be
estimated. List prices for hardware take into ac-
count the cost of assembly, testing,documentation,
etc., and are based on experience of building pre-
vious systems. They obviously allow for profit too.

Estimates for the hardware costs can only be
meaningfully provided by systems’ suppliers in the
formof written estimates. It is important to under-
stand the pricing policy which varies significantly
between suppliers,as depicted in Figure 61.1 which
plots system cost against number of I/O channels.

0 No of I/O channels

Cost

£

Fig. 61.1 System cost vs number of I/O channels

The intercept and slope depend upon the expand-
ability of the system. Some suppliers offer very
competitive prices for small “entry level” systems,
but the incremental cost per additional loop is
high making them unsuitable for large applica-
tions. Other systems have a high system cost but
can be expanded relatively cheaply: these are usu-
ally unsuitable for small applications. Note that
there are jumps in the plots due to constraints on
the expandability. For example, the number of I/O
channels can be increased until a new card is re-

quired, or the number of cards can be increased
until a new rack is required, etc.

The operator interface consists of operator and
engineer stations, workstations and peripherals.
Numbers of such are largely determined by the
requirements for access to the system and redun-
dancy. Estimates for the operator interface are
made on the basis of suppliers’ list prices.

61.5 Software Estimates
System software is best treated as if it were hard-
ware and costed by the supplier.

Application software has to be estimated on the
basis of the effort required to produce it.Critical to
the effectiveness of the estimating process are the
supplier’smetrics gained fromexperienceof work-
ing on similar projects, and confidence in those
metrics. Typical metrics are as follows:

Configurable software:

• Configurable functions and database blocks:
i. Continuous: approximately ten analogue I/O

or five loops per day.
ii. Discrete: approximately ten discrete I/O de-

vices with logic blocks per day.
• Configurable displays: some 20 bar displays,

trend diagrams, etc. per day.
• Semi-configurable graphics: say 0.5 mimic dia-

grams per day.

Procedural software for sequencing and batch and
high level language applications:

• Procedural code: average of 10–15 instructions,
rungs or actions, etc. per day.

The above metrics all allow for the cost of design,
development, testing and documentation of the
software.The metrics assume that all the necessary
tools are available for development and testing.Al-
lowance must be made for the variety of expertise
and experience of the personnel involved, and for
managing this activity, as indicated in the example
below.
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It is also assumed that the detailed functional spec-
ification (DFS), from which the design of the appli-
cation software is realised, will be fully available at
the design stage.For the configurable software this
comprises information about the I/O channels, de-
rived variables, loops, control schemes, etc. For the
procedural software it consists of procedures with
parameter lists, the detail of the procedures being
in the form of sequence flow diagrams, sequential
function charts, or otherwise. The metrics do not
allow for the effort involved in specifying these de-
tailed requirements. This critical task is normally
carriedout by the end-user andshouldbeprovided
for under the end-users project management costs.

It is particularly important to check that the
estimates for the amount of sequence software re-
quired look realistic. These will have been deter-
mined at the URS stage by scaling up from esti-
mates based on representative sequences, and will
almost certainly have to be confirmed at the DFS
stage. There is much scope for error. What is often
overlooked is the extent of software required for
error handling, safe hold-states and recovery op-
tions. As noted in Chapter 29, it is not unknown
for this to account for 60–80% of the procedural
software alone.

All application software estimates should be
given in detail, with the metrics used provided to
substantiate the estimates.

61.6 Worked Example
Suppose that an analysis of the sequencing require-
ments yields the following estimates:

Number of procedures = 6 and average number of
operations per procedure = 5

Assume number of phases per operation = 12

Hence total number of phases = 360

But by inspection there is some 75% commonality.

Thus number of different phases = 90

Typical number of steps per phase = 8 and approx-
imate number of actions per step = 10

Hence the total number of lines of code to be
designed, developed and tested = 7,200

Use metric of 10–15 lines of code per person-day,
say 70 lines per person-week.

Hence 103 person-weeks effort required
assuming experienced personnel.

Allow an efficiency of 80% for holidays, etc. gives
129 person-weeks effort.

Assume a lapsed time of 25 weeks to meet the
project deadline.

Allow 2 weeks for delivery gives 23 weeks per per-
son.

Hence no of persons required
129/23 = approximately 5.6

Next to be taken into account is the programming
experienceof the engineers, for which some typical
values are as indicated in Table 61.1:

Table 61.1 Programming experience vs efficiency

Experience (months) Efficiency (%)

0–6 60

6–12 70

12–18 80

18–24 90

24–30 100

Assume that thepool of engineers likely to beavail-
able for the programming have the following mix
of experience: 0, 5, 10, 10, 15, 20, 20, 25, 30 and 50
months. The average team efficiency is thus ap-
proximately

(2× 60 +2× 70 +80 +2× 90 +3×100)/10 = 82%.

Hence number of persons required

5.6/0.82 = approximately 6.8.

But this software team needs to be managed. The
management effort requiredcan beestimated from
Table 61.2.

Hence a team of approximately 6.8 persons
needs something like 90% of a full time
manager.
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It would clearly make sense in this case to allocate
a team of eight persons to the project of which one
would be a senior engineer dedicated to its man-
agement. The excess of 0.3 persons would provide
some slack: it is better to have a little slack than be
too tight.

Table 61.2 Management effort vs team size

Team size % time

0 0

1 16

2 31

3 45

4 58

5 70

6 81

7 91

8 100

Such calculations of the software effort, showing
the assumptions made and metrics used, should
be included in the quotation so that, as the need
for changes are revealed at the DFS stage, the esti-
mates can be re-calculated on the same basis. Or, if
an alternative basis has to be chosen, they can be
used to justify the difference.

Overtime should ideally only be used for emer-
gency purposes. A small amount, say 10–15%, can
be sustained over a reasonable period of time but
beyond this it results in a loss in efficiency, not to
mention morale.

61.7 Tender Analysis and
Vendor Selection

It is important that the tender analysis is thorough
and the vendor selection is objective, otherwise
there is no point in going through the process of
tendering.

Also of fundamental importance is the need to
determine the best system for the application on
the basis of its functionality and life cycle costs.
Note that the latter takes into account both the
capital costs as well as the maintenance and sup-

port costs. Essentially there is a trade-off between
functionality and costs, the best buy being some
optimum, recognising that tenders rarely comply
fully in all areas. The lowest priced quotation is a
flawed approach because it implies that all tenders
are fully compliant.

It is recommended that:

• The tenders are read carefully.Anyquery should
be clarified with the supplier. If any misunder-
standings are identified, the supplier should be
asked to amend the tender and revise the quo-
tation as appropriate. At the end of the day, it is
vital to compare apples with apples.

• Visits be arranged to one or more of the sup-
pliers’ existing end-users, especially if they have
similar automation requirements. A great deal
of useful information,both technical and about
the supplier, can be gained from such visits.

• The requirements be prioritised and costs bal-
anced against proposed functionality. This is
best done by means of a spreadsheet, as follows.

Create a separate sheet for each distinct set of re-
quirements and allocate a weighting factor to every
sheet. Typical sheets would be for costs, commer-
cial considerations,project implementation capac-
ity,user interface,sequence/batch capability,devel-
opment environment, etc. For each sheet identify
the key facets of interest. Then, for each facet for
each system, a score can be entered, say on a scale
of 0–10. By summing the scores for each system
and taking a weighted average across the various
sheets an aggregate score is achieved: the highest
score is the best.

The principal advantage of such an approach
is that the basis of vendor selection is transpar-
ent and objective: especially important when there
are cultural and ethical differences between sup-
plier and end-user and political considerations are
brought to bear. The effects of changing weighting
factors and scores can be explored, which gives a
feel for the sensitivity of the criteria being used.

The end-user is then in a position to award the
contract. In recognition of the effort involved in
tendering, a common courtesy is to provide some
feedback to the unsuccessful suppliers as to why
their tenders were not accepted.
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Following completion of the system selection stage
of a project’s life cycle comes development of the
detailed functional specification (DFS), as seen in
Table 59.1. This is a complete and unambiguous
statement of requirements which supersedes the
user requirements specification (URS). The reader
is referred, in particular, to the IEE guidelines
(1990) for a comprehensive treatment of the con-
tent of the DFS. Note that, in this chapter, the DFS
embraces both hardware and software.

The purpose of the DFS is to:

• Finalise the scope of supply, both hardware and
software.

• Allow the supplier to finalise planning of re-
source requirements.

• Enable a delivery date to be fixed.
• Become the principal reference for both the sup-

plier’s and end-user’s engineers.
• Help generate an atmosphere of mutual confi-

dence and respect.

62.1 Methodology
The DFS is realised through an application study
which is a joint study between the supplier and
end-user with the supplier taking the lead role.
The URS, compliance commentary and the quo-
tation are used as the basis for the study. The study
consists of a detailed and systematic discussion of

all the requirements, general and particular, spec-
ifying the solutions in terms of the functionality
and tools of the system selected.

Joint meetings should take place, typically once
or twice per week over a period of one to four
months depending on the quantity of application
software required. Minutes should be produced by
the study consultant immediately after each meet-
ing andcirculated to all membersof the application
study group. These minutes should include:

• A summary of the technical discussions.
• An action list identifying actions as completed

or outstanding, persons responsible and com-
pletion dates.

• Outline topics for discussion at the next meeting
together with any data to be gathered.

• The results of any post meeting analyses carried
out by the study consultant on implementation
issues.

It is useful to standardise the structure and refer-
ence number system for the minutes, suchas meet-
ing number, topic, sub-topic,etc. Thismakes it eas-
ier to collate discussions on the same topic which
took place over a number of meetings. It also helps
to prevent topics being forgotten, especially when
there are many meetings.

It is important that the DFS is complete and
agreed by the end-user before it is signed off.
Clearly the more complete and detailed it is, the
more precise are the estimates for software ef-
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fort, resource requirements, project plans, delivery
dates and costs. Once the DFS is agreed it becomes
a contractual document, superseding the URS and
subject to formal change control procedures. It
contains revised estimates for effort required and
a revised project plan for implementation and de-
livery. Provided there are no more changes, these
estimates can be considered as final.

In revising the estimates for the effort involved,
particular attention needs to be paid to the as-
sumed values for the decomposition of procedures
into operations, phases, steps, etc., and to the esti-
mate of the commonality.Inspectionof the worked
example of Chapter 61 reveals how sensitive the ef-
fort calculations are to these assumed values.

Implementation must not commence until the
DFS is agreed. End-users invariably underestimate
the amount of information they still have to pro-
vide at the DFS stage: acquiring that information
often becomes the rate determining factor. The
urge to proceed with implementation beforehand,
because the DFS is taking longer than originally
planned, should be firmly resisted. The inevitable
consequence of late changes to the DFS is un-
planned software modification. This causes chaos
with the project plan leading to wasted effort and
delay: even small changes can be pervasive and
have a major impact. Changes increase cost, the
later the change the bigger the increase in cost. In
fact, the increase in cost is roughly proportional to
the exponential of the lapsed project time.

62.2 Participants
The application study group should have a core of
four or fivemembers,drawn fromboth the supplier
and end-user, augmented by specialists as appro-
priate. It is essential that the study consultant and
the end-user’s project manager have the authority
to make the majority of technical decisions with-
out having to refer back into their own companies.

The supplier’s team comprises:

• Study consultant, the lead engineer.A senior em-
ployee with an in-depth understanding of the

system’s functionality and experience of appli-
cations similar to the end-users requirements.

• Application software manager, for turnkey
projects only. This person will manage the team
of application engineers who will design, de-
velop and test the application software.

• Specialists,as andwhen required, in networking,
system software, hardware, etc.

• Contract manager, as and when required, whose
responsibility is for the whole contract embrac-
ing hardware and software, including commer-
cial considerations.

The end-user’s team comprises:

• Project manager, hopefully the control engineer
responsible for installation and commissioning
of the system.

• Process engineer, who has detailed knowledge
of the process and the design of the plant.

• Instrument engineer, as and when required,
whose responsibility is for the instrumentation
and electrical side of the project.

62.3 Contents of DFS
The DFS is usually a substantial document run-
ning to several volumes depending on the quan-
tity of application software. It should be self con-
tained and provide a detailed understanding of the
project, its automation requirements and imple-
mentation. As such the DFS is a reference docu-
ment for both the supplier’s and end-user’s teams
throughout the subsequent stages of the project.
All the supplier’s team members should be familiar
with its content because, although each will only be
involved in implementing part of it, it is important
that they understand the overall requirements.

Typical contents are:

• Introduction.
• Standard system description:

i. An overview only, with reference to stan-
dard system manuals as appropriate.
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ii. Hardware details: final configuration, I/O
point count, etc.

iii. Physical layout: siting of system cabinets,
I/O racks, terminals, etc.

iv. Power and wiring requirements: lengths
and type of multicore cables, plugs etc.

v. Memory requirements, timing and loading
estimates.

vi. Performance metrics: accuracy, resolution,
speed of response, etc.

vii. System attributes: reliability, redundancy,
maintainability, adaptability, etc.

viii. System malfunctions: failure modes, fail-
safe states, emergency operations, etc.

• Non-standard system requirements – detailed
description of any non-standard requirements
and includes:

i. Links to other machines: user interface,
drivers, protocols, connections etc.

ii. Operator interface: non-standard displays.
iii. Packages: database requirements,hardware

platform, security, etc.

• Process description – description as per URS,
amended by the end-user if necessary.

• Automation requirements:

i. P&I diagrams.
ii. Control philosophy as per URS, amended

by the end user as appropriate.
iii. Particular requirements as per the URS,but

expanded upon as appropriate in the light
of the application study.

• Functional specifications:

i. Detailed explanation of the solution to
every particular requirement, with cross
references to minutes of the application
study group meetings. This embraces con-
trol schemes, sequencing, operator inter-
face, etc.

ii. Operability issues: initialisation, status on
start-up and shut-down,recovery from fail-
ure, provision for operator intervention
(scheduled or otherwise), access security,
on-line support, fail-safe states, etc.

• Resource estimates:

i. Updated project plan and revised delivery
date, if agreed.

ii. Estimates for software effort, showing ba-
sis of calculations.Significant changes from
those in the URS should be identified with
“before” and“after” calculations.

• System acceptance specification for testing, as
explained below.

• Appendices:

i. Minutes of application study group.
ii. Tables of outcomes of CHAZOP and COOP

studies.
iii. Configuration charts or otherwise for con-

trol loops and schemes.
iv. Templates for mimic diagrams.
v. Sequence flow diagrams for all sequencing

requirements.
vi. Software designs, e.g. function block dia-

grams and sequential function charts, if
available.

The amount of time and effort required to pro-
duce a quality DFS cannot be over-emphasised.
Whilst it is relatively easy to articulate require-
ments for situations when everything is going ac-
cording to plan, what takes far more effort than
is usually appreciated is the handling of abnormal
situations. For continuous control this essentially
concerns change of mode and operability issues.
For sequencing and batch process control, the is-
sue is safe hold-states and recovery options. These
are the solutions to “what if” questions within the
sequences and, as pointed out in Chapter 29, can
account for some60–80% of the sequence software.

62.4 Acceptance
It is important to distinguish between factory and
works acceptance.Factory acceptance refers to fac-
tory acceptance tests (FAT) carried out at the sup-
plier’s factory,prior to delivery of the system to the
end-usersworks.Works acceptance refers to accep-
tance tests carried out at the end-user’s works after
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installation of the system has been completed. It is
normal for the majority of acceptance testing to be
doneat factory acceptancewhere all the equipment
and support systems are available.

Whereas the hardware,once it has been assem-
bled, can be tested and accepted relatively quickly,
the application software is potentially much more
complex and takes far longer to test. It is not practi-
cable, for example, to defer comprehensive witness
tests until all the development has been completed.
So, acceptance of the application software is not
straightforward and the basis and time scale for its
acceptance has to be agreed in advance.

Is it to be done by means of spot checks or
by witnessing the functioning of every single line
of code/function? When is it to be done and by
whom? What notice is required? Is the testing to
be model based or by using real hardware? What
equipment is required? How are the results of test-

ing going to be collected. What documentary evi-
dence is required? Once it has been accepted, what
provision is there to safeguard its integrity? What
are the arrangements for handling mistakes found
during acceptance. What testing is going to be left
for works acceptance? And so on.

It is of fundamental importance that there be
a clear understanding of the basis for acceptance
because it is normal for a substantial part of the
cost of the system be paid to the supplier upon
successful completion of acceptance. Unless there
have been previous stage payments, this can typ-
ically be some 80% of the contract value. For this
reason, it is common practice to make provision
for acceptance within the DFS which, as noted, is
of a contractual nature.This normally leads on to a
separate software acceptance specification and to
an acceptance test schedule.
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As with previous chapters, this one addresses the
turnkey scenario and covers the design, develop-
ment and testing of the system. These activities
are carried out by the supplier, as indicated in Ta-
ble 59.1, the end user becoming involved again at
the acceptance stage. This chapter concentrates on
the application software since hardware design for
process control,whichcomprises the configuration
of the supplier’s standard units, is invariably rela-
tively straightforward. For a more thorough treat-
ment of the issues the reader is again referred to
the STARTS handbook (1989), the IEE guidelines
(1990) and the GAMP guide (1995).

63.1 Waterfall Model
An understanding of the system life-cycleprovides
the basis for this chapter: it is detailed in the draft
standard IEC 61713. In essence, a system develop-
ment project is broken down into logical stages,
as depicted in the form of the so-called waterfall
model of Figure 63.1. There is a direct correspon-
dence between the various design and develop-
ment stages and the testing and integration stages
with which they are aligned.

The waterfall model is generic in the sense that
it applies to any systemdevelopment of which there
is a large software component. It is particularly ap-
propriate for projects where the application soft-
ware is to be developed and it can be presumed that
standard system software (tools, operating system,
etc.) exists. The model does largely apply to pro-
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Formulate URS

Develop DFS

Design software

Design modules

Develop software

Test modules

Integrate software

Integrate system

System acceptance

Design hardware

Fig. 63.1 Waterfall model of system life cycle

cess automationprojects, although some stages are
much more significant than others. Nevertheless,
all the stages do exist and the model provides a
useful framework for any project.

Starting with the DFS, it breaks the project
down into a hardware design and a software de-
sign. It might seem odd that hardware design is
included in what is essentially the software life cy-
cle but this is necessary because, ultimately, the
software has to be integrated with the hardware
for testing and acceptance purposes.

Software design essentially consists of parti-
tioning, or decomposing, the software require-
ments for the system into sub-systems or modules.
The modules are autonomous, as far as is reason-
ably practicable, so that they can be developed in-
dependently of each other. It follows that a major
consideration at the software design stage is the in-
teractions between the modules and the interface
between the modules and the rest of the system.Of
particular interest here is the control of modules,
such as their mode of operation, and the flow of
data and status information between them.

For every module a detailed specification is de-
veloped in terms of its functionality and data re-
quirements. The software for each module is de-
veloped and tested against that module’s specifi-

cation. Modules are then integrated, i.e. combined
in groups as appropriate, and tested against those
parts of the software design that applies. The soft-
ware can then be installed on the system hardware
and system integration tests carried out. Finally,
the integrated system can be tested against the DFS
for acceptance purposes.

The principal advantage of the waterfall model
is that each stage is defined in terms of its deliver-
ables, i.e. designs, test procedures, code, etc. and is
not complete until the deliverables have fully mate-
rialised. The stages therefore can be considered as
project milestones. If metrics exist for each mile-
stone, they can be used to quantify progress with
the project.

As a general rule, the next stage of a project
should not start until its previous stage is com-
plete, but it is important not to apply this rule too
rigidly. If the specification for a standalone module
has been completed, there is no reason why cod-
ing of the software for that module cannot start,
even though other module specifications are in-
complete.

Sometimes, software development requires a
certain amount of experimentation to establish the
general design concepts.The rigid staged approach
of the waterfall model is inappropriate for this and
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prototyping should be allowed to proceed with the
minimum of formal procedures until the concepts
become established. Then, the discipline of devel-
oping design specifications and formal testing is
imposed.

The waterfall model encourages a structured
approach to software development. It should be
evident that for each stage there has to be a care-
ful analysis of the design requirements prior to the
detailed software design itself.

63.2 Structured Programming
Structured programming is an approach to analy-
sis and design that is strongly advocated by soft-
ware scientists. The two most commonly referred
to methods are due to Jackson and Yourdon: both
are consistent with the waterfall model. Their ap-
proach comprises:

• Decomposition of complex systems into simpler
sub-systems or modules.

• Analysing, designing and implementing the in-
terfaces between the modules.

• Analysing,designing and implementing thepro-
cesses that go on within the modules.

Structured programming relies heavily upon di-
agrammatic representations of structures, data
flows and processes:

1. Structure charts. These depict the decomposi-
tion of the software requirements into modules,
as shown in Figure 63.2, and show the over-
all software structure. In particular, they in-
dicate the relationships between the modules,
i.e.. whether they are in parallel or sequential.
Each module is controlled by the next highest
in the structure.The convention is that modules
would be executed in the order depicted unless
the logic within the modules determines other-
wise.
The approach of decomposition first, followed
by the detailed design of individual modules, is
often referred to as being “top-down”.
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Fig. 63.2 A structure chart for decomposition of requirements

2. Data flow diagrams. These are an analysis tool,
the basic components of which are as depicted
in Figure 63.3. The circles indicate a process
that adds to,modifies or deletes data within the
module and the arrows indicate the direction of
flow into or out of the processes. Boxes indicate
an external entity: a person or another module
outside theboundary of themodulebeing stud-
ied. External entities originate or receive data
being processed by the module. Rectangles in-
dicatedata storage,either of a temporary nature
or a permanent data file.

process

process

process

external

entity

external

entity

data storage

Fig. 63.3 The components of a data flow diagram

It is important to appreciate that data flow di-
agrams do not indicate how the a module is to
be physically realised. They can be developed
independent of any hardware considerations.

3. Process descriptions. Once a data flow diagram
is complete, the operations that go on within
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each process have to be specified in sufficient
detail to provide a basis for complete and un-
ambiguous coding to be developed. It doesn’t
matter how they are articulated: the purists ad-
vocate both decision tables and decision trees
but, in practice, the most common means of
representation are pseudo code, sequence flow
diagrams (SFD) and sequential function charts
(SFC). All of these are described in Chapter 29.

A sacred cow in structured programming is the
avoidance of jumps in program flow, other than
forwards. Thus designs in pseudocode should
avoid the use of “goto” and “jump to” label types
of construct. Branching has to be realised implic-
itly by means of the conditional and iterative con-
structs, and the nesting thereof. This prevents the
development of spaghetti code and makes for eas-
ier understanding, testing, etc.

Another important principle is that each sub-
module, e.g. phase, should have a single entry and
exit back to its parent module which makes for
good maintainability. This point is fundamental to
the S88 concept of creating procedures and/or op-
erations by configuring pre-defined phases from a
library.

The concepts of structured programming are
applicable to process automation, but only to a
limited extent. That is because the majority of
projects are based on an existing control system,
such as a DCS, SCADA or PLC, chosen through the
vendor selection process. Such systems have their
own software environments and support exten-
sive standard software, both for both configurable
functions and procedural code.These impose their
own structure on the application software design.

Structured programming is therefore most
useful in relation to those parts of a project that are
not structured a priori.The obvious example is in
the use of higher level language programs used for
realising moreadvancedaspects of process control,
in optimisation for example.

63.3 Software Design
Starting with the DFS, and assuming the hardware
design exists, the application software may be de-
signed. Remembering that the objective is to de-
compose the software requirements into modules
that are as autonomous as is practicable, the top
down approach of Figure 63.2 prevails. First, the
application software is categorisedaccording to the
software types supported by the system, typically:

• Configurable for analogue functions such as
control schemes, loops and channels.

• Semi-configurable for displays, logs, etc.
• Procedural for sequencing, batch process con-

trol, etc.
• High level language for more esoteric applica-

tions.

For the configurable software, design is essen-
tially a question of identifying every analogue con-
trol scheme, decomposing each into control loops,
channels, etc. and allocating them to modules as
appropriate. Similarly for discrete devices, logic
functions and channels. The subsequent module
design is straightforward.

For the semi-configurable software, module
design is almost trivial. It is essentially a question
of identifying thedisplays, trends,etc. requiredand
grouping them as appropriate within the display
hierarchy as described in Chapter 42.

For the procedural software, the top down
approach of structured programming applies re-
sulting in structure charts. Decomposition into
modules is largely determined by the software
structures supported by the system. For example,
using S88 constructs,decomposition ofprocedures
would typically be into operations and phases ac-
cording to themethodology outlined in Chapter 37.
The decomposition is a non-trivial task because,
as emphasised in Chapter 37, great care has to be
taken in defining the boundaries between entities
such that the correct relationships between the
procedural and physical models are established.
Note that the phases are identified by name and
function only at this software design stage.
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Any non-trivial high level language applications
could be decomposed into modules according to
the principles of structured programming. How-
ever, these are few and far between: for most sys-
tems the emphasis is overwhelmingly on the con-
figurable and procedural categories.

The software design provides the basis for de-
veloping specifications used for testing the mod-
ules at the software integration stage. It also pro-
vides the basis for any preliminary COOP studies,
as described in Chapter 54.

63.4 Module Design
For configurable functions the design is relatively
mechanical. For each module standard function
blocks are identified which, when configured, will
realise the functionality required. The detailed de-
sign comes in the specification of the correspond-
ing data blocks.The design thus consists of config-
uration diagrams and database tables. Examples
are provided in Chapters 44–46.

For sequencing applications the detailed de-
sign is much more involved. The basic approach
of developing a data flow diagram for each mod-
ule applies, as per Figure 63.3. This may not be
necessary for every module: it all depends on the
complexity of the module and the structure im-
posedby the system.Noting that a module typically
equates to an S88 operation, the processes (circles)
identified in the data flow diagrams may be re-
lated to phases and/or steps. These then have to be
specified in detail, normally by means of pseudo
code, SFDs and SFCs, all of which are described in
Chapter 29:

• Pseudocode: typically simple structured English
language. This is relatively easy to write and un-
derstand and converts readily into code such as
structured text.

• Sequenceflowdiagrams: probably themost pop-
ular means which are also easy to write and
understand. They give the impression of being
structured but are in fact free format.

• Sequential function charts. These are the high-
est level of the IEC 61131 languages and are very

structured,perhaps too much so for design pur-
poses, but are directly executable.

For high level language applications the same ba-
sic approach of developing a data flow diagram
for each module is appropriate, as per Figure 63.3,
resulting in detailed designs for each of the sub-
modules identified.

63.5 Walkthroughs
A design walkthrough helps to verify that a mod-
ule’s design fulfils the requirements of the DFS.
A formal meeting, i.e. one that is minuted, is ar-
ranged between the designer of the module, the
team leader, and one or two other team members
whose own designs interface to the module un-
der consideration. The relevant documentation is
circulated prior to the meeting and the designer
“walks” the team through the design. It is impor-
tant that there be a constructive attitude during
this process: designers are often overly sensitive to
criticism! Such walkthroughs provide the opportu-
nity to ensure that the module’s functionality and
interfaces are correct. It is not uncommon for such
walkthroughs to lead to significant design changes.

If the process and/or plant is of a hazardous
nature and malfunctions and/or mal-operation of
the control system can potentially contribute to the
occurrence of hazardous events, then the design
of the application software should be subject to a
formal COOP study rather than to a simple walk-
through. This is as described in Chapter 54.

63.6 Software Development
Configuration and coding can commence once the
module designs and module test specifications are
complete. These clearly have to use the standard
functions and languages supported by the target
system.

It is important to encourage good configura-
tion and coding practices since these make the ap-
plication softwaremoreunderstandable and hence



504 63 Design, Development, Testing and Acceptance

easier to modify and maintain. To this end, sup-
pliers will have documented guidelines for good
practice in addition to their normal programming
manuals and the quality procedures must ensure
their adherence.

As a module is being configured or coded, the
programmer should be encouraged to check it as
carefully as possible.Upon completion,the module
should be informally checked for consistency with
the module design and conformancewith the rele-
vant guidelines and standards. This will generally
involve the programmer and team leader only. It is
not necessary at this stage, but does no harm, to
refer to the test specification.

63.7 Support Tools
Both computer aided software engineering (CASE)
tools and integrated programming support envi-
ronments (IPSE) exist to support the development
of software and can make a major contribution
to the quality and cost effectiveness of the prod-
uct. CASE tools alone are little used by suppliers
involved in application software development: the
principal benefits are realised from an IPSE.

CASE tools are computer basedmeansof devel-
oping and maintaining all the documentation gen-
erated during the life cycle of a software project.
This includes both data flow diagrams, so good
quality graphics are essential, and pseudocode. A
particularly powerful CASE feature is the ability
to enable executable prototypes to be developed
from user generated displays. Thus, for example,
the structured text could be automatically gener-
ated from a sequential function chart.

Typically,an IPSE is a network of PCs with soft-
ware for supporting both software development
and project management. In addition to CASE
tools, an IPSE provides a language sensitive edi-
tor (LSE) and a code management system (CMS).

The LSE is used for code development. It pro-
vides templates of standard language constructs
for the programmer,based on the supplier’s guide-
lines for good practice. These can be cut, pasted
and edited as appropriate for the program. So, not

only does this speed up software development but
also encourages conformance with the guidelines.

CMS automatically provides a complete ver-
sion control system by logging all changes between
one version of a program and the next, record-
ing parent-offspring relationships. Also, the appli-
cation software comprises many modules, several
thousand is not uncommon, most of which are re-
alised by separate programs.So,another important
feature of CMS is its system build facility which
ensures that when the application software is com-
piled, no programs are inadvertently omitted and
the latest version of each is used.Version control is
fundamental to quality procedures.

Other benefits of IPSE include:

• Availability of all software on-line, both for
product and project management.

• Ability to develop application software away
from the target machine.

• Automatic file back up.
• Sophisticated configuration and text editing fa-

cilities.
• Logging of standard software faults and fixes.
• Facility to test software using simulated I/O sig-

nals and track the response.
• File ownership enabled by grouping of files on

user/account/project basis.
• File protection based on ownership and access

privileges for users and projects.

There is evidence that use of an IPSE for applica-
tion software development increases efficiency by
some 25% compared with conventional means.

63.8 Test Specifications
It is at the software design stage of the waterfall
model, where the interactions between the mod-
ules are first considered, that the test specifications
for each module are formulated. They will almost
certainly have to be refined and expanded in the
light of the detailed module designs. Many of the
requirements for testing will not be identified,
or cannot be resolved, until the detailed module
design stage.
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The key issues that must be addressed for each
module, and for logical groupings of modules,
are the:

• Functionality of the module.
• Expected outcomes for given input scenarios.
• Data to which the module requires access.
• Initialisation of the module in terms of data and

status information.
• Basis for entering and exiting a module.
• Means of controlling the module’s mode, e.g.

run, hold, stop, etc.
• Data within the module that is accessed and/or

changed by other modules.
• Scope for the module producing invalid results.
• Robustness of the module at handling/rejecting

invalid inputs.

There should be a separate test specification for
each module, and it must be possible to relate an
individual test to the module to which it belongs.
Each specification must specify the test environ-
ment, the tests themselves, test inputs and expected
outputs.All the tests for aparticular module should
be held in a singledocument which bears the mod-
ule name for traceability.Note that these are differ-
ent from the test specifications required for soft-
ware integration.

The module test specifications cannot be fina-
lised until the detailed module design is complete,
and software development should not commence
until the test specifications have been formally ap-
proved. These test specifications are the basis for
module testing and for the software integration
specifications. As such, they become an integral
part of the software quality procedures.

63.9 Test Methods
Testing is realised by means of a mixture of sim-
ulation and physical methods. The methods used
vary according to availability of equipment, to the
functionality of the system, to the time scale and
size of the project, and in accordance with what
was agreed by the end-user in the DFS. There is no
single correct approach.

In relation to thewaterfall model,at the lower levels
of module testing and software integration, testing
tends to be done by means of simulation,especially
if the development is IPSE based in the first place.
Physical means tend to be used at the higher lev-
els of the model, especially where the end-user is
involved for acceptance purposes.

However, it isworth noting that physical means
require access to the system’s hardware which can
become a project bottleneck. Testing by means of
simulation decouples testing from hardware avail-
ability. This means that simulation based testing
of modules and software integration can start ear-
lier and in parallel to hardware testing. There is
much evidence that this approach can substan-
tially reduce the time scale and cost of system
development.

Testing by simulation means testing the func-
tionality of the module with simulated I/O signals.
The principle is simple: known simulated inputs
are applied to the module, separately or in combi-
nation as appropriate, the module is executed, and
the real outputs are tested for expected values.

Analogue I/O signals are created by setting val-
ues of signals in the database at known values
and either holding them constant, applying step
changes, or ramping them up or down at user de-
fined rates. Feedback can be established by con-
necting outputs to inputs and incorporating scal-
ing factors, lags and delays to provide some dy-
namics. Discrete I/O signals are simply set true or
false in specified combinations and orders, often
driven by a user defined table.

A powerful extension to this, supported by
more sophisticated systems, is to use the appli-
cation software to test itself. Thus, for example,
the sequence executive (SEX) enables a sequence
to be run in a test mode in which the sequence
is disconnected from the real I/O. Analogue loops
and discrete devices are automatically closed with
pre configured lags, delays, ramps, etc. to emu-
late the plant. Alternatively, inputs can be config-
ured not to respond to check faulty device opera-
tion. The sequence is then executed and a monitor
tool, as described in Chapter 41, used to observe
progress.
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An alternative IPSE based means of testing mod-
ules is to write a separate test program which is
designed to exercise the module thoroughly and
to log the response. The test program consists of
a string of commands written to vary the inputs,
or order and combination of inputs, in a speci-
fied way. It can also include commands for testing
the effect of fault conditions, change of mode, etc.
The module being tested and the test program are
run simultaneously: both interact with the same
database values.

Testing by physical means requires that the hard-
ware of the system being delivered is available.
Or, if the application software only is being tested,
then some equivalent development system must be
available. The following test methods apply:

1. I/O channels: for each channel, input or out-
put, analogue or discrete, the signal must be
exercised over its full range and the expected
outcome observed. For example, varying an
analogue input enables the functioning of the
channel itself to be tested, the database values
and the I/O function blocks’ operation to be
checked, and the changes observed at the oper-
ator interface as appropriate.
The equipment required for these tests is rela-
tively simple. In general, signal generators are
used for producing known inputs,e.g. 4–20mA,
0/10 V, etc. which are then observed using the
system’s database editor and/or display sys-
tem. The system itself is used for generating
outputs which are observed using ammeters
and/or voltmeters.Additionally, for testing dis-
crete I/O, switches and lamps are used.
Note that this procedure simultaneously tests
the functioning of the I/O channel hardware,
database entries, function block operation and
the user interface. Clearly there is scope for
combining aspects of hardware testing with
software integration.

2. Configuration: given that the I/O channels have
themselves been tested, the remainder of con-
figuration testing focuses on the functionality
of the analogue loops and the logic of the dis-
crete devices. The time taken to perform this
testing thoroughly is often underestimated.

The order in which the function blocks, or al-
gorithms, are executed in a loop can be critical
and should be tested carefully. Some systems
have a loop testing facility which allows each
algorithm to be run in turn and the result in-
spected. This is particularly helpful for check-
ing calculations.
It is also normal to test out the non-control
functionality of loops and/or schemes at this
stage.This embraces initialisation, fail-safe fea-
tures, mode changes, fallback options, etc.
For configuration tests, in addition to equip-
ment listed above, extensive use is made of the
configurator and editor tools as described in
Chapter 41.
Loop dynamics may be tested using the system
itself to simulate plant dynamics, using holds,
steps and ramps as described above. However,
the testing of loop dynamics is normally de-
ferred until commissioning when the loop tun-
ing itself is carried out.

3. Sequences. The basic approach is to exercise
the sequence by simulating inputs, analogue or
discrete, as appropriate and observing the se-
quence’s response. It is important that the se-
quencebe testedboth for likely aswell as for un-
likely, but nevertheless possible, combinations
of inputs.
In terms of equipment, the easiest approach is
to use that listed above together with the sys-
tem’s own group displays and mimic diagrams.
An obvious proviso is that the test boxes con-
tain enough switches and lamps to simulate the
I/O of any single sequence.
An alternative, but more expensive approach,
is to construct a simple mimic out of plant
P&I diagrams glued onto hardboard. Stuck
onto the mimic in the correct functional places
are switches for discrete inputs and lamps for
discrete outputs, together with potentiometers
and ammeters for analogue signals if appropri-
ate. These are then hardwired to the I/O cards
andcan beused for checking I/O signals instead
of test boxes. Sequences are checked by manu-
ally operating the mimic’s switches and poten-
tiometers in response to the sequence driven



63.10 Module Testing 507

lamps, setpoint ramps, etc. This approach pro-
vides a very goodoverview of all the sequences,
is tangible to the end-user during acceptance,
and is a valuable operator training tool.
For sequence testing access to a monitor tool,
also described in Chapter 41, is essential.
An SFD or SFC is a useful vehicle for recording
test progress. Each part is highlighted once it
has been successfully tested and any untested
backwaters are easily identifiable.

63.10 Module Testing
This is best done in three stages.The first two stages
involve the programmer who developed the soft-
ware for the module working alone as the tester.
The third stage involves both the tester and a wit-
ness. It is usual practice for the witness to be an-
other of the supplier’s employees:

1. The software is carefully inspected and thor-
oughly tested against that module’s test speci-
fication in an informal sense. Errors are identi-
fied and corrected as appropriate.

2. The software is formally tested against that
module’s test specification. Formal recording
of the results of the various tests in the spec-
ification is done at this stage and any re-work
and re-test are also recorded.
It is not inconceivable that faults in the test
specification itself will be found. Any amend-
ments to such must obviouslybe subject to for-
mal change control (as opposed to version con-
trol) procedures and properly recorded.

3. The software is formally spot tested by the wit-
ness who verifies that the test results recorded
are valid. This is done on a sample basis with
more detailed checks carried out if inconsis-
tencies are revealed.
The witness should be sufficiently familiar with
theproject to beable to make judgements about
the effectiveness of the testing and to suggest
additional tests if necessary. Any faults found
should be handed back to the programmer for
correction and re-testing.

It is normal practice for module testing to be car-
ried out independent of the system software or in-
deed the hardware. Typically it is a mixture of pa-
per based testing and software based simulation.
Paper based testing involves careful and systematic
checking of all the detail of the module against its
specification. Simulation means testing the func-
tionality of the module with simulated I/O signals,
almost certainly within the IPSE.

63.11 Software Integration
Once the modules have been tested individually,
they must be integrated and tested to check that
they communicate effectively. There are two as-
pects to this: the interactions between the various
modules, both configurable and procedural, and
the interfaces between the modules and the rest of
the system.

The interfaces with the rest of the system can
only meaningfully be established if the application
software is testedunder theoperating systembeing
supplied, with the major system software packages
as described in Chapter 41. This requires that the
hardware is available, or that some equivalent de-
velopment system is available for testing purposes,
or that the IPSE is capable of emulating the operat-
ing system. Any of these scenarios is acceptable: it
depends on the time scales involved, availability of
equipment and systems, and what has been agreed
with the end-user.

The software integration test specification
should be based upon the softwaredesign and held
in a single integration test schedule. The testing is
best done by introducing modules one by one. The
specification should be sufficiently flexible to en-
able the order in which modules are introduced to
be changed. Thus, if unexpected interactions are
revealed, or an interface is found to be faulty, in-
tegration can be switched to a different sub-set of
modules whilst corrections are made.

Both positive and negative testing should be
provided for. Positive testing checks for desired
module interface functionality and, since this is
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known, these tests can be specified. Negative test-
ing tests for undesired module interactions. These
cannot be predicted and hence negative tests can-
not be specified, other than to be aware of unex-
pected behaviour during normal testing and sys-
tem use. If this occurs, the cause should be identi-
fied, corrected, and tests added to the integration
test schedule to prove that the fault has been cor-
rected.

63.12 System Integration
Assuming that hardware acceptance has been com-
pleted, system integration is simply a question of
installing the application software on the target
system and checking that it works under the real-
time operating system. Provided that the applica-
tion software has passed the software integration
stage, and the correct version of the operating sys-
tem is used, there is little scope for things going
wrong. The system is then ready for acceptance
testing.

The above presumes that the project concerns
development of application software only, and that
it is being integrated in an environment of proven
system software. Where there is much scope for
things going wrong is if the project has required
changes to the system software. This can give rise
to unexplained and/or unexpected interactions
which can be very difficult to identify. The golden
rule is to avoid changes to system software at all
costs.

63.13 Acceptance Testing
As explained in Chapter 62, acceptance is nor-
mally a two-stage process: factory acceptance test-
ing (FAT) and works acceptance testing. At this
stage of the waterfall model, it is factory acceptance
that is of concern. Works acceptance is covered in
Chapter 64.

The basis for acceptance should have been
agreed and incorporated within the DFS. The vari-

ous acceptance testsnecessary to satisfy that agree-
ment should be combined into a single acceptance
test schedule and agreed with the end-user.

FAT is essentially a question of proving to the
end-user that the application software running un-
der the real-timeoperating systemon thehardware
of the target system with simulated I/O is correct
and functioning in accordance with the DFS.

It is good practice for the supplier to run
through the complete FAT schedule prior to the
end-user’s visit. These tests should be formally
recorded too and any faults corrected and re-
tested.

The end-user’s role in FAT is to verify that the
testing and integration has been carried out prop-
erly and thoroughly, i.e. the emphasis is on ver-
ification. The supplier will have recorded the re-
sults of all module tests, software and system in-
tegration, and pre-acceptance tests. The end-user
should only need to do spot checks on a represen-
tative and random sample of the tests. Provided all
the spot checks verify those already recorded,there
is a basis for confidence that the system has been
thoroughly tested and works to specification.

Another school of thought is that all software
and system integration tests should be witnessed
and verified by the end-user. This can be a very
time consuming operation which is open to mis-
useby end-userswho havenot properly articulated
their requirements in theDFS.Acceptanceprovides
an opportunity to correct this functionality at the
expense of the supplier.This is contrary to a quality
approach and contractual fair play as, apart from
other considerations, changes made at this stage
invariably have major implications on the software
design with consequent re-work.

63.14 Project Management
So far, this chapter has concentrated on technical
aspects of the software life cycle. However, there is
a commercial basis to the cycle too,and the design,
development and testing of application software
has to be managed carefully. The key issues are



63.14 Project Management 509

making sensible estimates of the time and effort
required at each stage,planning the deployment of
both human and equipment resources,monitoring
progress against milestones, ensuring that deliver-
ables materialise and that quality procedures are
adhered to.

Estimates of the software effort involved will
have been made as part of the tendering process.
Metricswere provided in Chapter 61, together with
an example calculation. They allow for the cost of
design, development, testing and documentation
of the software. However, they do not distinguish
between these activities and, for project manage-
ment purposes, a further breakdown is required.
A typical split in relation to the waterfall model is
given in Table 63.1. Note that the split may vary
according to the relative amounts of configurable
and procedural software. Nevertheless, it gives a
good feel for the proportion of effort required to
complete each stage, both for the overall project
and for an average module.

Table 63.1 Application software

costs vs project stage

Stage %

Design software 20

Design modules 15

Develop software 30

Test modules 20

Integrate software 15

Given the overall estimates of the software effort
predicted in the tendering process, and the above
split, it is possible to assign reasonably accurate
estimates for the effort required for each stage for
each module. It follows that an important manage-
ment task, at the software design stage, is to make
estimates of the effort required for each milestone
for each module.

A project plan is required. This essentially al-
locates human resources, and perhaps equipment
too, to the project. Initially the resource estimates
will be of a global nature but when the software
design is complete it should be possible to iden-

tify resources allocated to individual modules. A
detailed Gantt type of chart for software imple-
mentation should be developed showing the tasks
for which each programmer is responsible, with
milestones. It is most important that these are re-
alistic and should, for example, include holidays
and allow for management effort and programmer
efficiency: refer to Tables 61.1 and 61.2.Depending
on the timescales involved and the resources avail-
able, it may be necessary to do some critical path
analysis.

With the project plan in place and resources
allocated,progress must be measured.As the mod-
ules progress through the life cycle, time sheets
are kept of the various activities against the mile-
stones, to an accuracy of say one hour.Deliverables
areused to measure completion of milestones.This
data is then used to monitor progress against the
budget on a daily/weekly basis. The monitoring
process lends itself to spreadsheet analysis with
deadlines, estimates, lapsed times, efficiencies, etc.
broken down against individuals, activities, mile-
stones, etc. Some useful metrics for this are listed
in Table 63.2.

It is also useful to present progress to date
graphically.The project plan represents the desired
progress and can be used to draw a graph of tar-
get progress.Actual progress can be plotted on the
same graph week by week. A complex project may
have an implementation phase of a year or longer
and several teams working in parallel. Morale is
often a problem after several months into such a
project and progress graphs can be used to advan-
tage to demonstrate that progress is being made
and to introduce an element of competition be-
tween the teams.

The above time sheet data can also be used, at
the endof theproject, to refine themetrics.Average
values can be calculated for the different activities
and the metrics achieved determined. These can
be compared with the metrics used for prediction
and fed back into the estimating process. Similarly,
the split between the stages can be determined and
refined for future use.

It is very important that this analysis be car-
ried out: the feedback is invaluable in ensuring
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Table 63.2 Metrics for progress vs activity

Activity Rate per person

Configurable functions and database blocks:

Develop and test control functions 15 I/O channels/day

Other configurable functions:

Develop and test group displays, trends, etc. 30 tags/day (total)

Develop and test historic data. 50 tags/day

Semi-configurable graphics:

Develop and test new mimics 0.75 mimics/day

Modify and test old mimics 2.0 mimics/day

Procedural code:

Produce flowcharts: SFD and/or SFCs 4 pages/day

Modify and draw new SFDs and/or SFCs 8 pages/day

Walthrough sequence designs 15 pages/day

Review (COOP) of SFDs, SFCs, etc. 5 pages/day

Develop (code) new sequences 3 pages/day

Modify old sequences 5 pages/day

Compile, link and print sequences 10 pages/day

Test sequences 4 pages/day

Other semi-configurable functions:

Develop and check recipe parameter lists 4 lists/day

Develop and test new batch reports 0.2 reports/day

Modify and test old batch reports 0.5 reports/day

Notes:

1 page of sequence code is approximately 30 instructions, rungs or actions.

Use in this table of the words design, develop and test is deliberate and consistent
with the waterfall model of Figure 63.1.

The metrics in this table are different from those in Chapter 61 because the latter
also allow for specification, management, acceptance and also commissioning.

that the metrics used for estimating remain use-
ful, effective and relevant. Also, the software man-
ager should produce an end of project report. This
should contain an overview of the problems en-
countered during the project and how these may
be avoided in future. The outcome of such deliber-
ations may result in proposals to modify existing
procedures, standards and guidelines.

63.15 Personnel Management
It should be obvious that a successful project is
critically dependant upon the availability of suffi-
cient human resource and its sensible deployment.
The resource required is estimated along the lines
of the worked example in Section 61.6, taking into
account experience,management effort, and so on.
The deployment of that resource in terms of plan-
ning and metrics is covered in the section above
on project management. However, organisation of
the human resource is a separate issue.
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Some suppliers organise their personnel into rela-
tively small teams on an industry sector basis: for
example,pulp and paper,utilities,petro-chemicals,
oil, pharmaceuticals, etc. The rationale is that the
team builds up expertise in a sector of activity
and the supplier is able to tender for projects
in that sector confident of having the experience
and expertise to follow it through. An alternative
and proven approach is to organise personnel into
larger groups as depicted in Figure 63.4.

Contract manager

Hardware engineers

Application s/w manager

Application software team

System software engineers

Projects/

hardware groupApplication

software group

System

software group

Fig. 63.4 Personnel groups for sourcing project teams

In essence, the expertise is held within three large
groups irrespective of sector. The projects group
handles the contracts and accounts for projects. It
is responsible for managing all aspects of projects
apart from the application software. The applica-
tion software group is only involved in turnkey
contracts. The system software group is largely
concerned with the on-going development of the
system and its functionality.

For any turnkey project, group members are
seconded to project teams as appropriate as fol-
lows:

• Contract manager.A senior engineer withan un-
derstanding of the system’s functionality, expe-
rience of applications similar to the end-users
requirements, and proven project management
experience. The contract manager’s choice of
team with the right mix of skills is critical.

• Hardware engineers. Assuming that standard
hardware itemsonly are required, little hardware
effort is required. These typically come from

the projects group too and tend to be electri-
cal and/or electronic engineers. They report to
the contract manager.

• System software engineers. Assuming that stan-
dard system software only is required, little sys-
tem software effort is required. These come
from the system software group and tend to be
computer scientists. They report to the contract
manager.

• Application software manager. This person will
manage the team of application engineers who
will design,developand test the application soft-
ware. The manager must have a good under-
standing of the project’s requirements and be
familiar with the various procedures and pro-
cesses involved.Experience of managing similar
projects is essential. This person also reports to
the contract manager.

• Application software engineers. Likely to be the
largest part of the project team, these are typi-
cally chemical or process engineers: they arebest
able to understand the application and appreci-
ate the control requirements. Typically they will
have a range of experience and expertise. They
report to the application software manager.

There are several advantages of this approach
as opposed to that based on sectors. Experience
and expertise are spread more evenly within the
groups, it is more flexible and less vulnerable to
non-availability of key personnel, and it provides
more variety to individuals. Also, being in larger
groups enables a career structure that is indepen-
dent of the vagaries of projects.

63.16 Comments
This chapter, and previous ones, have addressed
the turnkey scenario in which the application soft-
ware is developed by the supplier on behalf of the
end-user.The basic issues are unchanged when the
development is done by a contractor or by the end-
user instead.The same documents,suchas the URS
and DFS, and the same procedures are required.
There are, however, other considerations.
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Often, when a new plant is to be built or a major
refurbishment of an existing process undertaken,
a main contractor is appointed to handle the whole
project of which the control system is but a part.
Given its strategic position, it is likely that the con-
tractor will formulate the URS, handle the tender-
ing process with the suppliers,and develop the DFS
on behalf of the end-user. The contractor may well
do the subsequent design and development work
in-house, simply buying the hardware and system
software from the supplier. Alternatively, the con-
tractor may sub-contract the work to the supplier.
In the latter case, there is scope for confusion over
the contractor’s role in managing the project. At
the very least it is an extra layer of management
between the end-user and supplier with potential
for confusion and delay.

The end-user should think carefully about this
relationship.It is not uncommon,andarguably bet-
ter, for the end-user to deal with the supplier di-
rectly. Indeed, many end users have partnership
agreements to that effect. In general, a supplier has
a more in-depth understanding of its systems than
any contractor, has a greater breadth of experience

of applying those systems, and probably has bet-
ter development facilities, tools and procedures.
Also, a supplier has more of a vested interest in
the longer term success of an implementation than
the contractor. Set against that, an established con-
tractor should have a breadth of experience of a
variety of systems and be well positioned to advise
the end-user on alternative solutions. Contractors
tend to produce the cheapest solution, rather than
the best, because they are maximising their own
profit.

Irrespective of whether a system is developed
by the contractor or supplier, in either case there
will be a contractual relationship with the end-
user. This focuses the mind on costs, deliver-
ables, time scales, and so on. That is not nor-
mally the case when systems are developed by
the end-user in-house. Whilst few end-users have
the capability to engineer a system properly them-
selves,relying upon some supplier to provide hard-
ware and system software, many attempt to do so.
Such projects are notorious for lack of discipline,
under-resourcing, inadequate procedures, incom-
plete documentation, moving goalposts, etc.
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Theemphasis in this chapter is on the commission-
ing of control systems that are digital in nature:
no attempt has been made to distinction between
DCS-, SCADA- or PLC-based systems. The princi-
ples are essentially generic and, to a large extent,
apply to conventional analogue systems too. The
chapter addresses commissioning activities that
are post factory acceptance. Its content is based on
the text by Horsley (1998) on process plant com-
missioning, to which the reader is referred for an
appreciation of the broader context.

64.1 Time Scale
The sequential and parallel nature of the various
testing, integration, installation and commission-
ing activities is depicted in Figure 64.1.

Note that the hardware testing, software test-
ing and system integration are independent of the
testing and pre-commissioning of the field instru-
mentation. However, it is only when the control
system is connectedup to the field instrumentation
that the system as a whole can be commissioned. It

is not feasible to commission them independently
because of their functional integration.

Much of the instrumentation cannot be in-
stalled until construction of the plant itself is
largely complete, and the control system is often
one of the last things to be delivered to site. Conse-
quently the installation and commissioning of the
control system lags behind the rest of the plant:
there is an overlap. Inevitably, if the construction
of the plant gets behind schedule and the start up
date is fixed, the time available for commissioning
is reduced. Because of the overlap, the time scale
for commissioning the control system is squeezed
most of all. Often, the least time is available for
commissioning the most complex part of the plant!

It is obvious that the overlap needs careful and
strong management to ensure that corners are not
cut in the supposed interests of the overall project.
Remember, much effort has gone into testing, in-
tegrating and validating the application software:
it doesn’t take much in the way of undisciplined
editing to completely prejudice its integrity.
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works acceptance

commission sequences & procedural s/w

commission I/O channels & database

commission system software

install system hardware

factory acceptance

integrate system

integrate application software

test database

test configurable s/w test procedural software

calibrate field instrumentation

pre-commission field inst’n

test hardware

test system software

test I/O channels

commission loops & configurable s/w

Fig. 64.1 Parallel and sequential nature of testing and commissioning

64.2 Installation
The key to successful installation is thinking
through the electrical requirements of the system
at the DFS stage. Thus the physical layout of the
system should have been specified, from which the
cabling requirements both for power and signals
can be determined. The obvious things to check
are that the cables are long enough, are of the cor-
rect duty, in the case of multicore cables have suffi-
cient channels, have the correct plugs and sockets,
and are properly labelled. This is normally han-
dled by the site’s main electrical contractor who
will also, probably, been responsible for wiring up
the instrumentation too.

The other point, often overlooked, is access.
Will the system’s cabinets fit through doorways?
Are there any steps or stairs and, if so, are lifts
and/or hoists available? If the system hardware is
delivered before installation is due, where can it be
stored safely?

Given the above, site installation of the con-
trol system should be relatively straightforward
and often only takes a couple of days. It is usually

carried out by the system supplier and essentially
consists of:

• Installing the system cabinets and I/O
racks/frames in an interface room.

• Connecting up the I/O cards to prewired ter-
mination cabinets, some of which may be in a
separate motor control centre (MCC),usually by
means of multi-channel cables and connectors.

• Positioning the operator stations and peripher-
als in the control room and connecting up their
serial interfaces.

Following installation of the hardware of the con-
trol system, the system software may be commis-
sioned. This apparently major stage of commis-
sioning is almost trivial. It basically consists of
powering up the system and carrying out stan-
dard diagnostics routines. Given that the system
software is the ultimate test program, not only do
the diagnostics prove the system software itself but
also the system hardware.
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64.3 Calibration of Field
Instrumentation

Instrumentation is always calibrated carefully by
the manufacturer and despatched to site with ap-
propriate packaging. Upon receipt, instruments
need to be carefully stored until time for instal-
lation. Anything whose packaging has obviously
been damaged in transit or storage should be thor-
oughly checked. It is normal practice to check the
calibration prior to installation. When calibrating
remember to:

• Remove all packaging, especially plastic seals
over sensors and caps on fittings.

• Check that the tag number and instrument spec-
ification agree.

• Calibrate over the whole range and set the bias
correctly.

• Confirm that any additional functions are valid,
e.g. square root extraction for dp cells.

• Use the correct static conditions when testing
differential devices such as dp cells.

• Use the correct process medium when calibrat-
ing analysers.

• Check the local/remote switches function cor-
rectly.

• Ensure that any contacts for initiating alarmsare
set correctly.

Clearly it is necessary to have access to appropriate
test rigs and equipment for calibration purposes. If
the plant being commissioned is on an existing site
then there will almost certainly be an instrument
workshop available. Otherwise one will have to be
provided.

64.4 Pre-Commissioning of
Field Instrumentation

As implied in Figure 64.1, the instrumentation can
only be fully commissionedaspart of commission-
ing the database once the control system has been
installed and the I/O channels connected.However,
much checking can be done before that stage is

reached.Ideally, the field instrumentation and pro-
cess connections, such as impulse lines for dp cells,
should have been properly installed, as should the
infrastructure: power and air supplies, conduits,
trunking, cable trays, wiring of termination cabi-
nets, tags, etc. In practice this is rarely so, and the
primary objective of the pre-commissioning is to
identify faulty installation.

For detailed guidance on most relevant aspects
of process, pneumatic and electrical installation
practice, the reader is referred to BS 6739.

An essential first step in the pre-commissio-
ning of instrumentation is a visual inspection of
the installation: its mounting,associated pipework
and wiring. Check that the workmanship is of an
acceptable standard: would you pay for it if it was
your own money?

It is then necessary to systematically check,
throughout the system, that:

• The correct instrument has been installed in the
right place, the right way round.

• The primary sensors installed are of the cor-
rect type and consistent with their transmitter
ranges, e.g. orifice plates and dp cells.

• The process interface is sound, i.e. no leaks, im-
pulse lineshave correct orientation,right sealing
fluids are used.

• The correct pneumatic or electrical connections
have been made.

• The grade/quality of all tubing and cabling, sin-
gle core or multicore, is appropriate to the duty,
e.g. proximity to sources of heat.

• All electrical signal and power lines are carried
in separate trays, etc.

• All control and solenoid valves fail-safe and, in
the case of control valves, that their stroke length
and direction is correct.

• All ancillary devices are properly installed, e.g.
alarms, limit switches, air filters,positioners,etc.

It should not be necessary to test out every signal
and supply line during pre-commissioning. How-
ever, in the event of any element having to be dis-
connected, maybe because of some fault that has
been found, it is wise to check out those lines when
the installation has been restored.
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For pneumatic signals and supply lines, instru-
mentation must be disconnected as necessary to
prevent over-ranging during pre-commissioning.
Lines should be flow tested for continuity and pres-
sure tested to approximately 2.0 bar for leakage.
Remember that all air lines must be clean and dry
before being brought into service.

For electrical signal channels and power lines,
continuity, earthing and screening should be
checked. If necessary, compliance with the require-
ments for maximumloopresistance shouldbe con-
firmed, likewise theminimumrequirements for in-
sulation.

It is essential to check that the segregation pol-
icy, explained in Chapter 51, has not been compro-
mised in the course of making modifications dur-
ing commissioning. It is all too easy, for example,
to connect up and configure an additional signal
using an apparently free channel and to overlook
the segregation implications.

The principal check that always needs to be
made for each instrument, whether it be for mea-
surement or actuation, is that its calibration, as
installed, with regard to both range and bias, is
consistent with its specification and duty. This
is best done when the plant items to which the
instruments are connected are themselves being
pre-commissioned. Normally, during plant pre-
commissioning, fluids such as water and com-
pressed air are used: vessels are filled and emptied,
pumps are switched on, etc. These simulated pro-
cess conditions are quite adequate for checking the
range and bias of the instrumentation.

Whilst in general the main electrical contrac-
tor will have overall responsibility for the pre-
commissioning, there is much to be said, for fa-
miliarisation purposes, for involving the site in-
strument maintenance personnel in the process.

64.5 Commissioning
Application Software

The principal objective of the commissioning pro-
cess is to identify faulty installation and/or oper-
ation of the hardware and mistakes in the appli-

cation software. Its scope therefore embraces inac-
curate calibrations, wrongly wired I/O channels,
faulty configuration, incorrect database values,
incomplete operator displays, illogical sequence
flow etc.

The essence of commissioning instrumenta-
tion and control systems is to test systemati-
cally the functioning of elements and sub-systems
against the DFS and module specifications.Thebig
difference between this and the testing done hith-
erto is that the control system has been connected
up to the plant and the signals are real.Thus known
inputs are applied to a sub-system or element and
the output tested for expected values. For inputs,
the test signals are simulated process signals,either
generated during air and water tests on the plant,
or applied manually. For outputs, control signals
generated by the computer system are used.

The elements referred to may be either hard-
ware such as transducers and valves, or config-
urable software functions such as data blocks or
display faceplates. The sub-systems will be a mix-
ture of hardware and software, varying in com-
plexity from single I/O channels, interlocks, closed
loops and simple sequences through to complex
control schemes, recipes and optimisers.

Once the control system has been installed and
the I/O channels connected, commissioning of the
application software can commence. As depicted
in Figure 64.1, there is a logical order for this, each
providing a platform for the next:
1. I/O channels and all configurable software di-

rectly associated with I/O signal processing:
function blocks, associated data blocks and
faceplate or group displays.

2. Control loops and schemes and all configurable
software associated with them: function blocks,
data blocks and mimic displays.Likewise for all
discrete devices.

3. General purpose displays: alarm lists, trend di-
agrams, etc.

4. Procedures: operations, phases and associated
semi-configurable software, e.g. recipes, batch
logs, sequence displays, etc.

5. Procedural code for high level language pro-
grams.
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Checklists of factors to be considered during the
functional testing of control loops and sequences
are given in Lists 64.1 and 64.2 respectively at the
end of the chapter.

An important point to appreciate is that it is
not necessary to functionally test every single ele-
ment. This is because the application software has
already been subject to detailed software and in-
tegration testing. Thus, if a sub-system is found to
function correctly, then it may be assumed that all
of its elements are functioning too. For example,
applying a known analogue output test signal and
observing the correct opening ofa valve establishes
that all the elements in that analogue output chan-
nel are functioning effectively. In the event of the
channel being found to be faulty, then functional
testing is focused on the elements of that channel.

In addition to the control system, its displays
and safety related functions, there are often sepa-
rate systems dedicated to:

• Emergency shut down
• Management information
• “Packaged” items of plant, e.g. compressors,

batch filters
• Specialised instruments, e.g. on-line chro-

matographs
• Back up generators and/or compressors, etc.

From a commissioning point of view, they will all
consist of similar elements and sub-systems, and
the approach to commissioning them is the same.
However, they invariably have different functional
specifications andparticular careneeds to be taken
at the interfaces between them.

Each of the commissioning activities needs to
be broken down into a number of manageable
tasks. And for each task a schedule needs to be
established with bench marks for monitoring pur-
poses. Just as with the software testing and inte-
gration, the rate of commissioning is measurable
in terms of the number of loops, displays or se-
quence steps commissioned per day. This enables
progress to be reviewed regularly and presented
graphically. The rate of progress should be at least
two to four times faster than the metrics given in
Table 63.3. Commissioning is faster than testing

and integration because it is mostly carried out at
sub-system level rather than at element level. It is
perhaps worth noting that delays in commission-
ing the control system and its application software
are common: they are invariably due to other fac-
tors such as process constraints or unavailability
of plant.

For each sub-system tested, the engineer re-
sponsible should sign an appropriate test form,
preferably accompanied by proof of testing, typ-
ically in the form of printout. Examples of various
test forms for instrument calibration,alarmsystem
checks, loop tests, etc. are given in BS 6739.

64.6 Software Change Control
It is during commissioning that the control system
is first used for controlling the plant. At this stage,
inevitably, mistakes and omissions in the DFS will
be revealed: they are usually minor, butnot always,
and there may be many of them. Also, mistakes in
the software from misinterpreting the DFS will be
revealed. They will all probably necessitate modi-
fications to both the configurable and procedural
application software.

It is therefore necessary to have a procedure to
enable software change. This is discussed further
in Chapter 66. Noting the implications for soft-
ware integrity, not to mention safety, this proce-
dure must make authorisation of change difficult
and its subsequent implementation easy. This ap-
proach ensures that software changes are treated
just as seriously as modifications to the plant, but
takes advantage of the editing and configuration
tools to make the changes quickly.

The procedure typically involves the comple-
tion of an appropriate modification control form,
an example of which is given in Form 64.1 at the
end of the chapter.

Key features of the form are:

• Identification of the function to be modified.
• Description of the problem: an explanation of

why the change is required and an outline of the
proposed solution.
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• A grid, for collecting dates and signatures as ap-
propriate, to enable progression of the modifi-
cation to the software to be monitored.

• Another grid, forcollecting dates and signatures
as appropriate, to enable monitoring of the pro-
gression of the revisions to the documentation
resulting from the software change.

Underpinning use of the change control procedure
must be a change control policy. Formulating the
policy is a non-trivial issue but, nevertheless, it is
essential that there is a clear understanding of the
scope of the policy and the accompanying levels of
authorisation:

1. The scope of the policy is context dependant.
For example, changing a set point would nor-
mally lie outside the scope of the policy but,
in the context of temperature control of an
exothermic reactor, would almost certainly be
subject to the change control procedure for
safety reasons. Clearly, safety issues are impor-
tant: however, for the majority of changes the
issue is operability.
A sensible approach is categorise the poten-
tial changes, e.g. controller settings, control
loop modes, initialisation, sequence progres-
sion,alarm priorities,etc. These categoriesmay
be tabulated against major equipment items
in a grid, with ticks or crosses depending on
whether the policy applies. Every proposed
change is then vetted against the grid by a des-
ignated person to see whether the procedure
applies.

2. The levels of authorisation necessary vary ac-
cording to the nature of the change proposed.
Thus, for any proposed change that does fall
within the scope of the policy, the designated
person decides who should be involved in the
change and what level of authorisation is re-
quired at each stage of progression. There
should be agreed guidelines on this. Again, it
is sensible for this guidance to be categorised
on the same grid basis as above.

In general, the nature and scope of changes arising
from mistakes and omissions in the DFS should

be such that further HAZOP studies are unneces-
sary.However,if any changehas involvedhardware,
such as extra I/O channels, it may well be necessary
to carry out a further CHAZOP study. Any subse-
quent application software changes related to I/O
channels which have a safety related function will
almost certainly require a further COOP study (see
Chapter 54).

However,mistakes revealeddue to misinterpre-
tation of the DFS can be corrected without further
CHAZOP or COOP considerations, provided the
DFS itself has not been changed. This is because
the studies would have been based on the DFS in
the first place. Some important considerations re-
garding the modification of safety related software
are given in checklist form in theHSE(1987) guide-
lines.

Although implicit in the above, it is neverthe-
less worth emphasising that the discs,CD or other-
wise, containing the system software, database and
application software are themselves covered by the
procedure for making software changes. The discs,
including back-up discs, should be clearly labelled
to indicate which version of software is stored on
them. The master should be kept separately and
not updated until the software tests have been fully
completed.

The modificationcontrol formsbecome an im-
portant part of the system documentation.

64.7 Access to the System
Access to the system during commissioning is an
important consideration. There are two types of
access:

• Access to the application software by the control
engineers for commissioning the system itself.

• Access through the system by process engineers
for commissioning the plant.

These needs for access are not necessarily conflict-
ing, but may be. Access to the system needs to be
strictly controlled. This is normally accomplished
by means of keyswitches and/or passwords, with
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the levels of access being determined on the basis
of the nature of the work to be done and the indi-
vidual’s experience and expertise. Passwords and
levels need to be recorded and reviewed regularly ,
with written consent for changes if necessary.

To accommodate the needs for access, which
peak during commissioning, temporary extra
OCPs and keyboards may be necessary.

Because of the distance between the various el-
ements of the loops, interface racks, control room,
etc. the use of portable phones for two-way com-
munication during testing is essential. This, of
course, is subject to intrinsic safety and interfer-
ence requirements, especially with regard to cor-
ruption of memory.

64.8 Personnel
Successful commissioning of instrumentation and
control systems needs to be considered within the
context of the overall commissioning programme.
Good planning, co-ordination, communications,
leadership, teamwork and training are essential.

The commissioning team will need to consist
of a mixture of computer specialists, control, in-
strument and process engineers. The size of the
team and the balance of engineers to technicians
obviously depends on the nature and scope of the
system.Typical responsibilities are identified in Ta-
ble 64.1.

In general, the application software should not
be commissioned by the engineers who developed

and tested it. It is best commissioned by the process
engineers who will ultimately have responsibility
for operating the plant: they have a vested interest
in its correct functioning.Also, it is preferable that
the instrument engineers should not be involved in
commissioning the database: this can lead to soft-
ware solutions to hardware problems.For example,
if a signal’s polarity is reversed, it is much easier
to introduce a minus sign and change the range in
the software than to sort out where the wiring is
crossed.

It should be stated that, as the levels of automa-
tion and management information on plants in-
crease, the control function is increasingly becom-
ing the lead discipline upon which the progress of
the other disciplines depend. It is important there-
fore to haveadequate resourcing at the correct level
to handle the inevitable peak demands.

There is much to be gained from involving the
operators in the commissioning process. It famil-
iarises them with the system and, as such, con-
stitutes training. And they can contribute to the
modifications, e.g.mimic diagram layout, warning
and/or alarm settings, etc.

64.9 Documentation
The documentation associated with the instru-
mentation and control system is extensive. Quite
apart from the DFS of Chapter 62 and the various
software designs and test specifications of Chap-
ter 63, there are also:

Table 64.1 Commissioning team: tasks vs disciplines

Instrument Control Process Computer

Instrumentation X

Field wiring X

I/O system X X

Computer hardware X

System software X X

Database X X

Configurable software X X

Procedural software X X
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• P&I diagrams
• Channel/loop diagrams
• Termination rack layouts
• Wiring and circuit diagrams
• Database tables
• Tag number schedules
• System manuals
• Function block diagrams
• Sequential function charts
• Procedural coding
• Recipe parameter lists

It is imperative that the documentation is kept up
to date and is accurate. As modifications are made
to the hardware and changes to the software, the
appropriate corrections must be made to the doc-
umentation. All involved in the commissioning of
the system have a responsibility to identify any in-
consistencies and to ensure that they are rectified.
This issue is addressed by the lower part of the
modification control form, Form 64.1.

64.10 Works Acceptance
It is a moot point as to when works acceptance oc-
curs.There is a strong argument that it should be at
the point when the system hardware has been in-
stalled and the system software successfully com-
missioned.The logic here is that whereas the hard-
ware can be damaged in transit and during instal-
lation, the software cannot. So if the application
software was acceptable at the factory acceptance
stage, it must still be so.

However, it is more common for works accep-
tance to be after commissioning of the application
software. It all depends on what was agreed in the
DFS and the contract. Typically the costs and pay-
ments for the hardware and application software
will have been staged over the development cy-

cle with some 80% of the total system cost having
been paid upon completion of factory acceptance.
The remaining 20% ispaidupon works acceptance.
That 20% may be split between completion of com-
missioning the systemsoftware and theapplication
software.
It is normal practice for the system supplier to pro-
vide specialist support during site commissioning
on a pro rata basis: it would be contractually dif-
ficult to arrange otherwise, there being so many
factorsbeyond the supplier’s control that influence
the time scale of commissioning and hence the cost
involved.

64.11 Comments
The control system may be thought of and used as
a sophisticated commissioning tool. For example,
the availability of group displays makes the check-
ing of I/O much easier. Similarly, the availability of
both I/O and mimics enables the testing of plant
items. That being so, there is much to be said for
early installation of the system whereas, in fact, it
tends to be one of the last things to be installed.
This would enable a phased approach to commis-
sioning.Thus, for example,major equipment items,
together with their pipework and electrical infras-
tructure, couldbe deliberately built out of phase so
that they do not all become available for commis-
sioning at once.

Such a phased approach could have a signifi-
cant impact on the time scale for bringing a new
plant on stream, not to mention making the com-
missioning smoother. However, the requirements
of a phased approach need to be considered care-
fully with regard to the DFS and software integra-
tion tests: likewise the planning of the installation
and pre-commissioning of the field instrumenta-
tion.
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List 64.1 Checklist for functional testing of control loop

Input channel:

Check channel no.
Correct input function block.
Correrct tag no?
Correct scaling: range/bias/engineering units.
Test input signal range: top/middle/bottom.
Is signal characterisation necessary?

e.g. square root, linearisation, etc.
Does the input signal need filtering?

If so, check the filter constant is sensible.
Check alarm and warning limits: hihi/hi/lo/lolo.
Check sampling frequency.

Group/faceplate display:

Is group in correct area/menu?
Right type of template used?
Correct tag number?
Check information is as per input channel.
Correct engineering units shown?
Is set point shown OK?
Is fail safe position of output shown correctly?

Trend diagram:

Is trend in correct area/menu?
Correct tag no?
Is the time scale appropriate?
Check display update frequency.
Are the range/bias/units of the ordinate OK?
Correct colour coding?
Does output signal need to be trended?

Archiving:

Correct tag number?
Correct logging frequency?
How long is data to be archived for?
Check scope/need for data compression.

If so, what is basis of compression?
Are the engineering units OK?

Alarm handling:

Is alarm put into alarm list directly?
Is alarm put into the right area/group?
Check priority/colour coding is appropriate.
Is alarm logged on printer with date/time stamp?
Do tag number and alarm description correspond?
Can operator override the alarm?
Any special requirements for annunciation?
Are standard facilities for acknowledgement OK?
Are there any associated trips or interlocks.

If so, check correct functioning.

Control functions:

Are correct function blocks used?
Is set point local or remote?

If local, is its value set correctly?
If remote, is its block reference correct?

Check set point ramp rate.
Is set point tracking required?
Is integral desaturation requird?
Does access to loop status functions need to be in-
hibited?
Can operator change set point in auto?
Can operator change output in manual?
Does loop need to be disabled during start-up?
Does the loop power up in auto or manual?
Are hi/lo alarms on error signal necessary/OK?.
Has correct control algorithm been selected?

eg. derivative feedback.
Is proportional gain OK regarding oscillation?
Is reset time OK regarding offset?
Is rate time OK regarding speed of response?
Does loop satisfy other performance criteria?

e.g. overshoot, noise, etc.?
Is the controller action in the correct direction?
Is the controller output bias sensible?
Is the output in absolute or incremental form?
Are there any alarms on the output signal?

Output channel:

Check channel number.
Correct output function block?
Correct tag no?
Correct output scaling: range/bias/engineering
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units?
Are the output channel and controller outputs con-
sistent?
Check valve opening at the maximum and mini-
mum output signals.
Check that valve action is fail safe.
Is there any constraint on the output signal?

e.g. lower limit on valve opening.
Check functioning of any limit switches.
Are time delays for testing change of status sensi-
ble?
Check output signal sampling frequency.

Documentation:

Have the function blockdiagrams been completed.
Are the function blocks in the correct order.
Are they consistent with the P&I diagram?
Are the channel/loop diagrams correct?
Are the database tables correct?
Is the loop tag number correct throughout?
Is the operator’s manual complete?
Is the database listing up to date?
Have the backup discs been updated?

List 64.2 Checklist for functional testing of a sequence

Sequence Check List

Declarations:

Is sequence number and name correct?
Check variables correctly named.

Integer/flag/block/signal/floating point, etc.
Are variable types correctly defined?
Are global & external variables declared correctly.
Check addresses of I/O variables correctly listed.
Have constant values been correctly assigned?
Have initial/default values been correctly stated?

Structure:

Are the procedures and operations correctly na-
med?
Are there any parallel operations?
Are the operations configured from the correct
phases?
Are the phases in the right order?

Are the criteria for progression from step to step
OK?
Check the logic for all branching.

Confirm there are no “loose ends”.
Check for mutually exclusive decisions.

Confirm no ‘never ending’ waits.
Are the correct parameter lists accessed?

Timing:

Are all timing constants sensible/correct?
Check both absolute and lapsed times.

Are there any unnecessary waits/delays?
Have flight times been allowed for?
Is there sufficient time for discrepancy checking?
Check synchronisation with other sequences.

Contention handling:

Are any equipment modules shared or exclusive
use resources?
Have criteria for handling contentions been speci-
fied?

First come first served basis?
Check logic for handling contentions.

Are all relevant signals considered?
Are correct flags set/reset?

Are criteria the same throughout the sequence?

Operator access:

Is manual intervention required?
Does operator have full control over sequence?

Check start/stop/hold/restart.
Can sequence be stopped anywhere?
Can the sequence be progressed manually?
Does it have to be restarted from the same step?

Check on need to skip/repeat steps.
Does the sequence need to override operator ac-
tion?

Recovery options:

What/where are the safe hold-states?
Are correct criteria used for initiating recovery?
Are criteria the same throughout the sequence?
Check on reserved/released variables.
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Are recovery options correct?
e.g. branch forward/back,hold, shutdown,etc.

Are actions the same throughout the sequence?
Branch into separate sequence or operation?
If so, return to same place?
Check need to activate/suspend other sequences?

Recipe handling:

Does the operator assign the recipe to the batch?
How are the parameter lists attached to the se-
quence?
Are there separate address (A), batch (B), common
(C) and data (D) lists?
Are the addresses in the A list OK?
Is the A list in the order required by the sequence?
Are the formulations of the B list OK?

Quantities and order?
Can the operator change the quantities formula-
tion?
What provision is there for rejecting out of range
values?
How are “as weighed”values handled?
Are the operating conditions of the B list OK?

Check set points, ramp rates, time delays,
etc.
Have alarm limits been defined?

Is the B list in the order required by the sequence?
Are the values of the C list OK?

Check status flags, initial conditions,
message codes, etc.
Check discrete outputs, flags and integer
variables.

Is the C list in the order required by the sequence?
Are the values on the D list OK?

Check message codes.
Check messages in correct position on list.

Firmware interface:

Is loop status changed from within sequence?
Confirm output OK if put into MAN.
Confirm setpoint OK if put into AUTO.

Is configuration changed from within sequence?
Check correct function block references
used.
Check correct parameters set up.
Confirm alarm settings OK.

Check need to change mode of other loops and
schemes?

Sequence display

Is sequence in correct display area/group?
Is sequence number/name correct?
Confirm messages fit into reserved area.
Check messages appropriate to steps.
Are operator prompts intelligible?
Is annunciation/acknowledgement of prompts OK?

Batch logging:

Is standard batch log in use?
Check appropriate format?

What identification is required?
Batch/lot number/sequence/recipe.

Is all recipe information included?
Parameter lists?
What about “as weighed”values.

Are all actions/events logged?
If not, check that appropriate ones are?

Check provision for logging abnormal conditions.
Recovery options.
Manual interventions.
Maximum/minimum values of signals.

Documentation:

Are the overview sequence flow diagrams correct?
eg. procedures, operations, phases.

Have the sequential function charts been updated?
eg. phases, steps and actions.

Are the parameter lists properly recorded?
Is the operator’s manual complete?
Is the listings of sequence coding up to date?
Have the backup discs been updated?
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Form 64.1 Software modification control form

Modification Control Form Request No: 

Identification 

System Loop Seq’nce Display Trend  Log Other 

Tag no / Ref        

Description of Problem

Progression (initials & date as appropriate) 

Plant 
manager

Works 
chemist 

Safety 
advisor

Project 
engin’r 

Process
engin’r 

Control
engin’r 

Inst 
engin’r 

Initiated        
Authorised        
Designed        
CHAZOP        
COOP        
Checked        
Tested        
Implemented        

Documentation 

 Opera’s 
manual 

P&I 
diags 

Channel
diags 

Func 
block

SFCs D’base 
listing 

Discs

Page/diag no        
Updated        
Checked        

diags
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65.1 Maintenance

65.2 Support

65.3 Obsolescence

65.4 Replacement

65.5 Upgrades

65.6 Comments

Having commissioned a control system, the em-
phasis shifts to its operation. This chapter there-
fore covers system maintenance and support, and
concludes by consideration of aspects of upgrade
and replacement.

65.1 Maintenance
This essentially concerns the field instrumentation
and thehardwareof the control system.Modern in-
strumentation ismostly electronic: self diagnostics
and remote calibration, either by means of fieldbus
or otherwise, are becoming the norm. With three
obvious exceptions,the amount of maintenance re-
quired is fairly minimal. Those exceptions are in-
struments used in protection systems, for which
proof testing at specified intervals is mandatory,
analytical measurements and control valves.

From a reliability point of view, if an instru-
ment survives its first few hours of operation suc-
cessfully then its subsequent operation is likely to
be only subject to random failure of its component
parts. The key issue then is having available suf-
ficient spares to enable replacement in the event
of failure. It is normal practice for companies to
maintain a stock of spares. Given the number of
different types and/or size of instrument, careful
thought needs to be given to the spares inventory.
Otherwise a substantial amount of capital is tied

up in spares which are doing nothing. Use of pre-
ferred suppliers for purchasing purposes has the
very desirable effect of reducing the number of
types of instrument for which spares have to be
held. Standardising on certain models of instru-
mentation also reduces the stockholding.

Whereas most instruments themselves require
little in the way of maintenance, or none, their
process interfaces often require extensive mainte-
nance.Particularly notoriousare impulse lines and
sampling systems.As discussed in Chapters 11 and
12, for example, there is much scope for distortion
of signals due to unwanted bubbles of condensate
and/or air in the impulse lines, blockages due to
deposition of solids in sample lines, failure of air
or nitrogen supplies for dip legs, and so on. These
issues can only be addressed from a knowledge of
which instruments are problematic and instigating
preventive maintenance at appropriate intervals.

Analytical instrumentation is well known for
requiring disproportionate amounts of routine
maintenance. Many in-line measurements involve
direct contact of an electrochemical sensor with
the process fluid. There is clearly scope for the
sensor becoming dirty or contaminated. Often the
only feasible solution is to use disposable sensors
and to replace them regularly.Analytical measure-
ments usually involve use of a reference electrode:
the standard solutions contained therein degrade
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with time and have to be refreshed on a regular
basis. Also, the transmitters associated with ana-
lytical measurements are prone to drift, hystere-
sis, etc., and are in constant need of recalibration,
although modern transmitters are more robust.
Sampling systems for off-line analysers, such as
chromatographs, require even more maintenance:
they usually have filters requiring regular replace-
ment, carrier gases or liquids which need replen-
ishing, and so on.

Control valves, with their moving parts and
pneumatic positioners,require some formplanned
maintenance.The most common problem is loss of
accuracy in the range and zero calibration due to
wear, partly of the actuator but mostly of the po-
sitioner. Continual movement of the stem causes
the packing to lose its tightness resulting in leak-
age.Also,due to vibration and shock,other devices
such as limit switches and alarm contacts work
loose. The plug and seat are subject to erosion un-
der extreme flow conditions and, in time, will lose
their characteristic and shut off capability. For all
these reasons, control valves require regular and
routine maintenance. The advent of smart valves
will not obviate the need for maintenance.

As far as the hardware of the control system
itself is concerned, it is normal practice to have
a maintenance contract with the system supplier.
There are different types of maintenance contract
according to the level of support required. The two
key issues are callout time and provision of spares.
The callout time is essentially the supplier’s guar-
anteed speed of response, i.e. the maximum time
it takes the supplier to get an engineer onto site to
repair faults.The callout time required depends on
the financial impact of a disruption to production.
The shorter the callout time the more expensive
the maintenance contract.

Short callout times can be avoided if the end-
user’s engineers are capable of doing some hard-
ware maintenance themselves. This typically in-
volves them attending a few basic hardware main-
tenance courses provided by the supplier to gain

the necessary skills, and keeping a sufficient stock
of spares such as I/O cards. System diagnostics en-
able hardware faults to be readily identified and,
in general, they can be quickly resolved by swap-
ping cards, boards, etc. from stock. It is crucial that
the faulty ones are returned to the supplier and re-
placed with new to ensure the stock of spares is
functional.

65.2 Support
The final act of acceptance should be the hand-
ing over by the supplier to the end-user of a com-
plete and up to date set of documentation, or else
of those parts that haven’t been handed over al-
ready. The end-user must keep them up to date so
an effective change control policy must be insti-
tuted addressing the changes both to the applica-
tion software itself and to the related documenta-
tion. In the interests of continuity and consistency,
it makes sense to use the same policy and modifi-
cation control form as used during commissioning
and described in Chapter 64.

During the life of a control system there will in-
evitably bemany changesmade for process reasons
such as improvements to operability and safety, ex-
tensions to the plant, addition of new products,etc.
There will also be changes made for control rea-
sons: enhancements to the control strategies, intro-
duction of optimisation functions, etc. It is impor-
tant that the plant management should recognise
the value of on-going enhancement and accept the
need fordeploying control engineering resource to
support these changes.

That resource essentially consists of one or
more engineers,who have relevant applications ex-
pertise and experience of using the system, whose
time is allocated wholly or in part to system en-
hancement. Obviously that resource includes the
necessary development environment and test tools
too.
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65.3 Obsolescence
A key long-term decision is whether to allow the
control system to become obsolete or to attempt to
upgrade it incrementally over the years. Central to
this is an understanding of the product cycle of a
control system. This is depicted in Figure 65.1:

• Once a system has been developed and released
for sale it enters an active sales phase. During
this period, both for commercial purposes and
theneed to maintain a competitive edge,the sup-
plier is likely to make various upgrades to the
hardware and enhancements to the system soft-
ware.

• At some stage, typically ten years after the sys-
temwas first released,users are given six months
notice that the system is to be withdrawn from
production,whereupon it enters its classic phase
of life. The classic phase lasts up to some seven
years during which there is minimal investment
in the system by the supplier.

• Towards the end of the classic phase, users are
given a “last chance to buy” before the system
enters its limited phase of life. During this phase
it is not possible to buy new parts from the sup-

plier for existing systems and, usually, a repairs
only service is offered.

• A supplier will typically commit to supporting a
system for up to about ten years from the end of
the active sales phase. The system is then said to
be obsolescent, as opposed to obsolete which is
what it becomes at the end of the limited phase.

• Generally, as one system enters its classic phase
of life, the supplier releases the next generation
of systemwhichenters its active salesphase.This
is known as system evolution.

Whereas the production cycle of a system is some
twenty years, the service life is more likely to be 10–
12 years.That is because thehardwarebecomesun-
reliable,maintenance costs start to rise and the po-
tential for loss of production increases. Also, there
is the difficulty, as a system approaches the end of
its service life, of finding the resource to support
it. Nobody wants to work with old hardware plat-
formsusing historic languages andobsolescent op-
erating systems.

Given that the average life of a process plant
is typically 30 years or more, it can be anticipated
that any plant’s control system will be replaced at
least twice in the life of a plant. With the excep-

Phase

Time (years)

0 5 10 15 20

Active

Classic

Limited

Releas ed  

for sale

Removed from

active  sales

Last buy

ObsoleteObsolescent

Fig. 65.1 Control system product cycle



528 65 System Management

tion of the field instrumentation, which tends to
be replaced as and when necessary, such replace-
ments are generally complete: new I/O and other
cards, racks and frames, processors, operator sta-
tions and peripherals.

65.4 Replacement
Replacement is the lazy option and, in the short
term, is clearly the cheapest option. This may
be a conscious decision or happen by default. In
essence, it means doing nothing, allowing the sys-
tem to drift into obsolescence, and then to replac-
ing the whole system lock stock and barrel at the
end of its effective service life.

Replacement can be considered to be a repeat
of the system life cycle, starting with an URS, pro-
gressing througha DFS,andso on.The same rigour
shouldbeapplied.However,provided that the orig-
inal DFS has been kept up to date, there is an ex-
isting documentary basis for articulating the re-
quirements of the new system. The effort involved
must be substantially less.

Particular care should be taken to ensure that
the new system software can support the function-
ality of the existing system.In practice, the replace-
ment system is likely to offer more but different
functionality than the old.This should be carefully
considered and taken advantage of as appropriate.

A crucial consideration is the portability of the
application software. Many person-years of effort
will have been invested in developing and refining
it. In many respects the application software encap-
sulates all the existing knowledge about the oper-
ability and safety, if not the viability, of the plant.
It is essential that some means exists to transfer
this from the old system to the new. As far as the
database and configurable software is concerned,
transfer should be relatively straightforward pro-
vided the function blocks offer the same or similar
functionality.

However, procedural software is a different
matter. Suppliers must provide software tools
which enable upgrade routes. The conversion may
not be complete but should realise at least 80% au-

tomatic conversion of code from ancient to mod-
ern. The advent of the IEC 61131 and IEC 61512
standards, with their formalised physical and pro-
cedural models, should lead to automatic transla-
tion becoming more effective and widespread.

Another key decision is whether the replace-
ment process should be cold or hot. Cold implies
that the whole system is replaced at once, typically
during a plant shut-down, whereas hot implies re-
placement on a loop by loop basis whilst the plant
is still running. This clearly depends on how criti-
cal the process is from both production and safety
points of view.

65.5 Upgrades
The alternative to replacement is a policy of con-
tinuous, incremental upgrading.This requires con-
siderable effort on an on-going basis. It is certainly
more expensive in the short term and may even be
so in the long term, but does have the very obvi-
ous attraction of not having to find the capital to
replace the whole system all at once. Also, because
the system is up to date, finding the resource for its
maintenance is not as problematic.

Throughout the active sales phase, the supplier
will enhance and redesign the system’s hardware
and system software and issue new releases. These
will:

• Involve processor upgrades
• Provide additional functionality which may not

be required, but could be taken advantage of
• Require modifications to existing application

software

These releases provide the end user with a migra-
tion path for an existing control system to evolve
towards the next generation. That is the essence of
the upgrade strategy as depicted in Figure 65.2.

The upgrade path is truly incremental. It is not
necessary, or indeed desirable, to realise every new
release because some are only minor and can be
bundled into more significant upgrades. Each up-
grade needs to be planned and treated as a project
in its own right for which the original,butupdated,
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Upgrade path

Time (years)

Active Classic Limited

Ideal

Actual

Fig. 65.2 Migration path for system upgrades

DFS documents are the basis.There may be a some
re-design work but the project would normally
consist largely of the usual stages of development,
testing, commissioning and acceptance. For appli-
cation software, the same issues about portability
apply as were discussed under replacement.

Inspection of Figure 65.2 reveals two upgrade
paths: the ideal and the actual.The ideal implies re-
alisation of significant upgrades in a timely man-
ner. The actual depicts the outcome of a lack of
commitment: too little and too late.A gap emerges

which, if not addressed, will result in partial obso-
lescence. That is worse than either of the replace-
ment or upgrade strategies as the inevitable out-
come is replacement but some of the costs of up-
grading have been incurred too.

65.6 Comments
As stated, the replacement strategy is the easy op-
tion and cheapest in the short term at least. It is
undoubtedly the preferred option of the accoun-
tants. The upgrade strategy is the preferred option
of the suppliers as it reduces the number of previ-
ous releases the supplier has to maintain. Equally,
it is in the end users interest to avoid obsolescence.
There are clearly pros and cons. However, if an up-
grade strategy is to be adopted, a policy decision
is needed at the outset so that the cost of upgrad-
ing can be budgeted for. Also, there is a potential
trap with the upgrade strategy: it can lead to an
up to date version of an old system and, inevitably,
to replacement. Confidence, by the end user, that
the migration path does indeed enable evolution
to the next generation is therefore essential.
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66.1 ISO 9001: Approach

66.2 ISO 9001: Content

66.3 Industry Guides

66.4 The GAMP Guide

66.5 Validation

66.6 Documentation

66.7 Procedures

66.8 Additional Supplier’s Procedures

66.9 Additional End-User’s Procedures

66.10 Comments

The standardBS 5750 on quality systemswas intro-
duced in 1979 to address standards and specifica-
tions in the engineering industries. It rationalised
the different quality assurance (QA) standards of
the day, produced by various purchasing and third
party organisations, which were themselves based
upon Ministry of Defence standards. Consisting of
four parts, BS 5750 has itself been superceded by
the identical ISO 9000 (1987) standards,correspon-
dence between the two being as listed in Table 66.1.

This chapter focuses on ISO 9001 which is the
standard that applies to the production of a con-
trol system by a supplier for an end-user on a
turnkey basis. It also draws upon ISO 12207, a
generic standard for information technology re-
garding the software life cycle.

66.1 ISO 9001: Approach
ISO 9001 requires organisations to establish, doc-
ument and maintain an effective and economical
“quality system”. ISO 9001 is not in itself a qual-
ity system but provides guidelines forconstructing
one. It seeks to set out the broad requirements of

a quality system, leaving the supplier to fill in the
details as appropriate. The essence of the standard
is that it puts the onus onto the supplier to provide
documentary evidence to demonstrate that all of
its activities and functions are oriented towards
the attainment of quality.

Thus a supplier is required to consider and de-
fine its purpose, management structure and indi-
vidual’s responsibilities, and to create a “quality
policy”. Oversight of that policy becomes the re-
sponsibility of a“quality manager”who reports di-
rectly to the chief executive. This ensures that the
quality manager has direct access to policy making
and enables reporting that is objective and inde-
pendent.

Detailed plans and procedures are required for
every process andactivity,organised in accordance
with the quality policy. There must be checks and
balances to ensure that quality is achieved at all
stages or, if not, that action will be taken quickly
and reliably. Traceability is a key requirement: the
ability to trace back from an error in order to iden-
tify and correct its cause. To this end, every stage
in a system’s development must be documented in
such a way that this backwards traceability can be
achieved. This requires records to prove who did
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Table 66.1 Summary of quality standards

ISO 9000 BS 5750 Part 0
Section 1

A guide to selection and use of the appropriate parts of the standard

ISO 9001 BS 5750 Part 1 Relates to quality specifications for design/development, production, installa-
tion and servicing when the requirements are specified by the end-user in terms
of how a system (or service) must perform and which is then provided by the
supplier (or contractor)

ISO 9002 BS 5750 Part 2 Sets out requirements where a supplier (or contractor) is manufacturing sys-
tems (or offering a service) to a published specification or to the end-user’s
specification

ISO 9003 BS 5750 Part 3 Specifies the quality system to be used in final inspection and test procedures

ISO 9004 BS 5750 Part 0
Section 2

A guide to overall quality management and to the quality system elements within
the standard

what, where, when, how, to what, with what and
why.

A“quality manual”has to be createdwhichcon-
sists of the various procedures, work instructions,
etc. created as a consequence of the quality policy.
This manual is to be accessible to all staff and kept
up to date. Clearly staff have to be familiar with
those parts of the manual that apply to their own
job functions.

Most suppliers provide services as well as
systems. For example, not only do they provide
the hardware and system software but they also
provide application software, after-sales support,
maintenance contracts and upgrades. These re-
quire the quality system to address the customer
interface and the less tangible considerations of
communications, care, treatment, satisfaction, etc.

ISO 9001 certification can be applied for once
the procedures have been developed, put in place
and used for sufficient time, typically one to two
years, to provide sufficient documentary evidence
that they are functioning effectively. Certification
provides contractors and end-users with an assur-
ance that the supplier has procedures which do
what it says they should do. However, this does not
provide any guarantee that the system sold is what
the end-user wants or that the application software
developed will do what is required.

66.2 ISO 9001: Content
The standard provides brief guidance on the qual-
ity requirements for each of the following activi-
ties:

1. Management responsibility: policy, organisa-
tion and review

2. Quality system: documented procedures and
effective implementation

3. Contract review: defined requirements,queries
resolved, capability to meet requirements

4. Design control: planning, requirements, imple-
mentation, verification, change control

5. Document control: approvals, changes and
modifications

6. Purchasing: assessment of sub-contractors,
specification of requirements, verification

7. Purchaser supplied (free issue) product: stor-
age and maintenance procedures

8. Product identification and traceability
9. Process control: work instructions, monitoring

and approval
10. Inspection and testing
11. Inspection, measuring and test equipment
12. Inspection and test status
13. Control of non-conforming product
14. Corrective action
15. Handling, storage, packing and delivery
16. Quality records
17. Internal quality audits
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18. Training
19. Servicing
20. Statistical techniques

66.3 Industry Guides
As stated, the standards simply set out the broad
requirements of a quality system, leaving the sup-
plier to fill in the details for the industry as appro-
priate. This has led to the formation of second tier
guidance. Three guides have been produced relat-
ing to quality software: the STARTS (1989) guides
concentrate mainly on the various techniques and
tools used in software development, the TickIT
(1990) guide concerns quality systems for software
production and the IEE guidelines (1990) relate
to the documentation of software for control (and
other) systems.

There are two further guides specifically pro-
duced for the pharmaceuticals industry. The
HMSO (1997) rules and guidance (the Orange
Book) for pharmaceutical manufacturers and dis-
tributorsbrings together the various EC directives,
the code of practice for qualified persons and the
standard provisions for manufacturer’s licences
and includes an annexe on computerised systems.
Its title is somewhat misleading given that the regu-
lations contained are statutory, having roughly the
same status as the US Codes of Federal Register,
and go far beyond mere guidance.

Regulatory bodies in the pharmaceuticals in-
dustry in general, and the US Food and Drugs Ad-
ministration (FDA) in particular, refuse to recog-
nise ISO 9001 certification without validation. To
address this the GAMP (2002) guide on good au-
tomated manufacturing practice was developed.
This relates directly to quality systems for valida-
tion of automated systems.Although developed for
the pharmaceutical industry, the GAMP guide is
generic and may be applied throughout the pro-
cess sector. The rest of this chapter is based on
GAMP.

66.4 The GAMP Guide
The guide’s purpose is to help suppliers of au-
tomation to the pharmaceutical industry ensure
that systems are developed with quality built in
and with documentary evidence that their sys-
tems meet the agreed specifications. It is intended
primarily for suppliers when developing systems
and not for the retrospective validation of existing
systems.

It promotes a formal system for the develop-
ment, supply and maintenance of automated sys-
tems by the supplier. Adherence to this manage-
ment system by the supplier will provide sufficient
documentary records for subsequent acceptance
by the end-user and regulatory body. The formal
acceptance of an automated system and its docu-
mentation by the end-user is an integral part of the
validation system.

The scope of the guide is broad and cov-
ers a range of automated systems including auto-
matic plant items, control systems, automated lab-
oratory equipment, manufacturing execution sys-
tems (MES), and manufacturing and laboratory
database systems. It addresses both the hardware
and software components of automated systems
together with the controlled functions and associ-
ated documentation.

The guide distinguishes between systems em-
bedded in equipment, such as in complex filter
presses and compressor sets, and standalone sys-
tems such as control systems, laboratory informa-
tion systems, etc. The procedures for embedded
and standalone systems are similar so the rest of
this chapter focuses on standalone control systems
of the DCS, SCADA and PLC type.

The benefits that the principles defined in
GAMP bring to end-users and suppliers include:

• Increase mutual understanding.
• Eliminate the need for retrospective validation,

which is costly.
• Clarify the division of responsibility.
• Provide a framework for defining and agreeing

standards for quality.
• Enable delivery on time, within budget and to

agreed quality standards.
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• Reduce the cost and shorten the period of vali-
dation through better project visibility.

66.5 Validation
Validation isdefined in GAMP as“establishing doc-
umented evidence which provides a high degree of
assurance that a specific process will consistently
produce a product meeting its pre-determined
specifications and quality attributes”.

It follows that the existence of a separate and
complete description of the product, that is a con-
trol system, is a prerequisite to the process of pro-
ducing validation documentation. In the context
of a control system this is the detailed functional
specification (DFS): this must be rigorously main-
tained and kept up to date.

The objective of validation therefore is to pro-
duce documented evidence which provides a high
degree of assurance that all the parts of a system
will consistently work correctly when brought into
use. Traditionally, there are four stages to valida-
tion:

1. Demonstration that the system has been de-
signed correctly.

2. Demonstration that the system has been in-
stalled as specified.

3. Demonstration that the system works as speci-
fied.

4. Demonstration that the system produces ac-
ceptable product quality when running cor-
rectly.

These stages can be related to the waterfall model,
as depicted in Figure 63.1, inwhich stage 1 refers to
the URS, DFS and software/module design, stage 2
is broadly equivalent to hardware acceptance,stage
3 aligns with system acceptance (FAT) and stage 4
relates to commissioning.

66.6 Documentation
The various documents involved in a quality man-
agement system are shown in Figure66.1 which re-

lates to the waterfall model. It should be recognised
that these documents include or refer to most/all
of those identified in Chapter 60–64.

The management system requires procedures
to control the format, scope, contents, circulation,
production and approval of each of these docu-
ments. A typical format is as follows:

Front page.
Name of procedure.
Reference no.
Issue number, date, author, status (e.g. draft
or final).
Authorisation.
Circulation.

Revision status.
Changes since the last issue.

Procedure.
Overview of procedure.
Scope (i.e. context in which procedure is to be
applied).
General guidelines (e.g. limitations to be
strictly defined, ambiguities avoided).
Contents (e.g. functions, data, interfaces,
responsibilities, etc.)

References.
Cross references to other procedures as
appropriate.

66.7 Procedures
GAMP identifies ten major procedures which are
important for a quality management system. They
are covered in the following sections. There are
many other procedures necessary,both for the sup-
plier and the end-user: these are listed afterwards.

66.7.1 Procedure for Project and Quality
Plan

This is produced by the supplier from the end-
user’s validation plan which sets out the regulatory
and project documentation requirements.
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Fig. 66.1 Documentation for quality management system
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1. Each project has its own project plan and qual-
ity plan.

2. The quality plan defines validation activities,
responsibilities and procedures to be used. The
end-user’s quality requirements take prece-
dence over the supplier’s. However, where
the differences are small it is preferable that
the supplier’s procedures stand: the end-user
should avoid imposing pedantic changes on the
supplier. There is less scope for error if the sup-
plier’s engineers are applying their own proce-
dures with which they are familiar. The impor-
tant thing is that they cover the requirements.

3. A project organisation chart is to be drawn:
• Naming the project team and their job titles.
• Identifying the single points of contact, nor-

mally the project manager for the end-user
and the contract manager for the supplier.

• Showing the interface to the supplier’s QA
department.

4. The project plan should be produced in suf-
ficient detail to allow accurate progress mon-
itoring. It should be regularly reviewed and
updated and hence is best included as an ap-
pendix.

66.7.2 Procedure for Detailed Functional
Specification

The methodology behind the production of the
DFS is covered in detail in Chapter 62. It is written
by the supplier with detailed end-user input and
the final document must be approved by the end-
user. It replaces the URS and becomes the princi-
pal reference document against which the system
is tested.
1. The software effort should be re-estimated and

compared with that in the quotation: refer to
Chapter 61. Changes should be justified and
variation orders generated as appropriate. Pro-
vided there is no further change to the DFS
requested by the end-user, this estimate can be
considered to be final.

2. Complex functions may be specified in outline
in the main body of the document, with the de-
tail of the functionality included as appendices.

3. For smaller systems, design documents may be
attached to the DFS as appendices rather than
exist as separate documents.

4. Project implementation should not commence
until the end-user has formally agreed the DFS.

5. The system acceptance test specifications
should be developed immediately after the DFS
is approved. Refer to Chapters 63 and 64.

66.7.3 Procedure for Hardware Design
Specification

This defines the system’s hardware. For a system
comprising standard hardware items in a stan-
dard configuration most of the detail will already
be available on the supplier’s specification sheets
which shouldbe cross referenced in thisdocument.

Any special hardware will be cross referenced
to its requirements in theDFS andspecified further
as appropriate in thisdocument.It may well require
a further detailed design specification which may
be appended to this document.

The hardware acceptance test specification
should be developed immediately after this doc-
ument has been completed.

66.7.4 Procedure for Software Design
Specification

This follows on from the DFS and defines the soft-
ware sub-systems (modules) and the interfaces be-
tween them. The emphasis is on a top-down ap-
proach to design: structured programming tech-
niques such as structure charts are appropriate.
Refer to Chapter 63.

System Software

1. Diagrams providing an overview of the system
depicting the software structure, system files
and data structures are recommended.

2. For a standard system, the majority of the sys-
tem software modules will already be specified
in the standard systemdocumentation andonly
need to be cross referenced.
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3. Any special system software will be cross ref-
erenced to its requirements in the DFS and
decomposed into modules as appropriate in
this document. Non-trivial modules will re-
quire further detailed module design specifi-
cations.

Application Software

1. A separate specification should be produced for
each substantial and distinct module, e.g. con-
trol scheme or procedure.

3. Control schemes should be decomposed into
loops and channels as appropriate.

4. Procedures should be decomposed into opera-
tions and phases in the correct order. Remem-
ber that the phases are supposed to be config-
urable and are identified by name only at this
level of design.

5. The higher level constructs of IEC 61131 and
61512 are appropriate for articulating the se-
quence software design.

Note that it is allowable to have several software de-
sign specifications provided that each refers back
unambiguously to the DFS.

The software integration test specification
should be developed once this document has been
completed.

66.7.5 Procedure for Module Design

Specification

This is essentially the same as for software design
in Section 66.7.4 above except that is at a lower
and/or more detailed level, the differences being:

1. Loops, I/O channels and other configurable
functions are defined in terms of the param-
eters required by their function blocks whose
functionality is defined by the target system.
Refer to Chapter 48.

2. Structured programming techniques such as
data flow diagrams may assist in the detailed
design of phases and/or steps. Refer to Chap-
ter 63 again.

3. It doesn’t particularly matter how the detail of
sequence design is depicted, provided it is un-
ambiguous. Sequence flow diagrams with plain
English statements or pseudo code is not un-
common. The SFC, ladder logic and structured
text languages of IEC 61131 are all appropriate.
Refer to Chapters 29 and 47.

The types of software, language, and relevant stan-
dards and guidelines used may be defined else-
where and cross referenced.

Design walkthroughs should be conducted
regularly during the design process. Once com-
pleted, each module design specification should be
checked and formally approved before configura-
tion and/or coding commences.

Likewise, the module design test specifications
should be developed before configuration and/or
coding begins.

66.7.6 Procedure for Development,
Control and Issue of Software

The development of software,whether it be system
or application, either by means of coding or con-
figuration, is controlled by this procedure which
sets out the software production and version man-
agement requirements.It applies to all the software
produced by a supplier as part of a project.

1. GAMP states that there should be project spe-
cific sets of standards: languages, reference
manuals, good practice guidelines, etc. which
must be adhered to when developing soft-
ware. However, it is desirable on the grounds
of familiarity and efficiency for the supplier to
have generic standards for use on all turnkey
projects, irrespectiveof end-user.Also, fromthe
point of view of long term support,project spe-
cific standards are not in the end-user’s interest
and it is better to adopt the supplier’s without
alteration whenever possible.

2. GAMP recommends that naming conventions
for modules, programs, directories, files, etc.
should be project specific.Again, it is better that
they are set globally, provided they enable each
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project to be identified, say by incorporating
the project number in the reference.

3. Module headers should include name, version,
date, author, cross references to any shared sub-
modules, description and change history.

4. Modules should be inspected and the code or
configuration approved before formal testing
commences. Refer to Chapter 63.

5. Traceability. Once formal testing has com-
menced, any changes to a module should be
identified in the source file.Additions and dele-
tions should be identified by a commentary
which includes a cross reference to the change
control request. Deleted code may be com-
mented out.

6. Version control. The GAMP view on this is re-
stricted to handling updates consistently, by
giving each module a unique name which al-
lows traceability to its design specification, and
by providing a version control procedure. The
supplier should go further than this and pro-
vide an IPSE to support version control: it is
much better handled automatically than man-
ually.

66.7.7 Procedure for Production, Control
and Issue of Documentation

This is a system for the production, review, ap-
proval, issue, withdrawal, change and archiving of
documents. It applies in particular to those docu-
ments identified in Figure 66.1 and should be com-
pany wide.

Production

1. Documentation standards should be specified
covering layout, style, contents, naming, ap-
proval and status.

2. Draft documents will have alphabetic issues
starting with A, released documents will be nu-
meric starting with 1.

3. A document is its author’s responsibility prior
to release, it belongs to the project afterwards.

Review and Approval

1. All documents are subject to formal review.
2. After the first review,a record is opened for that

document and updated after each subsequent
review. The GAMP guidance is that this history
is part of a master document file but it is prob-
ably best kept with the document and recorded
on a revisions page.

3. Any corrective actions consequent upon the re-
view should be completed, and themselves re-
viewed before it is re-issued.

4. There should be at least two approval sig-
natures, typically the author and a manager.
This will vary according to the document type
and this relationship should be defined here.
Whereas the procedures for review and ap-
proval should be approved at Director level, re-
sponsibility for implementation should be de-
volved as far as is sensible.

5. The persons responsible for approving docu-
ments must accept that they have a responsibil-
ity to read the documents carefully, and make
available the time for doing so. Document ap-
proval is not intended to be a rubber stamping
exercise.

6. Any changes of substance to the content must
be subject to the change control (as opposed to
version control) procedure.

Document Issue

1. Approved documents must be issued to all copy
holders specified on the document front page
or elsewhere.

2. Each document must be added to the project
document index when it is first issued.

3. A transmittal notice should be issued with each
document sent between supplier and end-user,
and vice versa.

4. The GAMP guidelines advocate the concept of
controlled copies with each copy of a document
numbered. This is overcomplicated for most
project documents but some, such as the qual-
ity procedures themselves, may be handled so.
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5. Any superseded documents should be clearly
stampedas suchand stored in the archivedocu-
ment file and the entry in the project document
index amended accordingly.

6. Any changes of substance are subject to the
change control procedure. Following approval
of the changes, the issue number must be up-
dated prior to release.

7. A master document file will hold the master of
each project document. It will have an index
listing each document’s name, title and current
issue status.

66.7.8 Procedure for Document and
Software Reviews

This covers formal document and software re-
views. The purpose of a review is to check that
the functionality is correct and also that the rele-
vant procedures and guidelines have been followed
correctly.Reviewsare formal and must be minuted
with all actions clearly identified together with the
name of the person responsible and the date for
completion.

Document Reviews

Again, this applies to all the documentation iden-
tified in Figure 66.1. A review must be carried out
prior to formal issue of any document. Circulation
to the review team does not count as an issue!

1. Copies of a document should be circulated to
the team before the review, giving enough time
for the reviewers to read it properly.

2. The composition of a review team should be
part of thequality plan.As a minimumit should
include the author and the team leader. Other
members of the team, especially those who
are working on related modules, should also
attend: this prevents misunderstandings and
keeps module interfaces correct.

3. Each section of a document should be covered.
“No comments” as well as comments should be
recorded.

4. Corrective actions shouldbe completedand the
document updated by the dates agreed.For ma-

jor updates it may benecessary to holda further
review prior to issue.

5. GAMP guidance is that each version of a docu-
ment reviewed should be retained. This seems
unnecessary provided that all changes are iden-
tified within the document and the revision
page updated.As long as the changes are trace-
able, the simplest method may as well be used.

Software Reviews

The review will check that the software is following
the documented design, adheres to configuration
and coding standards and to good practice guide-
lines. This relates to the section on module testing
in Chapter 63.

1. The review team must include the programmer.
2. Formal testing should not start until at least

one formal review has been carried out.
3. Corrective actions must be completed by the

dates specified in the review minutes.
4. Changes should be annotated within the files

and/or code as in Clause 5 of Section 66.7.6
above.

66.7.9 Procedure for Change Control

Change control is fundamental to maintaining vali-
dated systems and software.It applies to changes in
documentation, software, hardware, etc. Note that
replacement, typically of hardware, on a like-for-
like basis does not count as a change. The issues
underlying change control policy were considered
in Chapter 64: this section addresses its implemen-
tation.

Changes occur for three reasons:

1. Changes to correct faults in the software with
respect to a correct DFS. Since fault correction
has no effect on functionality, other than that
the function now works, it lies outside the scope
of the change control procedure. However, if
module testing is into its formal stages,any such
changes will still need to be recorded.

2. Changes to correct functionality due to misin-
terpretation of the DFS by the supplier. Each
change should be requested using a separate
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modification control form. Minor changes, i.e.
those that only affect a single module, will re-
quire modifications to that module’s design
and test specification.Any such changes imple-
mented must obviously be formally tested and
recorded.
Major changes are likely to affect several mod-
ules. Depending on the complexity of the
changes, various module design and test speci-
fications will almost certainly have to be modi-
fied.If testing has already started,repeat testing
will be required. Repeat testing of related mod-
ules may well also be required to ensure that ex-
isting functionality has not been inadvertently
affected.

3. Changes in functionality, requestedby the end-
user, due to mistakes and omissions in the DFS.
Changes in functionality will requiremodifica-
tions to the DFS itself, to the software design
specification and to the software integration
test specification, as well as to individual mod-
ule design and test specifications.Such changes
should be specified on the basis of a variation
order to the contract and quoted for.Only upon
acceptance by the end-user of the quotation
should the change enter the change control pro-
cedure and be implemented.Clearly the later in
a project that changes are initiated, the greater
the impact and cost.

The GAMP line is that a modification control form
has to be completed for every change requested.
This is clearly not necessary for correcting faults
or for changes made prior to formal testing, pro-
vided the functionality is not affected. Neither is
it necessary for changes that lie outside the scope
of the change control policy. Otherwise, for each
change made, the modified software should cross-
reference the number of the modification control
form to provide traceability.

66.7.10 Procedure for Testing an
Automated System

The various test specifications are:

• Module design testing.
• Software integration testing.

• Hardware acceptance testing.
• System acceptance testing (FAT: at supplier’s fac-

tory).
• System acceptance testing (at end-user’s works).

The procedure is similar for each type. The test
specifications arewritten as soon as the implemen-
tation specification has been completed.

The following format is recommended for test
specifications:

• Unique reference.Each test must be individually
numbered and cross reference the relevant test
specification.

• Test title. Brief overview in plain English of the
purpose of the particular test.

• Pre-requisites. All items needed to run the test,
such as simulated I/O, mimics, etc. and other
software modules that must already be opera-
tional.

• Test description. Step by step details of how the
test is to be carried out, including setting up ini-
tial conditions, and the expected results for a
successful test.

• Data to be recorded. A list of the specific test
data to be collected and appended to the test re-
sults sheet, such as equipment serial numbers,
calibration certificates, loop responses, etc.

A test results sheet is used to record the results of
each test together with any additional data and ver-
ifies, for example, that the initial conditions were
set up as required. Also, all failed tests should be
recorded, together with details of fault correction
and re-test results.Any changes required should be
handled through the change control procedure.

66.8 Additional Supplier’s
Procedures

The ten procedures outlined in Section 66.7 above
are all very important as far as software develop-
ment is concerned. However, they are themselves
critically dependant upon underpinning by nu-
merous other procedures in the supplier’s qual-
ity management system. For example, the GAMP
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guidelines hardly touch upon either the estima-
tion of software effort or the monitoring of project
progress. These are arguably the two most impor-
tant procedures of all since inadequate estimates
and ineffective monitoring are guaranteed to lead
to software chaos and project panic, attributes not
normally associated with QA.

Main Procedures

1. General company organisation. The procedure
outlines the function of each department and
its interfaces to other departments with inputs
and outputs clearly specified.This relates to the
notion of internal customers with each depart-
ment buying and selling products, services and
resources to/from each other.

2. Application software manager’s guidelines and
project implementation procedures.These fully
define the manager’s responsibilities and cross
references all relevant procedures, standards
and working practices.Refer to personnel man-
agement in Chapter 63.

3. Software effort estimation procedure. This is
the method with metrics used to determine
the effort required for software development.
It should allow for efficiency, management, etc.
Refer to the worked example of Chapter 61.

4. Timesheet procedure. This defines how time-
sheet data is to be recorded and analysed for
progress monitoring and metric evaluation.

5. Progress monitoring procedures. These are
based upon metrics of an empirical nature
gathered from work on previous projects.
Progress is monitored in relation to these met-
rics. Refer to the section on project manage-
ment in Chapter 63.

6. Monthly report procedure. There should nor-
mally be monthly progress meetings with a
written monthly progress report. This covers
progress, issues, corrective actions, etc.

7. Procedure for software report. Normally writ-
ten by the application software manager at
the end of the project, this consists of a de-
tailed analysis of actual vs estimates of soft-
ware effort. It should include detailed break-

downs into types of activity, based upon aggre-
gated timesheet returns, for feedback into the
metrics. The report should also provide a frank
commentary on the problems encountered and
how to avoid them in the future.

8. Procedure for project report. Normally writ-
ten by the contract manager at the end of the
project. Similar to the software report but pro-
viding an overview of the project as a whole,
including a detailed analysis of costs. It is nor-
mal for a summary ofthis report to beproduced
forgeneral circulation.Suchproject profiles are
useful documents for sales support.

General Procedures

Procedures are required for handling all of the fol-
lowing:
1. Overtime forecasts and guidelines. The need

for consistent overtime to recover project time
scales should be identified and planned.

2. Holiday and illness forms. Staff holidays must
be reflected in project planning.

3. Secondment of end-user personnel. Involve-
ment of end-user staff in the supplier’s project
team is to be encouraged, but the seconded en-
gineer must be competent and able to work as
a team member.

4. Works visit reports. Visits to the end-user’s
works must be recorded, not only for invoicing
purposes but also to check that documentation
has been formally updated from the knowledge
gained.

5. Recruitment. Job descriptions, training records
and staff assessment all go towards ensuring
that personnel are correctly qualified to carry
out their allotted tasks and that documentary
evidence exists to justify involvement in the
project team.

6. Rules of professional conduct. These should be
based upon, and staff need to be aware of, the
guidelines of the professional institutions. For
example, how to respond to end-user pressure
for what they believe to be unsafe designs.

7. Cost and timesheet codes. Base data for metri-
cation and progress monitoring.
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66.9 Additional End-User’s
Procedures

There will be the equivalent of many of the GAMP
procedures in the end-user’s organisation,albeit in
a formoriented towards the end-user’s process sec-
tor. As far as the control and automation function
is concerned, additional underpinning procedures
are required to address the following:

• Analysis of costs and benefits. Refer to Chap-
ter 59.

• Formulation of user requirements specification.
Refer to Chapter 60.

• Process of vendor selection. Refer to Chapter 61.
• Auditing of suppliers’ quality procedures. Sup-

plier’s quality systems need to be audited prior
to vendor selection and thereafter on a regular
basis.

• Monitoring of project progress. Attendance at
monthly progress meetings is essential. The
monthly reports from the supplier’s contract
manager should be received and carefully re-
viewed. Causes, and potential causes, of delay
must be examined critically.

• Secondment of personnel to the supplier’s
project team.

66.10 Comments
It is perhaps useful to draw a distinction between
quality assurance, quality control (QC) and total
quality management (TQM). Quality assurance is
effectively open-loop:you say what you aregoing to
do,you do it,andyou check that you’vedone it.This
is underpinned by a raft of procedures and docu-
mentation to provide evidence. However, there is
no feedback.

With QC the loop is closed.Thus defects in the pro-
cesses of manufacturing a system and developing
its application software are identified. Feedback
then occurs to reduce the number of defects by
improving the procedures upon which those pro-
cesses are based. Such feedback and improvement
is most readily realised in a manufacturing envi-
ronment where a limited number of virtually iden-
tical products are being produced in bulk, say on a
production line. It is not so easy in the context of
the supplier of control systems where the products
are complex and every one is different.

The environment within which quality is re-
alised is said to be TQM if it satisfies the four ab-
solutes:

• The definition of quality is conformance to re-
quirements.

• The system for causing quality is prevention, i.e.
QC, and not appraisal.

• The performance standard is zero defects.
• The measurement of quality is the price of non-

conformance.

The characteristics of TQM are management com-
mitment, employee involvement, non-adversarial
management-employee relationships, recognition
of success and determination.

Observation

Good quality systems are not cheap.
Cheap systems are not good quality.

Acknowledgement. Permission to quote from the
GAMP guide and to include Figure 66.1, which is
an adaptation of the GAMP diagram on documen-
tation in the life-cycle, is gratefully acknowledged.
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Whenever a control system is ordered, there must
be a contract covering its purchase.Given the com-
plexity and cost of systems and the issues involved,
it is useful for the more senior engineers managing
such a contract to have some understanding of its
basis.

This chapter starts by introducing various as-
pects of contract law and then goes on to consider
the pros and cons of the two basic contract scenar-
ios: standard and model contracts. However, the
main thrust of the chapter focuseson the IChemE*
Model Form of Conditions of Contract for Pro-
cess Plant, subsequently referred to simply as the
Model Conditions. These were specifically devel-
oped for contracts for the purchase/sale of process
plant rather than control systems, so the emphasis
here is on interpreting the Model Conditions in the
context of control systems.The scenario addressed
is that in which a supplier produces a control sys-
tem for an end-user. It is assumed that the main

contractor and other subcontractors are respon-
sible for the field instrumentation and electrical
infrastructure. The so-called Red Book is consid-
ered in particular since most contracts for control
systems are on a lump sum basis.

This chapter is based upon the text by Wright
(2004)* which is an engineer’s guide to the Model
Conditions, referred to as the purple book. For a
more detailed understanding, the reader is encour-
aged to read both the text by Wright and the Model
Conditions for themselves.

67.1 Purpose of Contract
Thepurposeof a contract is to set out a legal frame-
work within which a supplier is responsible for de-
signing and developing a working control system
for an end-user.Every contract performs five func-
tions:
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• It defines the normal performance required of
each party to the contract.

• It defines how risk is shared between the parties:
technical, commercial, etc.

• It specifies how the contract can be varied which
allows changes to be accommodated without
having to re-negotiate the whole contract.

• It defines contract rules and procedures and, in
effect, becomes the rule book for running the
contract.

• It identifies most of the more predictable prob-
lems that might arise during the contract and
describes how they should be handled.

67.2 Contract Law
All projects are affected by the requirements of
the law. On issues such as planning, health and
safety, and environmental protection the law im-
poses requirements that are both specific and de-
tailed. However, as far as the law of contract is con-
cerned, it only imposes requirements where the
national interest is involved, such as prohibiting
restraints on freedom of trading. Otherwise, it is
largely concerned with the procedural aspects of a
contract, setting out the basis for:

• Who can make contracts
• What is required of a contract
• How a contract can be created
• How a contract can be ended
• How legal disputes concerning contracts should

be conducted
• How damages for breach of contract should be

calculated

One of the project/contract manager’s objectives
is to ensure that no legal problems arise and, if
they do so, that the rules have been followed. Most
contracts complete with any disputes being settled
without recourse to the law and without too much
emphasis on what the contract says.

However,if a more seriousdispute arises result-
ing in litigation, the precise meaning of the actual
words becomes vitally important.The law assumes

that a written contract is a complete and precise
statement of exactly what terms the parties have
agreed. The lawyer therefore asks “What did each
of the parties promise to do, and did they do it?”
The question is answered by reading the contract,
concentrating on the precise meaning of the words
used.

Engineers arenot used to using wordsprecisely
– they usewords in order to beunderstoodby other
people. Communication is largely by oral means; it
certainly isn’t done using the written word only.
And when engineers do communicate in writing
they use jargon and colloquialisms. However, a
contract uses words precisely and it is clearly im-
portant for the managers to understand precisely
what they mean: reference to a good dictionary is
essential.

Whereas the law protects individuals against
commercial exploitation, both as an employee and
as a consumer, the law of contract provides com-
panies with no such protection. Companies are
deemed to be competent and free to make their
own contracts,and mistakes.Every company is free
to drive as hard a bargain as it is powerful or clever
enough to achieve, even if the resultant contract is
damaging to another company. The golden rule of
commercial contracts is“if you don’t like the terms,
don’t take it”.

Many international contracts are subject to En-
glish law, largely by choice. This is partly because
most main contractors progress many projects
through their UK offices, and partly because many
countries’ legal systemsarebasedupon English law.
However,since theneedsof commerce are the same
the world over,most countries’ lawsof contract are
similar, and conversion to another country’s legal
system is well within the competence of a contract
specialist.

67.3 Relationships
Throughout contract law reference is made to the
“purchaser” and to the “contractor”. The parties to
whom these terms apply depends upon the strat-
egy for buying the control system:
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Table 67.1 Relationships between end-user, contractor and supplier

Relationship 1 2 3

End-user Purchaser Purchaser

Main contractor Contractor Purchaser

Supplier Subcontractor Contractor Contractor

1. The end-user may place a single contract with
a main contractor for the design and construc-
tion of a plant which includes the plant’s control
system,with the system supplier being handled
as a subcontractor.This is the arrangement that
most main contractors prefer.

2. The main contractor places a separate contract
for the control system with the supplier, rather
than handling the supplier as a subcontractor.
This arrangement is unusual.

3. The end-user places one contract for the plant
with the main contractor and a separate con-
tract for the control system with the supplier
directly. This is an increasingly common rela-
tionship for large and/or complex systems.

These three relationships are as depicted in Ta-
ble 67.1.

It is the third of these scenarios that is con-
sidered throughout the rest of this chapter. The
project manager is considered to be an employee
of the end-user and the contract manager an em-
ployee of the supplier.

67.4 Standard and Model
Contracts

Historically,contracts for control systems were al-
ways of the standard type. A standard contract is
typically drawn up by one of the parties,so is based
upon either the end-users’ standard conditions of
contract or the supplier’s standard conditions of
sale. There then follows some negotiation between
the two parties, the outcome of which is a compro-
misedepending upon the relative strengthsof their
negotiating positions. Such contracts are unique

in the sense that they relate to a particular end-
user/supplier pair and to the purchase/sale of a
specific system.

A standard contract is invariably biased in
favour of the company that drafted it, and the law
recognises this. So, if a dispute arises and results
in litigation, the law will generally interpret the
conditions against that company’s interest. How-
ever, this is not necessarily of benefit to the other
company because, to realise the benefit, it has to
embark on costly litigation and the outcome is not
guaranteed.

Increasingly, contracts for control systems are
of the model type. A model contact is based upon
model conditions of contract, typically produced
by a professional body or trade organisation. Such
contracts are generic in the sense that negotia-
tion between the end-user and supplier is simply
a question of agreeing key issues such as cost, de-
livery dates, penalty clauses, etc. The model con-
ditions are then accepted by both end-user and
supplier for the specific project/control system.

A model contract describes the various stages
of a project, allocates risks in a sensible way and
provides appropriate solutions to the more pre-
dictableproblems that may arise.Onceaccepted, its
model conditions are deemed to have been agreed.
The law accepts model conditions to be fair to both
the end-user and supplier and consequently does
not interpret the conditions against either party’s
interest.

67.5 IChemE Model Conditions
The IChemE developed its Model Conditions to
address the turnkey scenario in which a main con-
tractor is appointed by an end-user to builda plant
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on its behalf.They allow for plant design: this is in-
herently different to other model conditions. For
example, in the building sector, the ICE and RIBA
model conditions provide for building a structure
on the basis of designs produced by independent
architects. The main contractor’s role is to ensure
that the architect’s design is correctly realised. In
other sectors, the joint IMechE/IEE model forms
of general conditions of contract MF/1 (2002) and
MF/2 (1999) apply: they include design work and
are result based, but are more oriented towards
items of equipment rather than whole systems.

This emphasis on design is fundamental and is
of particular importance in the context of control
systems.The contract is not just to produce a work-
ing control system,but to produce a control system
that enables a particular plant to produce specified
products by some defined process. A major part
of the contract, therefore, concerns proving that
the control system functions exactly as required
by the contract and enables effective operation of
the plant/process. If it doesn’t, for reasons which
are not the responsibility of the end-user, then the
supplier is in breach of contract.

There is a set of nine IChemE model forms of
contract, each referred to by colour, of which the
Red Book relating to lump sum contracts, Green
Book relating to reimbursable contracts and the
Yellow Book relating to sub-contracts are the most
relevant. Both the Red and Green Books are suit-
able for the turnkey scenario in which the supplier
is responsible for:

• Provision of all the resources and facilities nec-
essary to realise the contract.

• Design of the control system,bothhardware and
software.

• Procurement of hardware and construction of
the system.

• Development and testing of the software and in-
tegration of the system.

• Delivery of the system to the end-user’s works
and installation.

• Provision of support during commissioning of
the plant/process.

• Issue of testing and performance guarantees.

This will typically involve:

• Provision of extensive information by the end-
user for production of the DFS.

• Provision for verification of testing by the end-
user.

• Liaison with electrical subcontractorsregarding
installation at the end-user’s works.

• High quality project management by both the
end-user and the supplier.

• Employment of a range of engineering skills:
chemical, electrical, software, etc.

Control systems are complex and this is reflected
in the relationship between the end-user and the
supplier. It involves a number of different inter-
faces between the parties at the various stages of
specification, design, testing, acceptance, installa-
tion and commissioning. All of these interfaces
must be controlled throughout the contract. The
IChemE’smodel conditions are the only ones avail-
able that are sufficiently sophisticated for handling
this complexity.

67.6 Lump Sum vs

Reimbursable Contracts
Contracts for control systems are normally on a
lump sum basis, although there is a strong argu-
ment for saying that the hardware should be of a
lump sum nature and the application software paid
for on a reimbursable basis.

67.6.1 Lump Sum

A lump sum contract is one in which the price of
developing a system is either fixed or else is subject
to a cost/price escalation formula. It may include
some items priced on a day-rate basis.

For the supplier to agree to a fixed price con-
tract it must be possible to assess all the technical
and commercial risks so that these can be allowed
for in the contract price.This requires that the end-
user’s enquiry, i.e. the URS,be detailed. In practice,
the URS is seldom in sufficient detail for suppli-
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ers to give a fixed price at that stage, as discussed
in Chapter 60. There follows a competitive tender-
ing process, as described in Chapter 61, in which
each supplier is given reasonable time to make its
best possible estimate of the costs involved. Some
of these costs, typically the hardware and system
software,may be fixed but the application software
estimate will almost certainly be subject to later
revision. Vendor selection invariably involves ne-
gotiation about costs and time scale, and results
in a contract being placed. The DFS is then for-
mulated jointly by the end-user and supplier, and
the software estimates revised into a fixed price as
explained in Chapter 62.

The contract should then be run “at arms-
length” by a project manager on behalf of the
end-user. The project manager is given the pow-
ers and information necessary to determine the
supplier’s progress and hence exercise control over
the project. However, the supplier’s contract man-
ager is in control of the work being done and the
end-user may not interfere with that, although the
end-user may instigate changes. Most fixed price
contracts run smoothly but there is always a con-
frontational element in the project management
relationship.

For the supplier a lump sum contract is com-
paratively high-risk and high-profit. Thus the Red
Book is suitable for contracts where the supplier
can identify and price for the risks involved, i.e.
where the requirements of the control system
are clear before the contract is signed and the
timescale is not excessive.

67.6.2 Reimbursable

A reimbursable contract is one in which the end-
user buys skilled resource from the supplier which
is then paid for on a day-rate basis. It may include
some items on a fixed price basis, such as purchase
of hardware and sub-systems, third party software
and subcontracted work.

Because it is basically effort only that is be-
ing provided, the supplier is much more certain
of making a profit on a reimbursable contract: it is
low risk and should only be low profit.However, for

the end-user, a reimbursable contract is compara-
tively high risk. The cost is much less certain than
for a fixed price contract: indeed, it is potentially
open ended. The end-user carries the risk because
the supplier cannot price for risk as with a lump
sum contract.

Reimbursable contracts are more suitable than
lump sum for projects that have a high degree of
uncertainty in design, timescale or risk. They are
particularly suitable for projects where:

• The project is small and the cost of setting up a
fixed price contract is disproportionate.

• The project is fast track: setting up a reim-
bursable contract takes far less time than a lump
sum contract. The end-user only has to roughly
specify what is required to enable the supplier to
estimate the resource required for the contract
to be agreed.

• The end-user wishes to pool resources with the
supplier in a joint development.

Since a collaborative, rather than confrontational,
approach is the essence of a reimbursable contract,
the project manager is given many more powers to
obtain information from, and to control the day to
day work of, the supplier and any subcontractors.
The end-user therefore needs to provide a higher
level of project management than for a lump sum
contract.

The essential differences between lump sum
and reimbursable contracts are summarised in Ta-
ble 67.2.

67.7 The Red Book
The Red Book is of particular relevance to con-
tracts for control systems. Its various clauses may
be grouped into categories, as in the following Sec-
tions 7 to 13. A commentary is provided on those
clauses that seem to be the most significant in the
context of automation. To simplify cross reference,
the paragraphs are indented with the clause num-
bers [in brackets] from the Red Book as appropri-
ate.
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Table 67.2 Differences between lump-sum and reimbursable contracts

Lump sum Reimbursable

Relationship Arms length. Adversarial and potentially
confrontational

Collaborative. Requires higher level of man-
agement

Discipline Penalty clauses impose discipline on supplier.
Specification to be complied with.Fixed price
and timescale to achieve

No price constraint:more time spent the big-
ger the supplier’s profit. Specification and
time scale may not be fixed

Management End-user’s project manager observes sup-
plier’s progress and administers contract

Project manager needs to impose restraint
through target cost arrangements, reporting
procedures, etc.

Incentive Supplier’s incentive is to reduce costs by run-
ning contract efficiently and designing down
to specification. End-user must ensure spec-
ification is adequate

Supplier encouraged to over-design. Con-
tract must give end-user incentive to manage
the supplier effectively

Risk Supplier takes high risk but this is reflected
in cost of the contract. Low risk to end-user

Supplier’s risk is low.Profit is low but certain.
High risk to end-user

Change Rigid contract structure makes coping with
change difficult.Late changes have major im-
pact on cost and time scale. Strong manage-
ment of change required

Designed to cope with change, but this still
has to be managed

Procedure and General Clauses

The Red Book sets out the form of agreement to be
used in setting up a contract. It lists the additional
documents needed to make up the contract:

• The specification, i.e. the URS and/or DFS. This
part of the contract cannot be written by a
lawyer.

• The special conditions which adapt the Model
Conditions to suit the particular contract.

• The schedules: description of work to be done,
documentation for approval, times and stages
for completion, etc.

Contract Interpretation

A list of defined terms start most contracts. These
are a form of shorthand and will always have their
defined meaning wherever they are used in the
contract. For example:

• “Documentation” means all forms of documen-
tation, technical or otherwise, including draw-
ings, calculations and information held in com-
puter readable form such as database listings.

• “Materials” means everything that the supplier
provides that is intended to be part of the con-
trol system. This obviously includes the system
hardware and both the system and application
software.

• “Agreed rate” defines the basis upon which in-
terest is to be paid on late payments. The Model
Conditions take the view that the rate should be
high enough to discourage deliberate late pay-
ment.

Responsibilities

[3.2] All work has to be carried out by the sup-
plier safely and in accordance with good en-
gineering practice but subject to the express
conditions of the contract. This means that
once the contract is agreed,of which the DFS
is part, the system must be developed to the
satisfaction of the project manager.

[3.6] The end-user can demand that the supplier
retains the necessary resources within the
project to enable satisfactory completion.



67.7 The Red Book 549

[3.8] Both the end-user and supplier are required
to maintain a QA system as described in
Schedule 13.

The provision of information by the end-user re-
quires careful control since delays can cause major
problems to the supplier for which extra cost and
time can be claimed.

[4.1] The end-user must provide, through the
project manager, all the agreed information
required in a timely manner to enable the
project to be completed on time.

[6.1] The supplier undertakes to bear the cost
of carrying out the contract and takes the
risk of correctly interpreting the information
provided.

[6.2] The end-user takes responsibility for all the
information provided through the project
manager. Inaccurate (and incomplete) infor-
mation can lead to the end-user paying the
supplier additional costs and profit thereon.

The supplier will require informationto be in writ-
ing, and to be formally handed over. When infor-
mation provided by the end-user prior to the con-
tract being awarded is to be used, that should be
included in the contract as an additional schedule.

Intellectual Property

One concern is the licensing and use of third party
packages as part of the control system.

[8.1] The supplier must enter into a licence agree-
ment with the third party for use/supply
of the package which covers the supplier’s
needs for integrating the package with the
control system and testing it. The cost of the
package is incorporated in the contract with
the end-user.

[8.3] Each party (end-user and supplier) is re-
sponsible, and carries the cost of any dis-
pute, if information it provided is found to
infringe intellectual property rights. In prac-
tice, if infringement occurs, the third party is
most likely to take the end-user to court: the
end-user ismorevulnerablehaving made the

investment in the system which may not be
viable if the claim is successful.

[8.4] Sets out the procedure to be followed when
the supplier is responsible for the infringe-
ment and ensures that the problem is dealt
with promptly and the end-user is kept fully
informed.

A key issue is ownership and possible futureuse by
the end-user of the supplier’s design information.

[8.6] The supplier retains the copyright in the
drawings and other documents provided un-
der the contract and has the right to redress
for any unauthorised use made of them.

[8.7] The end user has the right to use them in re-
lation to the operation and maintenance of
the plant/process for which the control sys-
tem was supplied.After seven years, the end-
user also has the right to use them for other
purposes in relation to that control system,
such as upgrading the system or replacing it.

[8.9] Within one month of signing the Acceptance
Certificate, the supplier must hand over to
the end-user all relevant codeand documen-
tation for the application software, and such
documentation as is necessary for the end-
user to maintain,modify and support the ap-
plication software.

An area not specifically covered by the Red Book
is ownership of the software, either system or ap-
plication, provided by the supplier. However, the
law is that copyright in software remains with the
writer until transferred, and thus will normally re-
main with the supplier since there is nothing in the
Red Book to transfer this to the end-user.

Termination

There are fairly standard clauses which enable the
end-user to terminate the contract, either in case
of breach of contract by the supplier or for the end-
user’s convenience.

[42] Allows termination at the end-user’s con-
venience. Likely circumstances are that the
end-user has decided to delay, or abandon,
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building of the plant for which the control
system was ordered. Such termination is at
the end-users expense, which can be con-
siderable.

[43.1] Covers termination if the supplier is in fi-
nancial difficulty.

[43.2] Covers termination if the supplier ceases to
continue with the contract or is in major
breach.

[43.3] Permits the end-user to makealternative ar-
rangements to provide the control system,
e.g. appoint another supplier.

In the latter case, jumping ships in mid stream is
very risky and is seen as the last resort. Further-
more, the complexity of contracts for control sys-
tems is such that both the end-user and supplier
are regularly in breach. It is most unlikely that the
end-user would be totally blameless and, as a con-
sequence, the supplier will always strongly contest
termination for breach of contract.

Decisions

This lays down rules governing communications
between parties.

[5.1] All decisions must be made in writing. Any
oral decision must be confirmed in writing
within seven days.

[5.2] Any challenge to a decision must be made, in
writing, within 14 days of receipt.

Note that there is no provision for communicating
decisionsby faxor email.Whilst these are generally
considered to be equivalent to“made in writing”, it
is recommended that they be covered by a Special
Condition.

Disputes Provision

If disputes do arise, the hope is that parties can set-
tle by negotiation rather than litigation.The Model
Conditions provide three methods of dispute res-
olution: mediation, use of an expert or by arbitra-
tion.

[45.7] Mediation is the quickest but requires both
parties to be willing to admit to their own
errors and hence amenable to compromise.

The mediation process is normally com-
pleted in one day with the mediator first
understanding each party’s case and then
encouraging compromise.

[47] The expert is used to resolve differences
of opinion, rather than disputes, between
the end-user and supplier on factual mat-
ters. This allows speedy resolution and pre-
vents a disagreement from dragging on and
souring relations. The expert’s decision is
binding and not open to appeal. The rate
of pay for the expert is agreed in advance,
but which party pays what proportion is de-
cided by the expert as part of the resolution.

[48] Arbitration is more formal. Both parties
present their cases to an arbitrator who
is technically competent to understand the
problem.The arbitrator will then give a rul-
ing which the parties must abide by. This
procedure is cheaper and often preferable
to court action because the level of techni-
cal competence within the judiciary is ex-
tremely limited.

67.8 Project/Contract
Management

Large tracts of the Red Book are concerned with
the management of the contract and the project.
These are pulled together in the following section.

Management Personnel

The essential structure of the contract involves
a manager appointed by each party. These two
persons, the end-user’s project manager and the
supplier’s contract manager, must be individually
identified by name in the contract and are respon-
sible for its overall management. Each has full au-
thority to control the running of the contract and
to act on behalf of the company they represent.

[11.1] Sets out the standard of conduct expected
of the project manager who, in particular,
is required to take care to avoid any signifi-
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cant degree of bias when making any deci-
sion which has an effect on the technical or
commercial interests of the supplier.

[12.4] Requires the supplier to make every effort
not to move key personnel named in Sched-
ule 8 until their contributionhas been com-
pleted.

[12.5] Allows the project manager to take action to
remove any member of the suppliers team
at the end-users works for incompetence
or serious misbehaviour. Realistically, this
could only be an issue during the installa-
tion andcommissioning phasesof a project.
Because removal of a team member is likely
to be contentious, the clause specifically
prevents the project manager from delegat-
ing this disciplinary function.

Program and Time Management

TheModel Conditionsdeal with the supplier’s obli-
gations with respect to time in a number of differ-
ent ways. The contract:

• Will include a Schedule 11 setting out the dates
for various stages of completion. It is normal
to include Gantt diagrams of the project’s time
scales.

• Will include a Schedule 12 setting out the liqui-
dated damages (this is simply a legal term for
agreed penalties) for non-compliance with the
Schedule 11 dates.

It is important that both the end-user and supplier
satisfy themselves as to each other’s capability to
comply with the intended program before the con-
tract is signed.

[13] The supplier must submit a program of work
to be done which contains adequate detail
for project management. This has to be done
within 14 days of commencement of the
project, which is usually taken to be the con-
tract date, the intention being not to waste
time.

This may seem to be a short time scale for the de-
tailed planning of a complex project, but most of

the major issues of resource requirements and de-
ployment should have been considered during the
tendering process and an outline program already
produced.

The supplier should indicate what documenta-
tion and other information is required of the end-
user, and when it is needed, to enable the project
manager to plan the end-users resource.

The project manager is given considerable
powers in the event of the supplier being in se-
rious delay. The supplier can be instructed to take
proper action to retrieve the situation. The project
manager can make revisions to the program if the
supplier fails to put forward a proper proposal and
can demand that the supplier’s best endeavours be
used to remedy thedelay at the supplier’s cost.“Best
endeavours” means that the supplier will only be
excused for failure to succeed if it can be demon-
strated that it was virtually impossible to succeed.

Documents and Approvals

[20] Sets out the provision for approval by the
project manager of the system drawings and
software design submitted by the supplier.

This seems a little bit odd because the end-user
does not necessarily have the expertise to ap-
prove detailed designs. Nevertheless, this enables
the project manager to:

• Identify information missing from the docu-
mentation that is the end-user’s responsibility
to provide.

• Raise comments and queries on any aspects of
the designs.

• See, perhaps for the first time, the detailed de-
sign of the system in its entirety.

After approval, the supplier’s obligations are in-
creased to the extent that a system is to be supplied
that complies not only with the contract but also
in accordance with the approved documents.

The list of documents should be jointly agreed
and included as Schedule 2 and their dates of sub-
mission included in Schedule 11. The DFS and the
various test specifications must be included.
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[21.3] Deals with the situation when the project
manager is unwilling to approve the sup-
plier’s designs.

The Model Conditions assume that, since the sup-
plier is taking the risk and responsibility to design
the control system for the contract, the supplier
has the right to decide what that design should be.
The project manager may only refuse to approve
if the design does not comply with some express
provision of the contract or is contrary to gooden-
gineering practice. This prevents the project man-
ager from influencing the design according to the
end-user’s opinion.Anydisputed approval must be
referred to an expert.

[21.6] Gives the project manager the right to in-
spect, but not to copy or keep, all system
drawings and software designs (including
those of any third parties) other than those
which contain confidential information.

[21] Deals with the practical problems caused
by mistakes in documentation.The supplier
will charge for correcting errors caused
by erroneous information supplied by the
end-user. If the end-user has carried out
abortive work due to incorrect documen-
tation provided by the supplier, the latter
must bear the cost, subject to a cash limit of
1% of the contract value.

Subcontracting

In any major project there is a potential conflict
of interest over subcontractors although, as far as
control systemsare concerned,most suppliers tend
to prefer to do the work in-house. Nevertheless, in
as much as sub-systems and third party software
involving subcontractors are used,the supplier will
want freedom of choice to minimise costs. These
may well be dominated by the effort associated
with integration and testing rather than the direct
costs.The end-user will want to standardise on cer-
tain preferred suppliers on commercial, spares and
maintenance grounds.

[9] This gives the supplier maximum freedom to
sub-contract. However, no sub-contracting re-

duces or changes the supplier’s responsibilities
to the end-user under the contract. The only
exception to this is for so-called nominated
subcontractors.

The options available to resolve this are to:

• Give the supplier complete freedom of choice.
• Give the supplier freedom of choice subject to

approval by the contract manager for major
third party packages or sub-systems.

• Include a list of approved suppliers in the con-
tract.

• Use nominated subcontractors.

[10.7] Requires the end-user to accept the respon-
sibility for failure to perform of any nomi-
nated subcontractor.

The nominated subcontractor concept, logical
though it may seem, can be difficult to handle, es-
pecially if the end-user has no bargaining power.
There are two precautions that can be taken to min-
imise the risk:

• To ensure that a potential subcontractors is un-
aware of its nominated status.

• To set up a separate agreement with the subcon-
tractor in advance of nomination to set out the
contractual arrangements should Clause 10.7 be
activated.

Project Progress

[29] Provides for monthly progress meetings.
These should be chaired by the project man-
ager which allows for direct communication
by both teams with the end-user on a regular
basis.

[3.7] Sets out the requirement for monthly
progress reports by the supplier.

Pre-Delivery Inspection

Thisonly relatesmeaningfully to the system’shard-
ware (see also hardware acceptancebelow).Repair-
ing or replacing defective equipment is much more
expensive in time and money once the system has
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left the suppliers factory. The contract will there-
fore include descriptions of pre-delivery tests to be
carried out at the supplier’s premises before being
accepted for delivery to site.

[22] Gives the project manager the right to visit
the premises of the supplier and any sub-
contractors to observe these tests. There is
also the right to visit to inspect equipment
in the course of manufacture.

[22.4] Allows the project manager to notify the
supplier if tests are required by the end-
user in addition to those specified in the
contract.

Note that the testing requirements are not nor-
mally known at the time of placing the contract.
That is because, in general, they cannot be speci-
fied until the design work is complete. The details
are included in the DFS and test specifications ap-
proved under Clause 20.

Also note that any subcontractor will charge
the supplier for additional testing not covered by
its original purchase order. This could lead to a
claim for a variation order. The project manager
should indicate, as far as is practicable, any such
tests required so that the supplier can make ade-
quate provision when ordering.

Site Activities

The Red Book says little about the installation
of the control system on the end-users plant. In
essence it leaves the interface between the control
system, the field instrumentation and the rest of
the electrical infrastructure to the professionalism
of the main contractor.

It also assumes that the approved test specifi-
cations and procedures are sufficient to prove that
the control system performs exactly as required by
the contract to produce the desired result in rela-
tion to the plant/process.

[25] This is a standard“vesting”clause whichmin-
imises the disruption to the end-user in the
event of the financial collapse of the supplier.

If a company goes into liquidation, the liquidator’s
duty is to convert the company’s assets into money

for distribution to its creditors. Those assets will
therefore be sold to the highest bidder. The pur-
pose of a vesting clause is to transfer ownership of
materials to the end-user before acceptance of the
system is complete.Thus when the end-user makes
stage payments, the ownership of those materials
is acquired. This applies to all materials, whether
developed by the supplier or produced by a sub-
contractor.

67.9 Testing and Acceptance
This is the most critical part of a contract for any
control system because it is the culmination of ev-
erything the supplier is committed to doing and,
upon successful completion, the supplier is paid.
The tests are also critical for the end-user who then
takes full ownership of the system and assumes re-
sponsibility for the risk, i.e. the guarantee/defects
liability period starts.

The purpose of testing is to demonstrate that
the system meets its specification.The Model Con-
ditions assume that an agreed set of tests is a fair
examination of whether or not the system satisfies
the contract. If the tests are too stringent or too lax,
the result may be unfair to one party or the other.
The three stages of testing articulated in the Model
Conditions should be interpreted in the context of
a control systemasbeing hardware acceptance, fac-
tory acceptance (FAT) and works acceptance. The
various test specifications should have all been in-
cluded in Schedule 16 and approved as part of the
contract under Clause 20, as described above.

Hardware Acceptance

This demonstrates that assembly of the system
hardware is complete and that standard system
software functions effectively on the hardware
platform (see also pre-delivery inspection above).

[32] Requires the supplier to generate a hardware
assembly completion report for submission
to the project manager when the system is
ready for inspection.
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The supplier should prove that the system meets its
hardware acceptance test specification.This should
be witnessed by the project manager who should
check in particular that:

• The system has been assembled in accordance
with the hardware design specification.

• No hardware items are in poor or damaged con-
dition.

• That the system hardware functions effectively
as per its hardware acceptance test specification.

System Acceptance (Factory)

Factory acceptance testing (FAT) is essentially a
question of proving to the end-user that the appli-
cation software, runningunder the real-time oper-
ating system on the hardware of the target system
with simulated I/O, is correct and functioning in
accordance with the DFS.

FAT was introduced in Chapter 62. Its require-
ments will have been developed as part of the de-
sign process, as outlined in Chapter 63.

[33] Permits a major stagepayment to the supplier
upon completion of factory acceptance.

This will depend on what stage payments have al-
ready been made, but some 80% of the total con-
tract value should have been paid upon comple-
tion of FAT. This is not unreasonable since, by this
stage, the system hardware has been built and all
the effort in developing and testing the application
software has been expended.

System Acceptance (Works)

Thepurposeof works acceptance is to demonstrate
that the control system functions exactly as re-
quired by the contract and enables effective opera-
tion of the plant/process for which it was designed.
Formal acceptance normally comes after the appli-
cation software has been commissioned. Testing
for commissioning purposes is covered in detail
in Chapter 64. It should be recognised that dur-
ing commissioning the plant is still at the teething
stage and the control system will still need fine
tuning.

[35] Referred to as performance tests in the Red
Book but as commissioning tests in practice,
these should:

• Relate to the DFS and the agreed accep-
tance test schedule.

• Be of a functional nature, concentrating on
sub-systems.

• Each have an unambiguous expected out-
come.

• Be selective: it is not possible to test every-
thing.

• Not be unreasonably long since the sup-
plier’s support is paid for on a pro rata ba-
sis.

Works acceptance is of great interest to both par-
ties. The end-user wants the control system func-
tioning as soon as possible to enable the plant to
be operated. However, at the same time, the end-
user does not want to accept a control system that
is not functioning effectively because, in doing so,
the supplier is relieved of responsibility for cor-
recting faults. Acceptance results in the balance of
the contract value being paid, typically 20%, starts
the guarantee period and frees the supplier from a
major contractual hook.

Performance Guarantees and Liquidated
Damages

Works acceptance testing is used to determine
whether the control system performs effectively
and, if not, to establish the extent to which its func-
tionality is lacking. If the shortfall is minor and
due to reasons attributable to the supplier, then
the end-user may accept the system subject to pay-
ment by the supplier of liquidated damages. These
are often related to a number of different parame-
ters.Hardwareparameters suchas reliability,speed
of response,etc.are relatively easy to quantify: soft-
ware parameters such as functionality, correctness
of logic, etc. are difficult. Guidelines for setting up
liquidated damages are:

• Parameters which cannot be measured accu-
rately should not carry liquidated damages.
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• Only parameters that relate to the performance
of the control system, as opposed to the plant,
should carry liquidated damages.

• Always allow for measurement tolerance on the
parameters.

• Three parameters at most should be subject to
liquidated damages.

• One,perhaps two,parameters should be manda-
tory with no shortfall allowed.

• Performance tests and liquidated damages
should be included in Schedule 16.

If the shortfall is major and due to the supplier
then substantial damages will become payable.
Also, the system will require to be modified and
re-submitted for testing.

Acceptance Certificate

[36] To be issued by the project manager upon the
successful completion of acceptance tests and
allows the supplier to be paid.

67.10 Changes and Variations
This is the area most likely to cause management
difficulty. The issue has already been considered
in Chapters 64 and 66 from technical and quality
points of view respectively. Change is very much a
function of the complexity of a project, rather than
its size, and of the timescale. Invariably, changes to
the control system arise from modifying the plant
to improve its performance, or changing the pro-
cess to meet market conditions. These are largely
within the control of the end-user. Occasionally
changes occur outside the control of both parties,
such as the requirements of regulatory bodies.

From a contractual point of view, managing
change is problematic:

• On a lump sum contract, the supplier is in a
monopoly situation and the project manager’s
position is weak.

• Variations orders are not the most cost effective
way of getting work done by the supplier. Not
only do they interfere with the existing project

planning but also have to be done piecemeal
and often with urgency.Variations therefore cost
more than the same work would have done if
they were part of the main contract.

• The project manager has difficulty in assessing
the true cost of the work involved.

• The contract manager will demand an increase
in cost to avoid a loss of profit to the supplier,
and an increase in timescale to avoid being pe-
nalised for late delivery. The project manager is
obliged to defend the end-user against both of
these increases.

• Control systems are very vulnerable to change
because, being highly integrated, changes in one
sub system may well lead to changes in others.

The Model Conditions assume that some change is
inevitable and provide the project manager with a
range of options.They also assume that the project
manager is sufficiently competent to properly ne-
gotiate variations orders with the contract man-
ager. With regard to the control system, the only
relevant categories of change are due to changes in
legislation and variations orders.

Changes in Legislation

[7.3] If these occur after the contract is signed and
increase the cost of the contract, the end-
user has to reimburse the supplier’s addi-
tional costs, without additional profit, and
agree to an extension on delivery dates.

Variations Orders

Only the project manager can initiate a variation
order, and this must be done in writing.

A variation is considered to be:

• Any change to the DFS that affects the work be-
ing carried out by the supplier, no matter how
small. This excludes clarifications.

• Any change imposed on the supplier’s methods
of working not explicitly articulated in the DFS,
such as the methods of testing or documenting
software.
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• Any change to the program of work: refer to
Chapters 63 and 66.

The Model Conditions consider that it is unaccept-
able for the project manager to have the right to
change a contract more than is reasonable since
this could put excessive strain on the supplier’s
ability to deliver.

[16.7] Allows the contract manager to object to
any variation that:
• Brings the total cost of all variations to

more than 25% of cost of the original
contract.
• Causes infringement of any third party

agreement, such as a software licence.
• Requires expertise beyond the supplier’s

capability, unless a suitable subcontrac-
tor exists.

[16.4] Gives the project manager the right to call
upon the supplier’s expertise to explore po-
tential variations. This must be paid for at
reasonable profit.

Valuation of Variations

Many variationswill be carriedout on thebasis of a
fixed price agreed in advance.However, the project
manager may agree the price of a variation at any
time: either in advance, during or after the work
has been done. The cost of the variation must al-
low the supplier a profit.The supplier’s booksmust
be opened to the project manager.

[19.1] When a variation order is issued, its cost
must be a reasonable amount which in-
cludes a reasonable profit.

This clearly depends on circumstances. The end-
user should expect to pay a higher pro-rata price
for the variation than the contract because of the
uncertainty. As far as the reasonable profit is con-
cerned, this would normally be above, but not
excessively, the profit level built into the contract
which must have been acceptable to both parties
in the first place, otherwise they wouldn’t have
signed it.

[16.9] Allows the project manager to use the open
book approach to the pricing of complex
variations. The supplier must preserve the
recordsof all the costs of carrying out all the
work on any variation whose price is yet to
be agreed,and allow the project manager to
inspect these.

Disputes

Disputes over the effects of a variation order on
price, specification and delay are always a potential
problem in large contracts. One solution is to leave
resolution of the dispute, as opposed to the vari-
ation itself, until the end of the contract because
everybody is too busy to handle the extra work.
This causes difficulties for both parties and vari-
ations problems are best settled at the time they
occur.

[16.7] Provides that either side can insist on the
appointment of an expert who could re-
solve the issue in weeks, rather than the
months which it may well take otherwise.
This reduces the risk of acrimonious argu-
ment during or at the end of the contract.

Supplier’s Proposals for Variations

[3.5] Requires the supplier to make the project
manager aware of any possible improve-
ments to the DFS for the control sys-
tem which would enhance the operabil-
ity and/or safety of the plant/process and
thereby benefit the end-user.

[17.1] Requires the supplier to put forward a pro-
posal to change the hardware and/or soft-
ware for such an improvement.

[17.3] Covers the situation where the supplier has
detected an error in the DFS.

67.11 Delays and Lateness
Liability for lateness is a serious risk for a supplier
because, in practice,most projects are late for most
of the time. It is impossible to predict at the start of
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a contract how late a system will be, why it will be
late andwhat the effect of the latenesswill beon the
end-user. But, without doubt, serious delay of the
delivery of a control system or its successful com-
missioning will prevent the plant from coming on
stream and the consequential losses are potentially
massive. The supplier must therefore take steps to
limit that liability and any claims for losses.

Under the UK law of contract there are only
three contractual situations regarding time: time
of the essence, estimated delivery date and liqui-
dated damages.

1. Time of the essence. The time dimension is a
major factor in a commercial contract and a
promise to complete by a certain date is of par-
ticular importance. This date is to be regarded
as “of the essence” and a failure to meet that
commitment is treated as a serious breach of
contract. Note that it is not necessary to state
that time is of the essence, although many do:
the mere fact that a fixed date or period is stated
is sufficient. Thus, if the supplier is late by just
one day, the end-user may claim damages for
breach of contract or treat the contract as can-
celled and refuse delivery.

2. Estimated delivery date. In the event of there
being no date for delivery or completion in the
contract, the law requires the supplier to com-
plete within a reasonable time. If the contract
sets a date that is stated to be approximate or
an estimate, the supplier must complete within
a reasonable time of that date. In practice this
is taken to be within 10–15% of the original pe-
riod. If the supplier fails to deliver within that
time, the end-user can claim as if it is a normal
“time of the essence” situation.

The damages that may be claimed for are those
that can be proved to have been suffered by the
end-user and which the supplier could have rea-
sonably foreseen, or was told about, at the time the
contract was signed. This is a serious position for
both parties:

• There is no right in law to claim an extension
to the delivery date for reasons beyond the sup-
plier’s control.

• The supplier may be liable for damages but has
no way of knowing the amount.

• The end-user has to prove that the losses have
occurred: this is often harder that it may seem.

Whatever benefit the end-user may get from recov-
ering damages,what is really required is a working
control system as early as possible, even if it is a
little bit late. The end-user does not want to go to
law, risk losing the contract, and then have to start
from scratch again with a new supplier.

The Model Conditions provide the means
which allow the end-user to direct a supplier to
minimise lateness.

[15] This is the liquidated damages clause (to-
gether with Schedule 12). It encourages the
supplier to strive to minimise lateness and
gives the end-user some redress without hav-
ing to prove too much in the way of losses.

3. Liquidated damages.A sum agreed by both par-
ties as a genuine pre-estimate of the damage
caused to one party by a breach of contract by
the other. The pre-estimate need not be accu-
rate provided that both parties have agreed it
and it bears some relation to reality. In prac-
tice, liquidated damages bear little relation to
the potential maximum or minimum damage
that might be suffered by the end-user in the
event of serious lateness by the supplier.

Unlike normal contract law, the Model Conditions
provide for extensions of time.

[14.1] Sets out the procedure for claiming exten-
sions of time and the rights of the supplier
to claim extensions in a range of situations
apart from force majeure. One such situa-
tion is the late supply of information by the
end-user.

[14.2] Uses the term “force majeure” to mean
events outside a party’s control, such as ar-
son,and allows an extension to the contract
period in the event that either the end-user
or supplier are so delayed.

[14.6] Allows either party to bring the contract to
an end if force majeure circumstances cause



558 67 Contracts

work to be stopped for a continuous four
month period.

Also the Model Conditions provide for suspension
of contracts. There is always the risk with a long
contract that some unexpected serious problem
will occur. The supplier may have committed a se-
riousdesign error,or some intractable system soft-
ware fault may have emerged. The end-user’s mar-
ket conditionsmay have changed requiring time to
investigate whether alternatives are viable.

[41] Allows the end-user to suspend the contract.

This clause should only be used when really nec-
essary. It will reduce the supplier’s costs, not stop
them, and will result in additional cost to the end-
user in the long term. The supplier’s team has to
be kept together and any subcontractors kept idle
but ready to restart when requested in a situation
of some uncertainty. Neither party can allow sus-
pension to last indefinitely.

67.12 Defects, Site Accidents,
Insurance and Exclusions

Human error is inevitable. So there will be faulty
hardware anddefective softwaredesign in any con-
trol system supplied to an end-user. There will
also be mistakes made during commissioning. So,
a very real risk exists that the system could be re-
sponsible for forcing the plant or process into a
dangerous state.Any such incidents could result in
a major claim for damages, direct or consequen-
tial, if they lead to accidents or significant loss of
production. It is impossible to predict when such
incidents occur and how serious they will be.

There are threedifferent typesof liability under
which the supplier may have to pay damages to the
end-user or third parties: liability under contract,
liability in tort, and liability under statute.

1. Liability under Contract. This is covered by the
Sale and Supply of Goods Act (1994). Amongst
other things, this requires that goods must be of
satisfactory quality and reasonably fit for pur-

pose. Clearly if a control system fails to meet
its specification (DFS) as agreed with the end-
user, there may be a breach of the act. The sup-
plier is also responsible for any subsystems or
third party software provided by subcontrac-
tors. The end-user can claim for damages, re-
ject the system, or both. The damages that may
be claimed are for direct (as opposed to con-
sequential) losses and damage which the sup-
plier could, and should, reasonably have fore-
seen would have resulted from the breach. The
damages are not limited in any way.

2. Liability in Tort. Tort is a private or civil wrong
committed to a person. Thus the supplier is li-
able to anyone to whom there is a duty not to
cause damage or injury through negligent ac-
tions or omissions. The law of negligence re-
quires a duty to take care.Thus, if it can be fore-
seen that negligent or reckless actions could
cause damage or injury to any person, the sup-
plier owes a duty to that person to take reason-
able care. When one party owes another a duty
of care and then causes damage or injury to that
person, the former is liable to compensate for
all loss of any type that could be foreseen, how-
ever great the scope. The law allows the parties
to a contract to agree to exclude claims in tort.

3. Liabilityunder Statute.This includes,under the
Employer’s Liability Act, responsibility to pro-
vide insurance cover against industrial injury
suffered by employees. Accidents at the end-
users works, typically during commissioning,
will be dealt with under the law of negligence.
The arguments are similar to the above.

The supplier carries unlimited liability under these
laws and could face enormous claims. However,
subject to the agreement of the end-user, the law
permits such liabilities to be excluded by clear
wording of the contract.

The end-user is also in an unsatisfactory posi-
tion because:

• The law of contract requires systems to be func-
tioning effectively when supplied but does not
allow for maintenance contracts and after sales
support. This is not of much practical use. If a
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system is defective, the end-user wants it sort-
ing out as soon as possible and does not want to
waste time and money going to court to claim
damages.

• To beable to claimdamages in the event of major
loss, the end user not only has to prove damages,
but also that the defect which caused the dam-
age was in the system when supplied and not
caused by misuse by the end-user. In the context
of a control system, unless change control is en-
forced rigorously, it is not at all easy to prove that
minor software changes by the end-user did not
inadvertently cause other defects.

• The only way money can be guaranteed to cover
losses is through insurance.However, small sup-
pliers will only have limited insurance cover and
even a large supplier will not have enough to
cover a major loss. Furthermore, processing a
complex claim against several suppliers can take
several years to settle.

Insurance

The simplest solution to all three of these difficul-
ties is for the end-user to insure the whole plant,
including the control system, and to take out cover
to the total value of those assets. Insurance cover is
no longer uncertain.Blanket cover taken out by the
end-user is cheaper than a multiplicity of policies
taken out by the suppliers, all of whom have to pass
on their premiums through the contract. By avoid-
ing disputes between insurance companies, claims
are resolved more quickly. Proving the cause of
the problem is no longer an issue. The end-user
can also set up an agreement with the supplier to
provide free support during the guarantee period.
Thus the end-user can release the supplier from
liability. The end-user requires blanket insurance
cover anyway to protect against claims by the end-
user’s own employees causing a major loss.

The Model Conditions advocate a coherent in-
surance scheme that provides adequate cover and
minimises the risk of cross-claims. Its intent is to
limit the supplier’s liability to a fixed maximum
amount, but below that limit the supplier is ex-
pected to be liable for claims.

[31.1] The supplier is responsible for arranging
the insurance for the control system. This is
to be in the joint namesof the end-user,sup-
plier and any third parties involved. Cover
is provided for full replacement cost of the
system for all insurable risks, unless the
contract states otherwise. The period of
cover shouldbe fromwhen the system isde-
livered to the end-user’s works until works
acceptance is complete,but should also pro-
vide cover for work done during the guar-
antee period.

[31.2] Requires the end-user to cover the whole
works and adjacent property, other than
the control system until acceptance is com-
pleted, for all normal risks subject to the
supplier being liable for damages up to £5M
per accident caused by and related to the
system.

[31.3] Requires the supplier to provide cover for
accidental damages to both the end-user
andany thirdparty on theend-user’s works.

Guarantees

The defects repair clauses enable the end-user to
ensure that the supplier repairs or replaces any
equipment supplied which is found to be defec-
tive either before or during the guarantee period.
The supplier pays for the repair when liable: oth-
erwise the cost of repair is determined as though
it were a variation.

[37.2] The basic defects liability period starts
when the system is delivered to site (the
end-user’s works) and continues for one
year after acceptance is complete.

[37.5] Provides for the repeat of tests to show that
the system is functioning correctly after re-
pair.

[37.6] Gives the end-user a new defects liability
period of one year on individual items of
equipment that have been repaired or re-
placed.

[37.7] Allows the end-user to back charge costs
when the supplier has refused to honour
defects repair obligations.
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Final Certificate

This confirms that the defects liability period has
been completed and that the supplier’s obligations
have ended. Once signed, it bars the end-user from
taking any legal action for breach of contract.

67.13 Payments
The general approach is that the end-user and sup-
plier are quite capable of agreeing the contract
price and payment arrangements and concentrate
on the procedure to be followed for the approval of
the supplier’s invoices and the time scale for pay-
ments.

[40] The lump sum may be fixed, or subject
to adjustment by an agreed formula which
takes account of any rise or fall in the sup-
plier’s costs during the life of the project.
Prime cost sums may be included: an
amount earmarked for a specific purpose
such as purchase of some hardware or third
party package. Not all of the contract needs
to be fixed price. Provisional sums may
be included for application software which
cannot be accurately priced at the date of
the contract. Day rates may be agreed for
extra work that may be required.

[39.1] Establishes the program for payments by
instalment on a milestone basis as agreed
in Schedule 8. Refer to Chapter 64.

[39.3] Sets out the procedure and time scale for
payment. The permitted timescale is three
weeks from submission of the draft invoice:
this allows one week for the project man-
ager to approve it and two weeks for the
end-user to pay it. It is recommended that
variations are paid as the contract pro-
gresses to avoid build up of unexpectedly
high claims at the end of the contract.

67.14 The Green Book
The legal interpretation of theModel Conditionsof
the Green Book are essentially the same as for the
Red Book,except that they have been written to re-
flect the non-adversarial,collaborative approach.It
is theonly set of model conditions for reimbursable
contracts in the UK and has been described by
the International Bureau of Comparative Law in
Switzerland as being the most fair in the western
world.

The project and contract managers’ tasks are
more difficult with a reimbursable contract be-
cause:

• The relationship between end-user and supplier
is less well defined.

• The supplier has the right to be reimbursed for
reasonable expenditure, so the contract man-
ager has to find the resource to oversee and
control the supplier’s work. Apart from varia-
tions work, that is not the case with lump sum
contracts in which the end-user doesn’t need to
check the supplier’s use of financial resource.

• The supplier’s resource is paid for on a day rate
basis with a relatively low profit margin: this
does not include the contingencies present in
a fixed price contract. Thus the end-user has to
pay for more of the remedial costs relating to
faulty work by the supplier, as if the resource
was the end-user’s own employees.

• The end-user has to provide resource to con-
tribute to design and other work.

The net result is that there has to be mutual con-
fidence and professional trust between the parties
for the relationship to be effective. It works best
when the two parties have complementary skills
and respect each other’s abilities.

67.15 The Yellow Book
The Model Conditions for subcontracts have been
written to complement those for lump sum and re-
imbursable contracts. As such, the Yellow Book is
normally used in the first of the relationships de-
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scribed in Table 67.1. However, this chapter largely
concerns the third relationship, that in which the
contract for a control system isplacedwith the sup-
plier directly. Whilst there will be few (if any) sub-
contractors, typically for specialist hardware and
third party packages, the Model Conditions are
nevertheless applicable.

The potential conflicts that have to be resolved
are:

• The supplier’s desire to pass on contractual obli-
gations to the subcontractor, and the latter’s re-
luctance to accept such.

• The supplier’s wish to buy third party equip-
ment, packages or resource at as low a price as
possible.

• The types of risk that subcontractors are pre-
pared to accept. For example, they will only ac-
cept very limited liability for any software fail-
ure.

• The relative importance of the contract: every
system is of importance to the supplier, but not
every subcontract is of equal importance to the
subcontractor.

• The different technical skills and understanding
of the parties.

Back-to-back Subcontracts

If subcontractors have the same obligations in
terms of work, risk and liability as the supplier,
there is a basis for confidence that in meeting their
own obligations the subcontractorswill be satisfy-
ing those of the supplier. Back-to-back contracts,
therefore, endeavour to pass on to the subcontrac-
tor conditions of contract which are as similar as
possible to those of the main contract. They also
pass onto the subcontractor as much risk as pos-
sible. However, a little thought will reveal that it is
neither fair nor possible to pass on the same con-
ditions and undue risk.

The IChemE has produced a Model Form of
Subcontract, for use with Red and Green Book con-
tracts. There is a presumption that each individual
subcontract will be a stand-alone agreement. To
avoid ambiguity, the end-user, main contractor (if

necessary), supplier and subcontractor should be
identified by name. The Model Form of Subcon-
tract provides a series of schedules to allow the
supplier to transfer the necessary technical and
other information from the main contract to the
subcontract.

On the Red Book basis, the Model Form will
normally only be used for subcontracts which:

• Are fundamental to the design of the system
• Are large enough to form a significant propor-

tion of the system, such as the provision of an
MIS

• Form a complete subsystemor softwarepackage
in themselves

On the Green Book basis, the supplier passes
onto the subcontractor terms corresponding to the
main contract as far as they are applicable. Em-
ployment of key personnel as consultants could be
handled on this basis.

67.16 Comments
The world is becoming increasingly litigious with
parties resorting to the law to resolve disputes
sooner than hitherto. Disputes arise because one
party feels to have been wronged. There are clearly
many possible causes for this, but a common cause
is that the original contract was not reasonable and
the party concerned did not fully understand the
obligations entered into. This is avoided by the use
of model forms of contract as they are inherently
fair to all parties.

Despite that, most control systems are pur-
chased on a standard contract basis. However, the
underlying issues are generic and independent of
the form of contract. This chapter has used the
IChemE Model Conditions as a vehicle for consid-
ering a wide range of contractual issues in rela-
tion to control systems. A good understanding of
those issues and the related commentary provides
a sound basis for interpretation and/or negotiation
of contracts. It should also go a long way towards
the avoidance of disputes.
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Copyright and Liability
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68.1 Power Series

68.2 Taylor’s Series

68.3 Complex Numbers

Section 9 of the Handbook covers control theory
which requires an understanding of various as-
pects of mathematics.These are introduced in sep-
arate chapters as appropriate. This chapter covers
series and complex numbers, Chapter 70 covers
Laplace transforms, Chapter 75 covers Z trans-
forms, Chapter 79 covers matrices and vectors,
Chapter 82 covers stochastics and Chapter 83 cov-
ers regression analysis.There aremany texts on en-
gineering mathematics which cover all these topics
in depth, those by Jeffrey (2002) and Stroud (2003)
being particularly good examples. The reader is
also referred to the relevant sections of some of the
more comprehensive texts on control theory such
as Dutton et al. (1997) and Wilkie et al. (2002).

68.1 Power Series
These form the basis for many of the identities
which are used in the analysis of signals. Consider
some function y = f(x) as depicted in Figure 68.1.

y

x
x

f(0)

f(x)

0

Fig. 68.1 An arbitrary function y = f(x)

Subject to certain constraints, for example on con-
tinuity and convergence, any such function may
be represented by a power series expansion of the
form:

y = f (x) = a0 +a1x+a2x2 +a3x
3 +a4x

4 +. . . (68.1)

If x = 0 then a0 = f(0).
Differentiating with respect to x gives:

dy

dx
= f ′(x) = a1 + 2a2x + 3a3x

2 + 4a4x
3 + . . .

and if x = 0 then a1 = f ′(0).
Differentiating again gives:

d2y

dx2
= f ′′(x) = 2a2 + 6a3x + 12a4x

2 + . . .

and if x = 0 then 2a2 = f ′′(0).
A process of successive differentiating and set-

ting x = 0 gives 6a3 = f ′′′(0), and so on.
Substitutingback intoEquation 68.1 for the co-

efficients yields:

y = f (x) = f(0) + f ′(0)x +
f ′′(0)

2
x2 (68.2)

+
f ′′′(0)

3!
x3 +

f iv(0)

4!
x4 + . . .

This is known asMaclaurin’s series andcan beused
for finding a power series expansion for any f(x).
For example:

sin x = x −
x3

3!
+

x5

5!
−

x7

7!
+ . . . (68.3)
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cosx = 1 −
x2

2
+

x4

4!
−

x6

6!
+ . . . (68.4)

eX = 1 + x +
x2

2
+

x3

3!
+

x4

4!
+ . . . (68.5)

(1 + x)n = 1 + nx +
n (n − 1)

2
x2

+
n (n − 1) (n − 2)

3!
x3 + . . .

This latter power series is known as the binomial
expansion.

For convergence of a power series, the ratio of
the magnitude of successive terms must be less
than unity. Thus, with reference to Equation 68.1:

∣

∣

∣

∣

an+1xn+1

anxn

∣

∣

∣

∣

< 1.0

The straight line brackets denote the “modulus”
of the ratio which is its magnitude irrespective of
sign. Clearly if the ratio is greater than unity the
series diverges.

68.2 Taylor’s Series
Suppose that the origin is shifted from x = 0, y = 0
to some arbitrary point x = x, y = f(x), and define
some new axes āx and āy that correspond to devi-
ations in x and y about the new origin, as depicted
in Figure 68.2.

y

x0

y=f(x)Δy

Δx

Fig. 68.2 The same arbitrary function with deviation variables as

axes

Applying Maclaurin’s series to the functionrelative
to the new origin gives

y + āy = f(x + āx) = f(x) + f ′(x)āx +
f ′′(x)

2
āx2

+
f ′′′(x)

3!
āx3 + . . .

Subtracting y = f(x) yields Taylor’s series:

āy = f ′(x)āx+
f ′′(x)

2
āx2 +

f ′′′(x)

3!
āx3 + . . . (68.6)

Taylor’s seriesprovides thebasis for approximating
non-linear signals asdeviationsof variables.This is
a commonly used technique in process modelling
and enables linear control theory to be applied to
non-linear systems. In particular, if āx is small,
then:

āy ≈ f ′(x).āx

In the above derivation some arbitrary point x, f(x)
wasusedas theneworigin.For modelling purposes
it is common practice to use the normal values of
the variables as the origin:

āy ≈ df(x)

dx

∣

∣

∣

∣

ȳ

.āx (68.7)

where ȳ = f(x̄).Theaccuracy of this approximation
clearly depends upon the curvature of the function
f(x) and the length of the step āx.

Taylor’s series can be extended to functions of
two or more variables. For example, if z = f(x, y)
then:

āz ≈ ∂f(x, y)

∂x

∣

∣

∣

∣

z̄

.āx +
∂f(x, y)

∂y

∣

∣

∣

∣

z̄

.āy (68.8)

where z̄ = f(x̄, ȳ).Note that the derivatives are now
partial.

68.3 Complex Numbers
Complex numbers arise from the roots of nega-
tivequantities.For example,consider thequadratic
equation:

ax2 + bx + c = 0

the solution to which is:

x =
−b ±

√
b2 − 4ac

2a
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If 4ac > b2 then:

x =
−b ± j

√
4ac − b2

2a

where j =
√

−1. This is the notation normally used
in engineering texts although it is common, es-
pecially in texts on mathematics, for the symbol
i =

√
−1 to be used.

The above roots have a real part
−b

2a
and imag-

inary parts ±
√

4ac − b2

2a
.

Complex numbers arising from models of real
systems always occur in conjugate pairs, for exam-
ple:

x1 = � + j!

x2 = � − j!

The real and imaginary parts may be represented
in cartesian form on an Argand diagram as shown
in Figure 68.3.

imag

real

ω

-ω

0
σθ

-θ

x

x

Fig. 68.3 Cartesian and polar forms of complex numbers

In polar co-ordinates the complex numbers may
be represented thus:

x1 = |x|∠�

x2 = |x|∠ − �

where:

|x| =
√

� 2 + !2

� = tan−1
(!

�

)

|x| is said to be the modulus of x, which is its mag-
nitude,and � is said to be the argument of x,which
is its angle.

Complex numbers may be represented in ex-
ponential form. From Equation 68.5:

ej� = 1 + j� −
�2

2
− j

�3

3!
+

�4

4!
+ j

�5

5!
+ . . .

=

(

1 −
�2

2
+

�4

4!
+ . . .

)

+ j.

(

� −
�3

3!
+

�5

5!
+ . . .

)

Substituting from Equations 68.3 and 68.4 gives:

ej� = cos� + j. sin � (68.9)

Similarly:

e−j� = cos � − j. sin �

Addition and subtraction gives, respectively:

ej� + e−j� = 2 cos�

ej� − e−j� = 2j sin � (68.10)

These relationships are particularly useful for
transforming wave forms from one form to an-
other.

It can be seen that the following representa-
tions of complex numbers are completely equiva-
lent:

x = � ± j! ≡ |x|∠± � ≡ |x| .
(

cos� ± j sin �
)

≡ |x| .e±j�

Complex numbers can be manipulated alge-
braically on the following basis.

Addition and subtraction:

(a + jb) + (c + jd) = a + c + j (b + d)

Multiplication:

(a + jb)(c + jd) = ac − bd + j(ad + bc) (68.11)
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Division is achieved by multiplication of both the
numerator and denominator by the complex con-
jugate of the denominator:

a + jb

c + jd
=

(

a + jb
)

(

c + jd
) .

(

c − jd
)

(

c − jd
)

=
ac + bd + j (bc − ad)

c2 + d2

=
ac + bd

c2 + d2
+ j

(bc − ad)

c2 + d2

By manipulation of Equation 68.11, it can be seen
that:

∣

∣

(

a + jb
) (

c + jd
)∣

∣ =
∣

∣a + jb
∣

∣ .
∣

∣c + jd
∣

∣

and, in general, if:

x =
n
∏

i=1

(

�i + j!i

)

then:

|x| =
n
∏

i=1

∣

∣�i + j!i

∣

∣ (68.12)

Similarly:

∠x =
n
∑

i=1

∠
(

�i + j!i

)

(68.13)

where ¢ and £ denote product and sum respec-
tively.
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69.1 Example of Thermal System

69.2 Example of Residence Time

69.3 Example of RC Network

69.4 Example of Terminal Velocity

69.5 Example of Simple Feedback

69.6 Comments

A first order system is one whose behaviour may
be described by a first order differential equation
of the form:

T
d�0

dt
+ �0 = �1 (69.1)

This may be represented in block diagram form as
shown in Figure 69.1 wherein �1 is the input signal
and �0 the output signal.

1θ
1st OS

0θ

Fig. 69.1 First order system block diagram

The behaviour of first order systems is discussed
in many texts, such as Coughanowr (1991). The re-
sponse to a step input of magnitude A, assuming
zero initial conditions, is as follows:

�0(t) = A
(

1 − e−t/T
)

(69.2)

which is depicted in Figure 69.2.

T0

t

0.632A

A 1θ

0θ

θ

Fig. 69.2 Step response of first order system

The coefficient T is known as the time constant and
can be seen to have units of time. Note that if t = T
then the output is 0.632A. Thus the time constant
of a first order system may be found empirically
by applying a step change and observing the time
taken for its response to reach 63.2% of its steady
state value.

The response of a first order system to a ramp
input of slope m, assuming zero initial conditions,
is given by Equation 69.3 and is depicted in Fig-
ure 69.3:

�0 = mt − mT + mT.e−t/T (69.3)

Note that, once the initial transients have decayed
away, the output lags behind the input by the time
constant T and has a dynamic error of mT.

0

t

1θ

0θ

θ

T

mT

Fig. 69.3 Ramp response of first order system

The input �1 is often described as the forcing func-
tion. Step and ramp inputs are of particular inter-
est in control systems design. They are typical of
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the sort of inputs that are commonly experienced
in practice and, in their different ways, represent
worst case scenarios. If a system can be designed
to cope with step and ramp inputs then it ought to
be capable of coping with anything else. Step and
ramp inputs are also relatively easy to analyse.

First order systems are very common in pro-
cess automation. Many items of plant and instru-
mentation have first order dynamics, or behave as
multiple first order systems. Five simple but repre-
sentative examples follow:

69.1 Example of Thermal
System

First, consider a sensor monitoring the tempera-
ture of a process stream as shown in Figure 69.4.
Suppose that the process stream temperature and
its indicated value are �1 and �0 respectively.

1θ

0θ

Fig. 69.4 Temperature measurement of process stream

An unsteady state balance is of the general form:

Rate of Accumulation = Input − Output (69.4)

This may be applied to the sensor. Assume heat
transfer is by convection at the sensor surface and
that there are no heat losses. Also, assume that
the temperature throughout the sensor is uniform.
Witha datumof 0◦C,an unsteady stateheat balance
gives:

d

dt

(

Mcp�0

)

= UA (�1 − �0) − 0

where:
� is the temperature C
t time s
M mass of the sensor kg
cp specific heat kJ kg−1 ◦C−1

U overall heat transfer kW m−2 ◦C−1

coefficient
A effective surface area m2

Rearranging gives:

Mcp

UA

d�0

dt
+ �0 = �1 (69.5)

69.2 Example of Residence
Time

Now consider an agitated vessel with an overflow
arrangement. The level inside is roughly constant
so the flow rate of the outlet stream may be as-
sumed equal to that of the feed stream. Let C1 be
the concentration of some component in the feed
and C0 be its concentration in the outlet, as de-
picted in Figure 69.5.

1C

0C

Fig. 69.5 Agitated vessel with overflow

Suppose that the vessel is well mixed such that the
concentration throughout its liquid content is uni-
form. Since the outlet stream comes from within,
the concentration inside the vessel must be C0. Sys-
tems with such characteristics are said to be of a
lumped parameter nature. An unsteady state mass
balance for the component inside the vessel thus
gives:

d

dt
(VC0) = F.C1 − F.C0

where:
C is the concentration kg m−3

V volume of liquid in vessel m3

F flow rate m3 s−1

Rearranging gives:

V

F

dC0

dt
+ C0 = C1 (69.6)

where the time constant V/F is often referred to as
the residence time. If there is no residence time, i.e.
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V = 0, then C0 = C1. It is evident that the capacity
of the vessel averages out fluctuations in concen-
tration. This process of averaging out fluctuations
is often referred to as filtering or damping. Clearly
the bigger the residence time the greater the damp-
ing.

69.3 Example of RC Network
Next consider an electrical filter: a circuit used for
averaging out fluctuations in voltage as shown in
Figure 69.6. The fluctuating input is V1 and the
damped output is V0.

R

C
1V 0V

Fig. 69.6 RC network: a filter circuit

Suppose that the device for measuring V0 has a
very high input resistance so that it draws neg-
ligible current from the circuit. The only flow of
current therefore is from V1 to the capacitor. An
unsteady state charge/current balance across the
capacitor gives:

C
dV0

dt
=

V1 − V0

R

where:
V is the voltage V
C capacitance A s V−1

R resistance §

Rearranging gives:

RC
dV0

dt
+ V0 = V1 (69.7)

where thevalueof the timeconstant RC determines
the amount of damping.

69.4 Example of Terminal
Velocity

A steel ball is allowed to fall from rest through a
viscous fluid. The drag on the ball is proportional
to its velocity, as depicted in Figure 69.7.

x.kdrag =

g.nupthrust =

g.mweight =

.

Fig. 69.7 Steel ball falling through viscous fluid

Noting that the upthrust is given by Archimede’s
principle and that Newton’s law applies, an un-
steady state force balance gives

m.
d2x

dt2
= (m − n).g − k.

dx

dt

where:
k is the drag coefficient kg s−1

g gravitational acceleration m s−2

m mass of the ball kg
n mass of water displaced kg
v velocity of ball m s−1

x distance fallen m

This may be articulated in terms of velocity rather
than distance:

m.
dv

dt
= (m − n).g − k.v

which may be rearranged into the general form:

m

k
.
dv

dt
+ v =

(m − n)

k
.g (69.8)

Assume that the ball weighs 1 kg.If the SG of steel is
8.5 and that of the fluid is 0.8, then n = 0.09412 kg.

Suppose that the drag on the ball has a value of
5 N when the velocity is 1 m s−1. Thus k = 5 kg s−1.
Assuming g = 9.81 m s−2 and substituting gives:

0.2
dv

dt
+ v = 1.777



574 69 First Order Systems

whence, from Equation 68.2:

v = 1.777
(

1 − e−5.t
)

The terminal velocity is that reachedat steady state,
the asymptote, v = 1.777 m s−1 .

69.5 Example of Simple
Feedback

Figure 69.8 depicts a tank containing water whose
temperature is controlled by a thermostat.

W

T

Q

Fig. 69.8 Thermostatically controlled tank

An approximate unsteady state heat balance gives:

d

dt
(McpT) = W − Q = K(TR − T) − U.A.T

where:
A is the effective surface area kg s−1

cp specific heat kJ kg−1 ◦C−1

K thermostat sensitivity kW ◦C−1

M mass of water kg
Q rate of heat loss kW
T temperature relative ◦C

to ambient
U overall heat transfer kW m−2 ◦C−1

coefficient
W heater power kW

Suppose K = 50 kW ◦C−1, M = 104 kg, cp =
4.18 kJ kg−1 ◦C−1 and UA = 2.0 kW ◦C−1 .

Substituting and rearranging gives:

4.18 × 104

52

dT

dt
+ T =

50

52
TR (69.9)

If the water is initially at ambient temperature
and the thermostat switched on with a setting of
TR = 50◦C, then this may be solved to give:

T = 48.08
(

1 − e−0.001244 t
)

By inspection it can be seen that the temperature
would reach steady state at a temperature of ap-
proximately 48◦C above ambient. The temperature
reached after, say, 1 h is 47.53 which is to within
about 0.5◦C of the steady state value.

69.6 Comments
Although the five systems modelled are inherently
different, Equations 69.5–69.9 are all of the form
of Equation 69.1.Their responses to step and ramp
inputs would be similar in every respect, except for
speed of response as characterised by their time
constants.
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70.1 Definition

70.2 Use of Laplace Transforms

70.3 Partial Fractions

Laplace transformation is used extensively in con-
trol engineering. It is a powerful technique for
describing and solving sets of differential equa-
tions. When first encountered Laplace transforms
may appear daunting although,in practice, they are
fairly easy to use. It is best to learn how to use the
technique first without fully understanding how
it works. Having mastered the technique a deeper
understanding will follow. This process is analo-
gous to learning to drive. You don’t need to know
how an engine works to learn to drive, but being
able to drive does give an insight into how it works.
For a deeper understanding the reader is referred
to classical control texts such as those by Dutton
(1997) and Wilkie (2002).

70.1 Definition
The Laplace transform is defined by the following
equation:

f(s) = L{f(t)} =

∫ ∞

0
f(t).e−st .dt (70.1)

It is normal for the variable being transformed to
be an analogue signal that is some function f(t) of
time but it could, for example, be a function f(x)
of distance. If the function f(t) is known explicitly,
then its transform can be found by the integra-
tion defined in Equation 70.1. If the function f(t)
is not known explicitly then its transform cannot
be found.However, the variable may be considered

to have been transformed in which case it is de-
noted as such by putting (s) after it.Thus f(s) is the
Laplace transform of f(t).

The integration of Equation 70.1 involves the
Laplace operator “s” which is a complex variable
that is, by definition, independent of time. Because
the integration is carried out over the range 0 to
∞ the resultant transform is an algebraic expres-
sion in s and is independent of time. This is best
illustrated by some examples:

Example 1. Consider a stepchange in flowof mag-
nitude A at time t = 0 as depicted by Figure 70.1.
Substituting in Equation 70.1,assuming zero initial
flow, gives:

f(s) =

∫ ∞

0
A.e−st .dt = A.

[

e−st

−s

]∞

0

=
A

s

0

t

A

f(t)

Fig. 70.1 A step change of magnitude A

Example 2. Consider an exponential decay c =
e−at in concentration as depicted by Figure 70.2.
Substituting in Equation 70.1, again assuming zero
initial conditions, gives:

c(s) =

∫ ∞

0
e−at .e−st .dt =

[

e−(s+a)t

−(s + a)

]∞

0

=
1

s + a
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0

t

1
c(t)

Fig. 70.2 The unit exponential decay

Example 3. Consider a ramping signal as depicted
in Figure 70.3.Assume that the ramp has a slope of
m. Integrating by parts gives:

r(s) =

∫ ∞

0
mt.e−st .dt

= m.

[

t.
e−st

−s

]∞

0

− m.

∫ ∞

0

e−st

−s
dt =

m

s2

Table 70.1 Table of common Laplace transforms

f(t)t≥0 f(s)

(f(t)t<0 = 0)

A
A

s

t
1

s2

tn n!

sn+1

e−at 1

s + a

e−t/T T

Ts + 1

1 − e−t/T 1

s.(Ts + 1)

t.e−t/T T2

(Ts + 1)2

sin(!t)
!

s2 + !2

cos(!t)
s

s2 + !2

e−at. sin(!t)
!

(s + a)2 + !2

e−at. cos(!t)
s + a

(s + a)2 + !2

0

t

slope m

r(t)

Fig. 70.3 A ramp signal of slope m

Fortunately, it is not normally necessary to have
to work out the transform of a function from first
principles. Extensive tables of Laplace transforms
exist.Table 70.1 lists the more commonly used ones
in process control. Table 70.2 lists the more im-
portant properties of Laplace transforms. These
properties, which are all proved in texts such as
Coughanowr (1991) andOgata (1990),will bemade
use of in subsequent chapters.

Table 70.2 Important properties of Laplace transforms

f(t)t≥0 f(s)

(f(t)t<0 = 0)

f1(t) + f2(t) f1(s) + f2(s)

k.f(t) k.f(s)

d

dt
f(t) s.f(s) − f(0)

d2

dt2
f(t) s2.f(s) − s.f(0) −

[

d

dt
f(t)

]

t=0
t
∫

0

f(t)dt
f(s)

s

f(t − L) e−Ls .f(s)

ı0(t) 1

ıL(t)
1 − e−Ls

Ls

f(∞) Lim
s→0

s.f(s)

f(0) Lim
s→∞

s.f(s)
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Note that in the above examples, and for all the
transforms given in Tables 70.1 and 70.2, the time
t = 0 is both the instant from which the func-
tion exists and fromwhich integration commences.
Also, the function’s prior values are specified as be-
ing zero. This is consistent with the practice of us-
ing deviation variables, as discussed in Chapter 22,
and assuming that the variable was at its normal
value prior to the period of interest.

70.2 Use of Laplace Transforms

Laplace transforms are used for solving ordinary
linear differential (ODE) equations with constant
coefficients of the general form:

an
dnf(t)

dtn
+ an−1

dn−1f(t)

dtn−1
+ . . .

+ a1
df(t)

dt
+ a0f(t) = u(t) (70.2)

Thus Laplace transforms cannot normally be used
for solving the following equations on the grounds
that they are not ordinary, linear or with constant
coefficients respectively:

a
∂f(t, x)

∂x
+ f(t, x) = u(t)

a
df(t)

dt
+ [f(t)]2 = u(t)

a(t)
df(t)

dt
+ f(t) = u(t)

There is essentially a four-step procedure to solv-
ing ODEs using Laplace transforms:

1. Transform both sides of the ODE using the
transforms of Table 70.1. The first two prop-
erties listed in Table 70.2 are important here.
First, the transform of the sum of two or more
variables is the sum of the transforms of the in-
dividual variables. Thus the terms of the ODE
may be transformed one at a time.And second,
the transform of the product of a coefficient
and a variable is the product of the coefficient

and the transform of the variable. Thus the co-
efficient of any term in an ODE has no effect on
the transformation process.

2. Solve the algebraic equation resulting fromStep
1 for the transformed variable f(s).

3. Reduce the function f(s) resulting from Step 2
into partial fractions that occur on the right
hand side of Table 70.1. For simple functions
this step is trivial but for complex ones it can
be very tedious.

4. Find the inverse transform of the equation re-
sulting from Step 3 by using Table 70.1. Again,
make use of the first two properties of Ta-
ble 70.2 which enable the inverse transforms to
be found one term at a time and independently
of their coefficients.

Example 4. To illustrate this procedure reconsider
the sensor used for monitoring the temperature of
a process stream, as discussed in Chapter 69 and
depicted in Figure 69.4. The sensor is a first order
system and its dynamics are described by the first
order ODE:

T
d�0

dt
+ �0 = �1 (70.3)

where T = Mcp/UA as defined in Equation 69.5.
Suppose there is a step change of magnitude A

in the process stream temperature. Thus, defining
t = 0 to be the instant when the step change occurs,
and assuming �0 to be in deviation form:

T
d�0

dt
+ �0 = A

Step 1. Transform both sides of the equation:

T(s�0(s) − �0(0)) + �0(s) =
A

s

Since �0 is in deviation form, �0(0) is presumed to
be zero:

Ts�0(s) + �0(s) =
A

s

Step 2. Solve for �0(s):

�0(s) =
A

s(Ts + 1)
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Step 3. There is no need to split this into partial
fractions because �0(s) is on the right hand side of
Table 70.1.
Step 4. Inverse transform:

�0(t) = A(1 − e−t/T) (69.2)

This step response is as depicted in Figure 69.2.

Example 5. Suppose that the process stream tem-
perature is ramping upwardswitha slopem.Define
t = 0 to be the instant when the ramp starts and,
again, assume �0 to be in deviation form:

T
d�0

dt
+ �0 = mt

Step 1. Transform both sides of the equation:

T(s�0(s) − �0(0)) + �0(s) =
m

s2

As before, �0 is in deviation form so �0(0) is zero:

Ts�0(s) + �0(s) =
m

s2

Step 2. Solve for �0(s):

�0(s) =
m

s2(Ts + 1)

Step 3. Split into partial fractions:

�0(s) =
m

s2
−

mT

s
+

mT2

(Ts + 1)

Step 4. Inverse transform:

�0(t) = mt − mT + mTe−t/T (69.3)

This ramp response is as depicted in Figure 69.3.

70.3 Partial Fractions
There are two approaches to this. In both cases all
possible partial fractions must be identified by in-
spection. Consider the function �0(s) in Example 5
which may be expanded as follows:

m

s2(Ts + 1)
=

a

s2
+

b

s
+

c

(Ts + 1)
(70.4)

Note that the denominator of �0(s) has three roots,
s2, s and (Ts + 1), the s root being obscured by the
s2 root. Any such “hidden” roots must be allowed
for in the expansion. If, in the above example, the
hidden s root did not exist then its coefficient b
would be found to be zero.

Approach 1. Equating coefficients.

Putting the right-hand-side of Equation 4 over a
common denominator gives:

m

s2(Ts + 1)
=

(bT + c)s2 + (aT + b)s + a

s2(Ts + 1)

The coefficients of the left and right hand numer-
ators may be equated:

s2 0 = bT + c

s1 0 = aT + b

s0 m = a

These three equations may be solved for the three
unknowns,yielding: a = m,b = −mT and c = mT2.
Hence:

m

s2(Ts + 1)
=

m

s2
−

mT

s
+

mT2

(Ts + 1)

The equating coefficients approach is realistic for
simple functions when the number of simultane-
ous equations to be solved is small. However, for
more complex functions the method of residues is
more appropriate.

Approach 2. The method of residues.

This method involves isolating the coefficients in
turn by multiplying throughout by the roots as ap-
propriate. The value of the coefficient is the resid-
ual when a value for s is substituted such that all
the other numerator terms become zero. This is
best illustrated by means of the same example.

Multiplying Equation 70.4 throughout by s2

gives:

m

(Ts + 1)
= a + bs +

cs2

(Ts + 1)
(70.5)
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Since this equation is true for all values of s, it must
be true for any particular value. Choose s = 0 and
substitute gives a = m.

Now multiply Equation 70.4 throughout by
(Ts + 1):

m

s2
=

a(Ts + 1)

s2
+

b(Ts + 1)

s
+ c

Choose s = −1/T and substitute gives c = mT2.
The value for b cannot be found in the same

way. Multiplying Equation 70.4 throughout by s
does not enable b to be isolated because of the
s2 in the denominator. In such circumstances there
are two options.

Option 1. Substitute the values found for a and c
into Equation 70.4 as follows:

m

s2(Ts + 1)
=

m

s2
+

b

s
+

mT2

(Ts + 1)

Again this equation is true for all values of s so it
must be true for any particular value.Choose s = 1
say and substitute gives b = −mT whence:

m

s2(Ts + 1)
=

m

s2
−

mT

s
+

mT2

(Ts + 1)

Option 2. Since s is a variable and all the other
parameters are constants, Equation 70.5 may be
differentiated with respect to s:

−mT

(Ts + 1)2
= b +

2cs

(Ts + 1)
−

cTs2

(Ts + 1)2

This has now isolated b which can be found by
substituting any convenient value for s, say s = 0,
which gives b = −mT.

It is important to understand the processes in-
volved and to be able to handle them manually for
simple functions.However, for more complex func-
tions, any modern maths or control systems design
packagewill have routines for finding the roots and
partial fractions of polynomial functions, which
obviously simplifies the process of solving ODEs.
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In Chapter 3, in the context of block diagrams, the
concept of an input signal being operated upon
by some function to produce an output signal was
developed. If the input and output signals are in
transformed form, then the function is said to be a
transfer function G(s) and the operation is that of
multiplication, as depicted in Figure 71.1:

�0(s) = G(s).�1(s)

)s(0θ
G(s)

)s(1θ

Fig. 71.1 Block diagram representation of a transfer function

Any system described as being a single-input
single-output (SISO) system can be described by
such a transfer function.

71.1 First Order System
Consider the first order system:

T
d�0

dt
+ �0 = �1

This may be transformed, assuming zero initial
conditions, to give:

Ts�0(s) + �0(s) = �1(s)

which may be rearranged into the form:

�0(s) =
1

Ts + 1
.�1(s)

Thus the transfer function ofa first order system is:

G(s) =
1

Ts + 1
(71.1)

It is often the case, when the input and output sig-
nals are of a different nature and hence have differ-
ent units, that the transfer function is of the form:

G(s) =
K

Ts + 1

where K is the steady state gain which is, in effect,
a scaling factor.
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Table 71.1 Characteristics of a lag, lead, integrator and delay
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71.2 Lags, Leads, Integrators
and Delays

The transfer functionsof a lag, lead, integrator and
delay are listed in Table 71.1. These are four of the
simplest but most important transfer functions in
process control. For each is given a physical exam-
ple, the equation from which the transform func-
tion derives, and its response to a step input.

1 Lag. A lag is a first order system in which the
Ts+1 term is in the denominator of the transfer
function, as in Equation 71.1. Lags occur natu-
rally and are very common in process systems.
Lags are associated with capacity. Numerous
examples were given in Chapter 69, of which
the temperature sensor was considered in de-

tail in Chapter 70. The specific example given
in Table 71.1 is of the agitated vessel described
by Equation 69.6.

2 Lead. A lead is a first order system in which the
Ts + 1 term is in the numerator of the trans-
fer function. Leads do not occur naturally in
isolation. Their response is indeterminate and
cannot be visualised. Leads do however exist
within the transfer functions of more complex
systems. They are sometimes specified in the
design of control systems, to cancel out the ef-
fects ofundesiredprocess lags,andare typically
realised by means of software.

3 Integrator. The easiest way to visualise an inte-
grator is as a vessel with an inlet but no outlet.
The level is a measure of the integral of the flow
in. A more realistic example is of a vessel in
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which the inlet flow is wild but the outlet flow is
constant, perhaps determined by the capacity
of a pump. Steam boilers are characterised by
integrators: following a step increase in com-
bustion, but with a steady demand, the steam
pressure will ramp upwards.

4 Delay. Most process control systems have a cer-
tain amount of delay, distance-velocity effects
being the most common cause. For example, a
change in concentration at the inlet to a pipe
will, eventually, cause an identical change in
concentration at the outlet. The word “identi-
cal” is significant: time delays cause a shift in
the time scale of a signal but have no affect on
its magnitude or form. Time delays are con-
fusingly referred to as distance-velocity lags,
transportation lags and dead-time. It is impor-
tant to understand that delays and first order
lags are inherently different, as is illustrated by
their response to a step input.

For some analytical purposes the transfer func-
tion of a delay is difficult to handle, so a first order
“Pade” approximation is often used. This is based
upon the first two terms of a McClaurin series ex-
pansion as follows:

e−Ls =
e−Ls/2

e+Ls/2
≈ 1 − Ls/2

1 + Ls/2
(71.2)

71.3 The 3-Term Controller
Another important transfer function is that of a
3-term controller. The classical PID controller is
given by Equation 23.6. If the variables are in de-
viation form, such that the controller bias may be
ignored, this reduces to:

�0 = ±KC

(

e +
1

TR

∫ t

0
e.dt + TD

de

dt

)

Considering the case of forward action, and as-
suming zero initial conditions, each of these terms

may be transformed in turn to yield the transfer
function:

�0(s) = KC

(

1 +
1

TRs
+ TDs

)

.e(s) (71.3)

which is represented in block diagram form as
shown in Figure 71.2.

++ sT
sT

1
1.K D

R

C

)s(Rθ

+-

e(s)

)s(1θ

)s(0θ

Fig. 71.2 Transfer function representation of a PID controller

A 3-term controller with derivative feedback, as
defined by Equation 23.7 and assuming deviation
variables, has the following transfer function:

�0(s) = KC

(

1 +
1

TRs

)

.e(s) − KCTDs.�1(s) (71.4)

There are many variations on the theme, as dis-
cussed in Chapter 23. Industrial controllers often
have a modified form of derivative action, two of
the more common forms being as follows:

�0(s) = ±KC

(

(

1 +
1

TRs

)

.e(s) (71.5)

−

(

TDs

˛TD.s + 1

)

.�1(s)

)

�0(s) = KC

(

1 +
1

TRs

)

.
(TDs + 1)

(˛TD.s + 1)
.e(s) (71.6)

In Equation 71.5, which has derivative feedback,
the derivative action has an associated first order
lag of value ˛TD. Typically ˛ = 0.1. This lag effec-
tively filters out high frequency transients, such as
noise on the measurement signal, that might oth-
erwise cause derivative kicks.

In Equation 71.6 filtering is realised by means
of “lead compensation” consisting of single lead
and lag terms, the derivative action being charac-
terised by both TD and the filter constant ˛. The
numerator term is dominant because, by specifi-
cation, ˛ < 1.0. Note that in this equation TD is a
time constant and is not the same as the rate time
of Equations 71.3–71.5.
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71.4 Block Diagram Algebra
Block diagram algebra is the name given to the
process of manipulating the transfer functions of
the individual elements of a system to establish
some overall input-output relationship. There are
two important properties of transfer functions that
aremadeextensiveuseof in block diagramalgebra.
First, the overall transfer function of two or more
elements in series is the product of the individual
transfer functions, as depicted in Figure 71.3.

y(s) = G2(s).x(s) = G2(s)G1(s).u(s)

= G1(s)G2(s).u(s)

)s(G 2

x(s) y(s)u(s)
)s(G 1

Fig. 71.3 Transfer function of elements in series

Second is theprincipleof superposition.This states
that the response of a system to two or more si-
multaneous inputs is the sum of the responses that
would be obtained if each of the inputs were ap-
plied separately. This is depicted in Figure 71.4.

�0(s) = G1(s).�1(s) + G2(s).�2(s)

+
+

)s(1θ

)s(2θ )s(0θ
)s(G 2

)s(G 1

Fig. 71.4 Principle of superposition

An important constraint on the use of the principle
of superposition is that the system must be linear,
i.e. capable of being described by an ODE. It is also
normal practice, but not essential, that the signals
are in deviation form and to assume zero initial
conditions.

71.5 Open and Closed Loop
Transfer Functions

Consider the process control system depicted in
Figure 71.5 in which C(s), L(s), M(s), P(s) and V(s)
are the transfer functions of the controller, load,
measurement, process and valve respectively. Note
that, for simplicity, the converter and actuator are
lumped in with the valve.

The techniques of block diagram algebra may
be applied to the dynamic analysis of this system.
The approach is much the same as the steady state
analysis carried out in Chapter 22:

�0(s) = L(s).�1(s) + P(s).f(s)

= L(s).�1(s) + P(s)V(s).u(s)

= L(s).�1(s) + P(s)V(s)C(s).e(s)

= L(s).�1(s)

+ P(s)V(s)C(s).(�R(s) − �M(s))

= L(s).�1(s)

+ P(s)V(s)C(s). (�R(s) − M(s).�0(s))

This is an implicit relationship between the con-
trolled variable �0(s), the disturbance �1(s) and the

)s(1θ

)s(Rθ )s(e )s(f )s(0θ

)s(Mθ

+
+

+
-

C(s) V(s) P(s)

L(s)

M(s)

)s(u

Fig. 71.5 Transfer function representation of a process control system
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set point �R(s). The relationship can be made ex-
plicit by rearrangement to give:

�0(s) =
L(s)

P(s)V(s)C(s)M(s) + 1
.�1(s)

+
P(s)V(s)C(s)

P(s)V(s)C(s)M(s) + 1
.�R(s)

which is of the general form:

�0(s) = G1(s).�1(s) + G2(s).�R(s) (71.7)

where:

G1(s) =
L(s)

P(s)V(s)C(s)M(s) + 1
=

L(s)

OLTF + 1

G2(s) =
P(s)V(s)C(s)

P(s)V(s)C(s)M(s) + 1
=

FPTF

OLTF + 1

which is depicted in block diagram form in Fig-
ure 71.6.

)s(1θ

)s(Rθ

1)s(M).s(C).s(V).s(P

)s(L

+

)s(0θ
+

+

1)s(M).s(C).s(V).s(P

)s(C).s(V).s(P

+

Fig. 71.6 Closed loop transfer functions of same system

The product P(s)V(s)C(s) is known as the sys-
tem’s forward path transfer function (FPTF) and
theproduct P(s)V(s)C(s)M(s) is known as theopen
loop transfer function (OLTF).The termsG1(s) and
G2(s) are known as the closed loop transfer func-
tions (CLTF) for changes in disturbance and set
point respectively.

71.6 Steady State Analysis
Although transfer functions are primarily used for
describing dynamic behaviour, a system’s steady
state response can be determined from its overall
transfer function by application of the final value
theorem. In general terms:

�0(∞) = Lim
S→0

s�0(s)

For example, the closed loop response of the sys-
tem in Figure 71.5 to a unit step change in set point
is given by:

�0(s) =
1

s
.

P(s)V(s)C(s)

(P(s)V(s)C(s)M(s) + 1)

Thus, once the transients have decayed away, the
steady state output is given by:

�0(∞) = Lim
S→0

P(s)V(s)C(s)

(P(s)V(s)C(s)M(s) + 1)

71.7 Worked Example No 1
The application of block diagram algebra tech-
niques is best appreciated in relation to a specific
example.Consider the process control system with
a PI controller as depicted in Figure 71.7.

By inspection:

FPTF = KC.

(

1 +
1

TRs

)

.
1

(0.2s + 1)
.

5e−s

(10s + 1)

OLTF = KC.

(

1 +
1

TRs

)

.
1

(0.2s + 1)

× 5e−s

(10s + 1)
.

1

(0.5s + 1)

+
+

)s(1θ

)s(0θ)s(Rθ

+
-

+
sT

1
1.K

R

C

1s2.0

1

+ 1s10

e5 S

+

−

1s5.0

1

+

Fig. 71.7 Process control system with a PI controller
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These may be substituted into the general form of
Equation 71.7:

�0(s) =
1

OLTF + 1
.�1(s) +

FPTF

OLTF + 1
.�R(s)

The CLTF for disturbances is thus:

G1(s) =
TRs (10s + 1) (0.5s + 1) (0.2s + 1)

TRs (10s + 1) (0.5s + 1) (0.2s + 1) + 5KCe−S (TRs + 1)

The closed loop response of the system to a step
change of magnitude A in disturbance is given by:

�0(s) = A

s

TRs (10s + 1) (0.5s + 1) (0.2s + 1)

TRs (10s + 1) (0.5s + 1) (0.2s + 1) + 5KCe−S (TRs + 1)

Applying the final value theorem gives:

�0(∞) = Lim
S→0

s�0(s) = 0

There is no steady state change in output, which is
what would be expected for such a system with PI
control and subjected to step disturbances.

The CLTF for changes in set point is:

G2(s) =
5KCe−S (TRs + 1) (0.5s + 1)

TRs (10s + 1) (0.5s + 1) (0.2s + 1) + 5KCe−S (TRs + 1)

The closed loop response of the system to a unit
step change in set point is given by:

�0(s) = 1

s

5KCe−S (TRs + 1) (0.5s + 1)

TRs (10s + 1) (0.5s + 1) (0.2s + 1) + 5KCe−S (TRs + 1)

Applying the final value theorem gives:

�0(∞) = Lim
S→0

s�0(s) = 1

There is a unit steady state change in output. Thus,
given the unit step change in set point, there is no
offset which is what would be expected for such a
system with PI control.

71.8 Worked Example No 2
The block diagram of a cascade control system is
depicted in Figure 71.8.

Both the forward path and open loop transfer
functions of the slave loop are found by block dia-
gram algebra to be:

FPTF = OLTF = 2.

(

1 +
1

5s

)

.
0.5

5s + 1
=

1

5s

The closed loop transfer function of the slave loop
for set point changes is thus:

CLTF =
FPTF

OLTF + 1
=

1

5s
1

5s
+ 1

=
1

5s + 1

The forward path transfer function of the master
loop is thus:

FPTF = KC.

(

1 +
1

TRs

)

.
1

(5s + 1)
.

(s + 1)

(10s + 1)

and the open loop transfer function of the master
loop is:

OLTF = KC.

(

1 +
1

TRs

)

.
1

(5s + 1)(10s + 1)

+ +

+
+ +

+

- -
+

sT

1
1.K

R
C +

s5

1
1.2

1s5

5.0

+ 1s10

1s

+
+

1s

1

+

0.1

Fig. 71.8 Transfer function representation of a cascade control system
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Hence the closed loop transfer function of themas-
ter loop for set point changes is:

CLTF =
FPTF

OLTF + 1

=

KC.

(

1 +
1

TRs

)

.
(s + 1)

(5s + 1).(10s + 1)

KC.

(

1 +
1

TRs

)

.
1

(5s + 1).(10s + 1)
+ 1

=
KC.(TRs + 1)(s + 1)

TRs.(10s + 1)(5s + 1) + KC.(TRs + 1)

Consider the responses of this system according to
whether the master controller has P or P +I action.

First, suppose that the master controller is P
only. Let KC = 1 and TR = ∞:

CLTF =

(s + 1)

(5s + 1)(10s + 1)
1

(5s + 1)(10s + 1)
+ 1

=
(s + 1)

(10s + 1)(5s + 1) + 1

Its closed loop response to a unit step input is:

Lim
s→0

s
1

s
CLTF = Lim

s→0

(s + 1)

(10s + 1)(5s + 1) + 1
= 0.5

Given that there was a unit step change in set point,
there is an offset of 0.5 in the steady state response
of the output. An offset is to be expected with P
control only.

Second, suppose that the master controller is
P+I with KC = 1 and TR = 5:

CLTF =
(5s + 1)(s + 1)

5s (10s + 1)(5s + 1) + (5s + 1)

Its closed loop response to a unit step input is:

Lim
s→0

s
1

s
CLTF

= Lim
s→0

(5s + 1)(s + 1)

5s (10s + 1)(5s + 1) + (5s + 1)
= 1.0

Given that there was a unit step change in set point,
there is no offset in the steady state response of the
output which, of course, is the objective of intro-
ducing integral action.

71.9 Characteristic Equation
Note that the denominators of both the CLTFs of
Equation 71.7 are the same. This is usual. If the
denominator of the CLTF is equated to zero it is
referred to as the system’s characteristic equation:

P(s).V(s).C(s).M(s) + 1 = 0 (71.8)

The roots of the characteristic equation are of par-
ticular significanceas they determine the nature of
the system’s closed loop response and, in particu-
lar, its stability. To find the response, Equation 71.7
has to be solved. This entails use of the four step
procedure for solving ODEs as described in Chap-
ter 70.Consider the response to changes in set point
only, i.e. assume �1(s) is zero. Suppose that Equa-
tion 71.7 is the outcome of Step 2:

�0(s) =
P(s)V(s)C(s)

P(s)V(s)C(s)M(s) + 1
�R(s) =

N(s)

D(s)

where N(s) and D(s) are polynomial functions of
s. This has to be reduced to partial fractions that
occur on the right hand side of Table 70.1:

�0(s) =
N(s)

D(s)
=

c1

s + a1
+

c2

s + a2
+ . . . +

cn

s + an

It is evident that the denominators of the partial
fractions, which are the factors of D(s), come from
the roots s = −ai of the characteristic equation.
Taking the inverse transforms yields the response:

�0(t) = c1e
−a1 t + c2e

−a2 t + . . . + cne−ant (71.9)

Note that the roots of the characteristic equation
occur in the exponents of the exponential terms.
The nature of the response depends upon the val-
ues of these roots. Clearly any negative real root
will give rise to terms with an exponentially decay-
ing response. Consider the case where the charac-
teristic equation has two complex conjugate roots,
giving rise to the partial fractions:

c

s + � + j!
+

c

s + � − j!
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Table 71.2 Form and nature of response vs values of roots

Value of root Form of response Nature of response

s1 = −�1 c1e−�1t Exponential decay

s2 = +�2 c2e
+�2t Exponential growth

s3 = 0 c3 Step

s4 = −�4 ± j!4 c4e−�4t cos !4t Sinusoidal decay

s5 = +�5 ± j!5 c5e+�5t cos !5t Sinusoidal growth

s6 = ±j!6 c6 cos !6t Continuous oscillations

Taking their inverse transforms, these will con-
tribute the following terms to the response:

c.e−(�+jw)t + c.e−(�−j!)t

= c.e−� t (ej!t + e−j!t)

= 2c.e−� t cos!t (71.10)

The form and nature of the closed loop response
for different types of roots of the characteristic
equation are summarised in Figure 71.9 and Ta-
ble 71.2.These are essentially the same as the signal
forms depicted in Figure 24.2.

By inspection of Equations 71.9 and 71.10 and
of Figure 71.9 it is evident that roots that lie on the
real axis correspond to an exponential response. In
particular, those roots that lie on the real axis in the
left hand half of the so-called“s plane”correspond
to closed loop stable behaviour.They are said to be
stable roots. The closer such roots are to the imag-
inary axis the slower the response. Real roots that
lie in the right hand half are unstable. All complex
roots, i.e. those that lie off the real axis, correspond
to closed loop oscillatory behaviour. Those with
negative real parts, i.e. in the left hand half, are sta-
ble. Those that lie in the right hand half are unsta-
ble and those on the imaginary axis are marginally
stable. The further complex roots are from the real
axis the higher the frequency of oscillation.

An important point to appreciate is that the
characteristic equation is a function of the system
and is independent of any external signals. It fol-
lows that the nature of the system’s response does
not depend on the source of input changes, such
as set point or disturbance. It is the system that is
stable or otherwise. However, both the form and

Imag.

Real3S

5S

2S

6S

1S

5S
6S

4S

4S

Fig. 71.9 Positions of roots of characteristic equation in the

s-plane

magnitude of the response do depend upon the
type of input, such as step or ramp, etc. and on its
size.

71.10 Worked Example No 3
The significance of the roots of the characteristic
equation is perhaps best illustrated by reference to
the example system of Figure 71.7. The character-
istic equation of this system is:

KC

(

1 +
1

TRs

)

1

(0.2s + 1)

5e−S

(10s + 1)

1

(0.5s + 1)
+ 1

= 0 (71.11)

To find the roots of this it is necessary to use the
Pade approximation and to substitute known val-
ues for KC and TR. Supposing that KC = 1 and
TR = 5 this gives:
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(5s + 1) (1 − 0.5s)

s. (10s + 1) (0.5s + 1)2 (0.2s + 1)
+ 1 = 0

Following expansion andrearrangement this gives:

0.5s5 + 4.55s4 + 12.45s3 + 8.7s2 + 5.5s + 1 = 0

which may be factorised as follows:

(4.04s + 1)
(

0.0538s2 + 0.453s + 1
)

×
(

2.30s2 + 1.00s + 1
)

= 0

from which the roots of the characteristic equation
are found to be:

s = −0.247

s = −4.21 ± j0.945

s = −0.218 ± j0.622

The real root is negative, which contributes an ex-
ponential decay to the response. There are two
pairs of complex conjugate roots which contribute
sinusoidal components to the response. Since the
real part of these complex roots is negative the os-
cillations will decay away. The system’s response
is therefore inherently stable for both disturbance
and set point changes.

71.11 The Routh Test
This is a simple test that establishes whether or not
any of the roots of a polynomial lie in the right
half of a complex plane. It is used to establish the
value of some parameter, typically the controller
gain, that causes a closed loop system to become
marginally stable. The test is based on the fact that
for a stable system the coefficients of the character-
istic equation should all be positive. Any root that
is neither real and negative nor complex with neg-
ative real parts would cause negative coefficients.

Suppose that the characteristic equation of in-
terest is fifth order of the form:

0.5s5 +4.55s4 +12.45s3 +8.7s2 +5.5s+1 = 0 (71.12)

The coefficients are written down in the first two
rows of the Routh array, as depicted in Table 71.3.

The remaining elements are calculated across
the rows according to a progressive formula until
a value of zero is returned:

Table 71.3 Coefficients of the

characteristic equation in Routh

array form

s5 a5 a3 a1 0

s4 a4 a2 a0 0

s3 b1 b2 0

s2 c1 c2 0

s1 d1 0

s0 e1

b1 =
a3.a4 − a2.a5

a4
b2 =

a1.a4 − a0.a5

a4

The process is repeated for each remaining row in
turn:

c1 =
a2.b1 − b2.a4

b1
c2 =

a0.b1 − 0.a4

b1

d1 =
b2.c1 − c2.b1

c1

e1 =
c2.d1 − 0.c1

d1

This might seem complicated but is fairly easy to
do: the key thing is to recognise the pattern of the
formulae. Routh’s test for stability requires that all
the coefficients of Equation 71.12 are positive and
that all the terms in the first column of Table 71.1
have positive signs.

71.12 Worked Example No 4
Consider again the system described by Equa-
tion 71.11.

With TR = ∞ and using the Pade approxima-
tion, the characteristic equation becomes:

5KC. (1 − 0.5s)

(10s + 1) (0.5s + 1)2 (0.2s + 1)
+ 1 = 0

Following expansion andrearrangement this gives:

0.5s5+4.55s4+12.45s3+(11.2−2.5KC)s+5KC+1 = 0
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Table 71.4 Worked example of Routh array

s4 0.5 12.45 5KC + 1 0

s3 4.55 11.2 − 2.5KC 0 0

s2 11.22 + 0.2747KC 5KC + 1 0

s1 121.1 − 47.72KC − 0.6868K2
C

11.22 + 0.2747KC

0 0

s0 5KC + 1 0

The Routh array may thus be developed as in Ta-
ble 71.4.

Assuming that KC > 0,otherwise positive feed-
back will occur, only one sign change in the first
column is possible, when

121.1 − 47.72KC − 0.6868K2
C = 0

the solution to which gives:

KC = −71.94 or KC = +2.45.

The condition for stability is thus KC =≤ 2.45.
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72.1 Second Order Dynamics

72.2 Overdamped, � > 1
72.3 Critically Damped, � = 1
72.4 Underdamped, 0 < � < 1
72.5 Undamped, � = 0
72.6 Higher Order Systems

An understanding of the dynamics of second or-
der systems is justified on two counts. First, the
dynamics of many items of plant and instrumen-
tation are inherently second order.Andsecond, the
behaviour of many closed loop systems, whether
they are second order or not, areoften described or
specified in terms of the characteristics of second
order systems. For a more comprehensive treat-
ment the reader is referred to the texts by Dutton
(1997) and Wilkie (2002).

72.1 Second Order Dynamics
A second order system is one whose dynamic be-
haviour may be described by a second order ODE
of the general form:

1

!2
n

d2�0

dt2
+

2�

!n

d�0

dt
+ �0 = K.�1 (72.1)

where the signals �0 and �1 are both in deviation
form, and:

!n is the natural frequency
� damping factor
K steady state gain

Transforming both sides of Equation 72.1, assum-
ing zero initial conditions, and rearranging yields

the transfer function of a secondorder system.This
is depicted in Figure 72.1.

�0(s) =
K.!2

n

s2 + 2!n�s + !2
n

�1(s) (72.2)

2
nn

2

2
n

s2s

K

ω+ζω+

ω )s(0θ)s(1θ

Fig. 72.1 Transfer function representation of a second order sys-

tem

Suppose that the system is subjected to a step input
of magnitude A. Substituting for �1(s) = A/s and
factorising gives:

�0(s) =
A.K.!2

n

s.
{

s + !n

(

� +
√

�2 − 1
)}

.

{

s + !n

(

� −
√

�2 − 1
)}

(72.3)
The solution to Equation 72.3 is found by the usual
procedure of reducing into partial fractions and
finding their inverse transforms. The form of the
solution is determined by the value of the damping
factor � . The step response is usually categorised
according to the value of � , as summarised in Ta-
ble 24.1, and sketched in Figure 72.2.
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t

0

0  <  ζ  < 1

ζ  = 1

ζ  > 1

θ0

Fig. 72.2 Step response vs damping factor for second order sys-

tem

72.2 Overdamped, � > 1
Assume that � > 1 such that the operands of the
square roots in the denominator of Equation 72.3
are positive. The resulting negative real roots of s
yield the step response:

�0(t) = AK

{

1 − e−!n�t

[

cosh
(

!n

√

�2 − 1.t
)

+
�

√

�2 − 1
sinh
(

!n

√

�2 − 1.t
)

]}

(72.4)

A closed loop response of this overdamped form,
in which the output asymptotically approaches its
steady state value, is specified for control systems
where it is essential that there is no oscillation.

72.3 Critically Damped, � = 1
Assume that � = 1 such that the operands of the
square roots in the denominator of Equation 72.3
are zero. The resulting repeated roots of s = −!n�
yield the step response:

�0 = AK
{

1 − e−!nt (1 − !nt)
}

(72.5)

This is the fastest response that can be obtained
without any oscillation. However, closed loop sys-
tems should not be designed for critical damping.
Any slight error in the design or measurements
could result in a specified exponential response

becoming oscillatory. Critical damping is never-
theless used as a basis for design.Typically, the cri-
teria to establish critical damping are determined
and a safety factor is then applied to guarantee
overdamping.

72.4 Underdamped, 0 < � < 1
Assume that 0 < � < 1 such that the operands
of the square roots in the denominator of Equa-
tion 72.3 are negative. The resulting complex con-
jugate roots of s yield the step response:

�0(t) = AK

⎛

⎝1 −
1

√

(

1 − �2
)

e−!n �t. sin (!dt + �)

⎞

⎠

(72.6)
where !d is the damped frequency given by:

!d = !n

√

1 − �2

and � is the phase shift given by:

� = tan−1

(
√

1 − �2

�

)

Both of these identities may be represented tri-
gonometrically as shown in Figure 72.3.

Fig. 72.3 a Identity for damped frequency, b Identity for phase

shift

Inspection of Equation 72.6 reveals an exponen-
tially decaying sinusoid which is sketched and la-
belled in Figure 72.4.

Various characteristics ofthis response are iden-
tified and defined in Table 72.1,which is largely self
explanatory.Note that the formulae for all the char-
acteristics are functions of !n and � only. Thus,
specifying any two characteristics results in two
equations which may be solved for!n and � ,which
determines the values of the other characteristics.

nω ζω
n

dω ζ

( )2
1 ζ−

Φ

1

a b
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t

x

y

z

0 tr tp ts

P

+– p%

AK

θ0

Fig. 72.4 Step response for underdamped second order system

Table 72.1 Characteristics of underdamped second order response

Characteristic Symbol Formula

Damped frequency !d !n

√

1 − �2

Period P
2�

!n

√

1 − �2

Rise time tr
1

!n

√

1 − �2

{

� − tan−1

√

1 − �2

�2

}

Peak time tp
�

!n

√

1 − �2

Overshoot
x

y
e

− ��√
1−�2

Decay ratio
z

x
e

− 2��√
1−�2

The response limit is a band of arbitrary width ±p
about the equilibrium value. The value of p is ex-
pressed as a percentage of the steady state change
in output. In practice it is normally taken as either
±5% or ±2%. The settling time ts is the time taken
for the output to fall within the response limit and
to remain bounded by it.

The curve which is tangential to the peaks of
the step response is known as its envelope, and is
also sketched in Figure 72.4. The equation of the
envelope is given by:

�0 = AK.

(

1 +
e−!n�t

√

1 − �2

)

Note that the time constant for the exponential de-
cay of the envelope, T = 1

!n�
.

The response limit and settling time are related
to this time constant by the following useful ap-
proximations:

If p = ±5% then ts ≈ 3T.

p = ±2% ts ≈ 4T
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72.5 Undamped, � = 0
Substituting � = 0 into Equation 72.3 results in
imaginary roots of s which reduce into partial frac-
tions as follows:

�0(s) = AK

(

1

s
−

1

2(s + j!n)
−

1

2(s − j!n)

)

Inverse transforming yields the step response:

�0(t) = AK
(

1 − 0.5
(

e−j!nt + e+j!nt
))

= AK (1 − cos !nt) (72.7)

This is a sine wave with oscillations of constant
amplitude as depicted in Figure 72.5. For control
system design and tuning purposes this clearly
corresponds to the case of marginal stability as
discussed in Chapter 24.

t

0

AK

θ0

Fig. 72.5 Sinusoidal response of undamped second order system

72.6 Higher Order Systems
Consider a series of n identical first order systems,
as depicted in Figure 72.6.

1Ts

1

+ 1Ts

1

+ 1Ts

1

+

Fig. 72.6 A series of n identical first order systems

The series’ overall transfer function is given by:

�0(s)

�1(s)
=

(

1

Ts + 1

)n

The system’s response to a step input of magnitude
A is sketched in Figure 72.7 as a set of curves with
n as the parameter. If n=0 the output follows the

t

0

1
n = 0

n = 1

n 
= 2

n =
 3

n = 5

θ0

Fig. 72.7 Step response of n first order systems in series

input exactly. If n = 1 the response is that of a
first order system. With n = 2 the response is that
of a second order system with repeated roots and
critical damping. For n ≥ 3 the response becomes
more sluggish and“S shaped”.

Processplant and control loopelements invari-
ably consist of combinations of non-identical first
order systems, overdamped second order systems
and steady state gains, as depicted in Figure 72.8.

1sT

K

1

1

+ 1sT

K

2

2

+ 1sT

K

n

n

+

)s(1θ )s(0θ

Fig. 72.8 A series of n first order systems in series

Often it is impractical to determine the exact trans-
fer function for each element.A common approach
is to lump them together in an overall transfer
function consisting of a single lag, delay and gain
as follows:

�0(s)

�1(s)
=

n
∏

j=1

Kj

Tjs + 1
≈ Ke−Ls

Ts + 1
(72.8)

The effect of this approximation is to replace the“S
shaped” response with that of a first order system
subject to a time delay, as depicted in Figure 72.9.

The approximation is good enough for most
purposes.For example, it provides the basis for the
reaction curve method of controller tuning, de-
scribed in Chapter 24, in which the control loop
is assumed to consist of a 3-term controller in se-
ries with the lumped approximation,as depicted in
Figure 72.10.
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θ0
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K

0.632 K

θ0

Fig. 72.9 Response of first order system subject to time delay

+
+

+
-

++ sT
sT

1
1.K D

R
C

1Ts

Ke Ls

+

−

Fig. 72.10 PID controller with lumped approximation of plant
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73.1 Attenuation and Phase Shift

73.2 Substitution Rule

73.3 Bode Diagrams

73.4 Nyquist Diagrams

73.5 Lags, Leads, Integrators and Delays

73.6 Second Order Systems

73.7 Compound Systems

73.8 Worked Example No 1

73.9 Bode Stability Criteria

73.10 Worked Example No 2

73.11 Worked Example No 3

73.12 Gain and Phase Margins

Having seen in Chapters 71 and 72 how to repre-
sent the behaviour of systems in the Laplace do-
main, this chapter introduces frequency response.
This is an important frequency domain means of
analysis and design. In essence, it concerns the be-
haviour of systems that are forcedby sinusoidal in-
puts. A system may be forced sinusoidally and, by
measuring its output signal, the nature of the sys-
tem may be deduced. Alternatively, a system may
be designed such that the sinusoidal relationship
between its input and output signals is as specified.
Frequency response is ofparticular importance for
design purposes from a stability point of view.

Being a standard technique, frequency re-
sponse is covered extensively in classical texts such
as Ogata (2002) and Wilkie (2002) to which the
reader is referred for a more thorough treatment.

73.1 Attenuation and Phase
Shift

Consider the first order system as shown in Fig-
ure 73.1.

)s(0θ
1Ts

K

+

)s(1θ

Fig. 73.1 First order system

If �1 is a sine wave of amplitude A and fre-
quency ! rad s−1 :

�1(t) = A sin !t, �1(s) =
A!

s2 + !2

then the response is given by:

�0(s) =
K

(Ts + 1)
.

A!

(s2 + !2)

By splitting this into its partial fractions, inverse
transforming and some non-trivial trigonometric
manipulation, the solution may be found. Once
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θ0

θ0

θ1

A

2 KA

(1+ω2Τ2)
p

Fig. 73.2 Steady state response of first order system to sinusoidal input

the exponential transient has decayed away, the re-
sponse becomes:

�0(t) =
KA

√

(1 + !2T2)
. sin (!t + �) (73.1)

which is also a sine wave as depicted in Figure 73.2.
In Figure 73.2 the amplitude of �0 is KA√

(1+!2T2)
which comprises the amplitude A of the input am-
plified by the steady state gain K and attenuated by
the factor 1√

(1+!2T2)
.

The product of gain and attenuation factor
K√

(1+!2T2)
is known as the amplitude ratio.

The frequency ! of �0 is the same as that of �1

but is shifted in phase by an amount � where:

� = − tan−1 (!T) (73.2)

73.2 Substitution Rule
As was seen in Table 71.2, and will be further de-
veloped in Chapter 74, oscillatory behaviour is as-
sociated with roots of the form s = ±j!. This fact
may be exploited in determining the frequency re-
sponse of a system.Consider the first order system:

G(s) =
1

Ts + 1

Substitute s = j! and form the complex conjugate
giving:

G(j!) =
1

1 + j!T
=

1

1 + !2T2
− j

!T

1 + !2T2

This may be depicted in Argand diagram form as
shown in Figure 73.3.

Fig. 73.3 Cartesian and polar forms of frequency response

It may also be expressed in polar co-ordinates as
follows:

G(j!) =
∣

∣G(j!)
∣

∣∠G(j!)

where the modulus, pronounced as “mod G j!”,
which is the length of the vector, is given by:

∣

∣G(j!)
∣

∣ =

√

√

√

√

(

(

1

1 + !2T2

)2

+

(

!T

1 + !2T2

)2
)

=
1√

1 + !2T2
(73.3)

Φ

0 Real22T1

1

ω+

Imag.

22T1

T

ω+

ω−

( )ωjG
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and the argument, pronounced as “arg G j!”,
which is the angle of the vector, is given by:

∠G(j!) = − tan−1

(

!T

1 + !2T2

)

(

1

1 + !2T2

)

= − tan−1 (!T) (73.4)

Comparison of Equations 73.1–73.4 shows that, for
a first order system:

Attenuation =
∣

∣G(j!)
∣

∣ =
1

√

(1 + !2T2)

and

Phase shift, � = ∠G(j!) = − tan−1 (!T)

Although it has only been demonstrated here for
a first order system, the frequency response of any

system may be found by substituting s = j! into
G(s) and rearranging into polar form.

Because of the complexity, it is convenient to
present information about frequency response in
graphical form. The two most common forms are
Bode and Nyquist diagrams.

73.3 Bode Diagrams
These consist of graphs of attenuation and phase
shift plotted against frequency, as shown for a first
order system in Figure 73.4.

The attenuation graph is of
∣

∣G(j!)
∣

∣ along the
ordinate (y-axis) vs ! along the abscissa (x-axis).
∣

∣G(j!)
∣

∣ is plotted using either a logarithmic scale
or else in terms of decibels (dB) on a linear scale
and frequency is plotted on a logarithmic scale:

no of dB = 20 log10

∣

∣G(j!)
∣

∣

dB

~_ 1dB
~_ 3dB

~_ 1dB

~_ 6dB

~_ 20dB

deg

ωT

ωT

G(jω)

G(jω)∠

14°

1 2 4 101/4 1/2

26°

26°

45°

14°

Fig. 73.4 Bode diagram for a first order system
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Of particular interest are the asymptotes.For a first
order system:

∣

∣G(j!)
∣

∣ =
1

√

(1 + !2T2)

If ! → 0 then
∣

∣G(j!)
∣

∣ → 1 and dB → 0, i.e.
the graph is asymptotic to the 0 dB line.

If ! → ∞ then
∣

∣G(j!)
∣

∣→ 1
!T and

dB → −20 log10 !T, i.e. the graph is asymp-
totic to a line of slope −20 dB/decade.

The two asymptotes intercept when

∣

∣G(j!)
∣

∣ = 1 =
1

!T
,

i.e. when ! = 1
T which is known as the corner

frequency.
The phase shift graph is of ∠G(j!) vs ! in

which ∠G(j!) is plotted on a linear scale. Again, a
logarithmic scale is used for the frequency axis:

∠G(j!) = − tan−1 (!T)

If ! → 0 then ∠G(j!) → 0.

If ! = 1
T then ∠G(j!) = −450.

If ! → ∞ then ∠G(j!) → −900.

Thus the graph of ∠G(j!) vs ! is asymptotic to
the 0 and −90◦ lines.

For most purposes it is unnecessary to plot
Bode diagrams accurately – a sketch is good
enough. The data shown in Figure 73.4 is a suf-
ficient basis for sketching.

73.4 Nyquist Diagrams
The Nyquist diagram for the system G(s) is the
locus as ! varies from 0 to ∞ of the vector
∣

∣G(j!)
∣

∣∠G(j!), an example of which for a first
order system is as shown in Figure 73.5.

Often referred to simply as a polar plot, a
Nyquist diagram essentially consists of a graph
of the modulus of G(jw) vs its argument in po-
lar co-ordinates on an Argand diagram with ! as

Fig. 73.5 Nyquist diagram for a first order system

a parameter. It combines into a single graph all the
data contained in the two graphs of a Bode dia-
gram. Note the convention that if the argument is
zero the vector lies along the positive real axis from
which negative phase angles are measured clock-
wise.Also,note that the value of the modulus is not
plotted in terms of dB.

73.5 Lags, Leads, Integrators
and Delays

The frequency response of a first order lag, a first
order lead, an integrator and a time delay are as
listed in Table 73.1. For each of these is given its
mathematical form, transfer function, attenuation,
phase shift and a sketch of its polar plot.

73.6 Second Order Systems
The transfer function of a second order system is:

G(s) =
!2

n

s2 + 2�!ns + !2
n

Substituting s = j!, finding the complex conju-
gates and putting into polar form yields:

∣

∣G(j!)
∣

∣ =
1

√

√

√

√

√

⎧

⎨

⎩

(

1 −

(

!

!n

)2
)2

+ 4�2

(

!

!n

)2
⎫

⎬

⎭

(73.5)
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Table 73.1 Frequency response of a lag, lead, integrator and delay

Lag                                  Lead                            Integrator                           Delay

10
0

dt

d
.T θ=θ+

θ
01

1

dt

d
.T θ=θ+

θ
1

0

dt

d
.T θ=

θ )Lt()t( 10 −θ=θ
Mathe-

    matical

form

1Ts

1

+
1θ

1Ts +
Ts

1 Lse−Transfer

function
0θ 1θ 1θ 1θ 0θ0θ 0θ

Atten-

uation

)j(G ω ( )22T1

1

ω+
( )22T1 ω+ ω

1
1

Argument

)j(G ω∠
deg90

rad
2

−=

π
−

L3.57

L

ω−=

ω−

Polar plot

                       

Ttan
1 ω− −

∞=ω

0 1

ω
0=ω

0 1

0

∞=ω
0=ω

0

1

1

ω

0=ω
∞=ω

Ttan
1 ω+ − rad

deg

and

∠G(j!) = − tan−1

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

2�

(

!

!n

)

1 −

(

!

!n

)2

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

(73.6)

The Bode and Nyquist diagrams of a second or-
der system are as shown in Figures 73.6 and 73.7
respectively.

For the attenuation graph:

If ! → 0 then
∣

∣G(j!)
∣

∣ → 1 and dB → 0, i.e.
the graph is asymptotic to the 0 dB line.

If ! → ∞ then
∣

∣G(j!)
∣

∣ → 1
(

!
!n

)2 and

dB → −40 log10

(

!
!n

)

, i.e. the graph is asymp-

totic to a line of slope −40 dB/decade.

The two asymptotes intercept when

∣

∣G(j!)
∣

∣ = 1 =
1
(

!
!n

)2 , i.e. when ! = !n.

The natural frequency !n is thus the corner fre-
quency too.

If ! = !n then
∣

∣G(j!)
∣

∣ =
1

2�

Note that if � <
√

0.5 ≈ 0.707 then
∣

∣G(j!)
∣

∣ has a
maximum:

∣

∣G(j!)
∣

∣

max
=

1

2�
√

(

1 − �2
)

which occurs at the resonant frequency !r:

!r = !n

√

(

1 − 2�2
)
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Fig. 73.6 Bode diagram for a second order system
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Fig. 73.7 Nyquist diagram for a second order system

For the phase shift graph:

If ! → 0 then ∠G(j!) → 0.

If ! = !n then ∠G(j!) = −90◦.

If ! → ∞ then ∠G(j!) → −180◦.

Thus the graph of ∠G(j!) vs ! is asymptotic to
the 0 and −180◦ lines.

73.7 Compound Systems
If G(s) factorises into, say:

G(s) = G1(s)G2(s)G3(s) . . . Gn(s)

and for each Gi(s):

Gi(j!) =
∣

∣Gi(j!)
∣

∣∠Gi(j!)

then, because of its complex nature, the overall at-
tenuation is given by:

∣

∣G(j!)
∣

∣ =
n
∏

i=1

∣

∣Gi(j!)
∣

∣ (73.7)

or, in terms of decibels:

dB =
n
∑

i=1

20 log10

∣

∣Gi(j!)
∣

∣

and the overall phase shift is given by:

∠G(j!) =
n
∑

i=1

∠Gi(j!) (73.8)

These rules considerably simplify the sketching of
Bode and Nyquist diagrams for compound sys-
tems.

73.8 Worked Example No 1
Consider the system:

G(s) =
0.1s + 1

s (0.5s + 1)

which consists of first order lag and lead terms,
with time constants of 0.5 and 0.1 min respectively,
and an integrator. Its Bode diagram is sketched in
Figure 73.8.
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Fig. 73.8 Bode diagram for Worked Example No 1

The attenuation graph is given by:

∣

∣G(j!)
∣

∣ =

√

(1 + 0.01!2)

!
√

(1 + 0.25!2)

It was constructed as follows:

For ! < 2 rad/min the asymptote is a line of
slope −20 dB/decade passing through ! = 1
due to 1

s .

At ! = 2 rad/min is the corner frequency of
1

0.5s+1 .

For 2 < ! < 10 the asymptote has a slope of
−40 dB/decade of which −20 dB/decade is due
to 1

s and another −20 dB/decade is due to 1
0.5s+1 .

! = 10 rad/min is the corner frequency of
(0.1s + 1). Note that the frequency response of
(0.1s + 1) is the mirror image of that due to

1
0.1s+1 .

For ! > 10 the asymptote has a net slope of
−20 dB/decade of which −40 dB/decade are due
to 1

s and 1
0.5s+1 and +20 dB/decade are due to

(0.1s + 1).

Having established the asymptotes, points may be
located 3 dB below the corner frequency at ! = 2
and 3 dB above the corner frequency at ! = 10.
These points are sufficient to enable the attenua-
tion curve to be sketched in.

The phase shift graph is given by:

∠G(j!) = + tan−1(0.1!) − 90 − tan−1(0.5!)

Clearly the asymptotes for this are −90◦.The graph
is drawn by selecting a few strategic values for !.

73.9 Bode Stability Criteria
These were introduced qualitatively in Chapter 24
to explain the concept of marginal stability. Con-
sider the feedback system depicted in Figure 73.9
in which all the elements,other than the controller,
have been lumped in with the process. The con-
troller has P action only.

+
+

+
-

G(s)CK

Fig. 73.9 Loop with P controller and single process transfer func-

tion

Let KC.G(s) be the open loop transfer function,
where KC is the controller gain and:

G(s) =
n
∏

i=1

Ki.Gi(s)

where the Ki are steady state gains.
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The Bode stability criteria may now be ex-
pressed quantitatively in terms of attenuation and
phase shift as follows:

If:
KCM.K.

∣

∣G(j!C)
∣

∣ = 1.0

where:

K =
n
∏

i=1

Ki

and
∣

∣G(j!C)
∣

∣ =
n
∏

i=1

∣

∣Gi(j!C)
∣

∣

and if:
∠G(j!C) = −180◦

where:

∠G(j!C) =
n
∑

i=1

∠Gi(j!C)

then the closed loop system is marginally stable.

KCM is known as the controller gain for
marginal stability.

!C is referred to as the critical frequency at
which the period of oscillation is PU:

PU =
2�

!C

73.10 Worked Example No 2
Consider the system whose open loop transfer
function is as follows, the time constants being in
minutes:

G(s) =
6KC

(s + 1) (s + 2) (s + 3)

=
KC

(s + 1)(0.5s + 1)(0.333s + 1)

Start with the phase shift which is given by:

∠G(j!) = − tan−1 !−tan−1(0.5!)−tan−1(0.333!)

If ! = !C then ∠G(j!C) = −180◦ whence !C ≈
3.32 rad/min and PU ≈ 1.894 min.

Now move onto the attenuation:
∣

∣G(j!)
∣

∣ =
1

√

(1 + !2)
√

(1 + (0.5!)2)
√

(1 + (0.333!)2)

Thus
∣

∣G(j!c)
∣

∣ ≈ 0.1.

For marginal stability:

KCM.K.
∣

∣G(j!C)
∣

∣ = 1.0

whence KCM ≈ 10.0
Using the Zeigler and Nichols formulae of Ta-

ble 24.2, for a decay ratio of 0.25 and assuming
P + I + D control action, the optimum settings are
thus:

KC ≈ 5.9, TR ≈ 0.95 min TD ≈ 0.24 min.

Hint. A useful trigonometric identity for evaluat-
ing !c for third order systems with lags of T1, T2

and T3 mins is as follows. If:

tan−1 !CT1 + tan−1 !CT2 + tan−1 !CT3 = −180

then:

!C =

√

T1 + T2 + T3

T1.T2.T3

73.11 Worked Example No 3
Consider the system shown in Figure 73.10 in
which the time delay and time lags all have units
of minutes. This is essentially the same system as
that depicted in Figure 71.7.

The open loop phase shift is given by:

∠G(j!) = − tan−1(10!) − tan−1(0.5!)

− tan−1(0.2!) − 57.3!

Note the factor of 57.3 to convert the contribution
due to the time delay from radians into degrees. By
trial and error it can be found that if ! = 1.005
then ∠G(j!) = −180◦.

Thus !C ≈ 1.0 rad/min.
Its open loop attenuation is given by:

∣

∣G(j!)
∣

∣ =
1

√

(1 + 100!2)
√

(1 + 0.25!2)
√

(1 + 0.04!2)

Thus
∣

∣G(j!C)
∣

∣ = 0.0873
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Fig. 73.10 Block diagram of control loop for Worked Example No 3

For marginal stability:

KCM.K.
∣

∣G(j!C)
∣

∣ = 1.0

Substituting K = 5 and
∣

∣G(j!C)
∣

∣ = 0.0873 gives
KCM = 2.29.

Thus, for stability, KC < 2.29.

Note that this value of KCM is slightly smaller, but
more accurate, than the value of 2.45 calculated
in Chapter 71 in which a Pade approximation was
used for the time delay.

Using the Zeigler and Nichols formulae of Ta-
ble 24.2, the optimum settings for P + I + D action
are thus:

KC ≈ 1.34, TR ≈ 3.15 min, TD ≈ 0.78 min.

73.12 Gain and Phase Margins
These arise from the Bode stability criteria and
are a means of quantifying the stability of control
systems. They are essentially safety factors and,
as such, vary according to the application. Typ-
ical specifications are for a GM ≥ 1.7 and/or a
PM ≥ 30◦.

Gain and phase margins are best explained in
relation to Bode diagrams. With reference to the
system of Figure 73.9, three cases are shown in Fig-
ure 73.11.

By definition:

GM =
1

KCK
∣

∣G(j!C)
∣

∣

or, in terms of decibels:

ω
 =

 ω
c

ω
 =

 ω
c

ω
 =

 ω
c

PM

GM

Stable UnstableMarginal

PM

GM

G
(j

ω
)

K
c 

K
G

(j
ω

)
∠

Fig. 73.11 Gain and phase margins from Bode diagrams
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Fig. 73.12 Gain and phase margins from polar plots

GM = −20 log10 KCK
∣

∣G(j!C)
∣

∣

Also, by definition:

PM = 180 + �

where � is the value of∠G(j!) at the frequency for
which KCK

∣

∣G(j!)
∣

∣ = 1.0.

For GM > 1 the system is closed loop stable.
The GM is the factor by which Kc may be in-
creased without causing instability.

If GM = 1 the closed loop system is marginally
stable.

For GM < 1 the system is closed loop unsta-
ble. The GM is the factor by which Kc must be
reduced to make the system marginally stable.

An alternativeway to establishgain andphasemar-
gins is by examination of the open loop polar plots
of KCK

∣

∣G(j!)
∣

∣ vs∠G(j!) as shown in Figure 73.12
for a third order system.

Let −a be the intersection of the polar plot with
the negative real axis. By inspection:

GM =
1

oa

If oa < 1, i.e. the polar plot passes between the
origin and the point (−1, 0), then the system is
closed loop stable.

If oa = 1, i.e. the polar plot passes through the
point (−1, 0), then the closed loop is marginally
stable.

If oa > 1, i.e. the polar plot encompasses the
point (−1, 0), then the system is closed loop
unstable.

The PM is found from the intersection of the polar
plot of KCK

∣

∣G(j!)
∣

∣ vs ∠G(j!) with the unit circle,
as shown in Figure 73.13.R

Re

PM

unit

circle

polar

plot

Im

0–1 1

Fig. 73.13 Intersection of a polar plot with the unit circle



Root Locus

Ch
ap

te
r7

4

74.1 Worked Example No 1

74.2 Angle and Magnitude Criteria

74.3 Worked Example No 2

74.4 Evans’ Rules

74.5 Comments on Evan’s Rules

74.6 Worked Example No 3

74.7 Worked Example No 4 (with Time Delay)

74.8 Second Order Systems

74.9 Dominant Roots

74.10 Worked Example No 5 (Effect of I Action)

74.11 Pole Placement

It was seen in Chapter 71 that the nature of the
roots of the characteristic equation determine the
form of response and stability of a closed loop sys-
tem. Indeed, the significance of the position of the
roots in the s plane was summarised in Table 71.2
and depicted in Figure 71.8. In particular, the com-
plex nature of s = � + j!, in which the real part
relates to an exponential component and the imag-
inary part to a frequency component, was intro-
duced.

Root locus concerns plotting the roots of a
characteristic equation in the s plane as some pa-
rameter, typically the controller gain, varies. The
locus therefore indicates how that parameter af-
fects the system’s stability. This chapter demon-
strates, by way of example, how to draw root loci,
and how to interpret them.

74.1 Worked Example No 1
Consider the third order system depicted in Fig-
ure 74.1. In fact, this is the same system as that
considered in Chapter 73.

+
+

)s(d

)s(c)s(r

+
-

( ) ( )2s.1s

K2 c

++

3s

3

+

Fig. 74.1 Block diagram of third order system

Here the open loop transfer function is:

F(s) =
6KC

(s + 1) (s + 2) (s + 3)

The open loop poles of F(s) are the values of s in
the denominator for which F(s) = ∞. In this case
the poles are at s = −1, −2 and −3.

The open loop zeros of F(s) are the values of s
in the numerator for which F(s) = 0. In this case
there are none.

The system’s characteristic equation is thus:

6KC

(s + 1) (s + 2) (s + 3)
+ 1 = 0

i.e.
s3 + 6s2 + 11s + 6 (KC + 1) = 0



608 74 Root Locus

Table 74.1 Roots of characteristic equation vs controller gain

KC r1 r2 r3

0.00 −3.00 −2.00 −1.00

0.038 −3.10 −1.76 −1.14

0.0642 −3.16 −1.42 −1.42

0.263 −3.45 −1.28 − j0.754 −1.28 + j0.754

1.00 −4.00 −1.00 − j1.41 −1.00 + j1.41

4.42 −5.09 −0.453 − j2.49 −0.453 + j2.49

10.0 −6.00 0.00 − j3.32 0.00 + j3.32

16.7 −6.72 +0.358 − j3.96 +0.358 + j3.96

The roots of this characteristic equation for vari-
ous values of Kc are listed in Table 74.1 and plotted
in Figure 74.2.These roots are the closed loop poles
of the system. Kc is the parameter of interest.

Note that there are three loci, or branches, each
emerging from one of the open loop poles. The
value of Kc at the poles is zero. The direction of
increasing Kc is indicated on the locusby an arrow.
The root locus is symmetrical about the real axis.
This is because the roots of real systems only occur
in conjugate pairs.

Table 74.2 Damping as a function of controller gain

Value of Kc Nature of damping

0 < KC < 0.0642 Overdamped

KC = 0.0642 Critically damped

0.0642 < KC < 10.0 Underdamped

KC = 10.0 Undamped

10.0 < KC Self excited

Fig. 74.2 Plot of roots of characteristic equation in s-plane (Matlab)
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Following a step change in either r(t) or d(t),
the formof the response of c(t) will be as indicated
in Table 74.2.

Thus, at a glance, the root locus conveys the
complete stability picture.

74.2 Angle and Magnitude
Criteria

These provide the basis for Evans’ rules for sketch-
ing root loci and for the software routines which
generate them automatically.

Consider the characteristic equation:

F(s) + 1 = 0

Rearrange it into the form:

K (s + z1) (s + z2) . . . (s + zm)
(

s + p1

) (

s + p2

)

. . .
(

s + pn

) = −1 ± j.0 (74.1)

where K is the parameter of interest. This is typ-
ically, but not necessarily, the controller gain: it is
shown later how to handle the reset time TR as the
parameter of interest.

Since the various poles and zeros are complex,
in general, any point on the root locus must satisfy
both the angle criterion:

m
∑

i=1

∠ (s + zi) −
n
∑

j=1

∠
(

s + pj

)

= ± (2k + 1) � rad

(74.2)
where k = 0, 1, 2 . . . and the magnitude criterion:

K
m
∏

i=1
|s + zi|

n
∏

j=1

∣

∣s + pj

∣

∣

= 1.0 (74.3)

The angle criterion establishes the loci of the roots
and the magnitude criterion is used to determine
the value of the parameter K at points along the
loci.

74.3 Worked Example No 2
Consider the system for which the open loop trans-
fer function is:

F(s) =
KC (s + 5)

s (s + 1) (s + 2)

This has three open loop poles at s = 0, −1 and −2
and one open loop zero at s = −5.

From Equation 74.2:

∠ (s + 5)−∠s−∠ (s + 1)−∠ (s + 2) = (2k + 1) .180◦

Consider the point s = −0.3 + j, as depicted in Fig-
ure 74.3:

∠
(

4.7 + j
)

−∠
(

−0.3 + j
)

−∠
(

0.7 + j
)

−∠
(

1.7 + j
)

= tan−1 1

4.7
−

(

180 − tan−1 1

0.3

)

− tan−1 1

0.7

− tan−1 1

1.7
= 12.01 − 180 + 73.30 − 55.01 − 30.47

= −180.17

-5                                                        -2             -1    -0.3

σ

ωj

1
s

s+
1

s+
2

s+5

Fig. 74.3 Angle and magnitude criteria at s = 0:3 + j
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which is close enough to −180◦. Thus s = −0.3 + j
is a point on the root locus of F(s) + 1 = 0.

From Equation 74.3:

KC |s + 5|
|s| |s + 1| |s + 2| = 1

Again, if s = −0.3 + j then:

KC =

∣

∣−0.3 + j
∣

∣

∣

∣0.7 + j
∣

∣

∣

∣1.7 + j
∣

∣

∣

∣4.7 + j
∣

∣

=

√

(1 + 0.32)
√

(1 + 0.72)
√

(1 + 1.72)
√

(1 + 4.72)
= 0.523

That this point satisfies the criteria can be verified
by measurement of Figure 74.3.

74.4 Evans’ Rules
These rules, which are due to Evans, are generic
and enable root loci to be sketched and interpreted.
They are explained in detail in Ogata (2002).Accu-
rate drawing of root loci is very tedious but, for-
tunately, due to the availability of computer aided
design tools, is no longer necessary.

1. Rearrange the characteristic equation into the
form:

F(s)+1 =
K (s + z1) (s + z2) . . . (s + zm)
(

s + p1

) (

s + p2

)

. . .
(

s + pn

) +1 = 0

(74.4)
where F(s) is the open loop transfer function
and K is the parameter of interest. The system
has m open loop zeros and n open loop poles.
n ≥ m for all real systems.

2. Plot the open loop zeros (o) and poles (x) of
F(s) in the complex s plane:

s = −z1, −z2, . . . , −zm

s = −p1, −p2, . . . , −pn

3. The number of branches to the root locus is
equal to the number of roots of the character-
istic equation, usually n. Each branch starts at

an open loop pole and ends at an open loop
zero.
If n > mthe remaining (n−m) branches termi-
nate at (n − m) implicit zeros at infinity along
some asymptotes. In the case of a qth order
pole, q loci emerge from it. Likewise for a qth
order zero, q loci terminate there.

4. Any point on the real axis is a part of the root
locus if the total number of poles andzeros that
lie on the real axis to the right of that point is
odd.
Note that in applying this rule, any qth order
pole or zero must be counted q times.Also note
that any complex conjugate poles and zeros
need not be counted at all.

5. Root loci are always symmetrical with respect
to the real axis. Thus it is only necessary to
construct the root loci in the upper half of the
s plane and copy their mirror image into the
lower half.

6. Thepoint at which two root loci emerging from
adjacent poles (or moving towards adjacent ze-
ros) on the real axis intersect and then leave (or
enter) the real axis may be found by one of two
methods:

i. Rearrange the characteristic equation into
the form:

K =

−
n
∏

j=1

(

s + pj

)

m
∏

i=1
(s + zi)

(74.5)

The breakaway points are then found by
solving for the roots of: dK

ds = 0.
ii. The breakaway points may also be found by

solving for the roots of:

m
∑

i=1

1

s + zi
=

n
∑

j=1

1

s + pj
(74.6)

Note that the root loci break away from (or
into) the real axis at angles of ±�/2.

7. There are (n − m) loci which asymptotically
approach (n − m) straight lines radiating from
the centre of gravityof the open looppoles and
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zeros. The centre of gravity, which always lies
on the real axis, is given by:

s =

m
∑

i=1

zi −
n
∑

j=1

pj

n − m
(74.7)

Note that the zi and pj in this equation are not
the zeroes and poles of the system but the val-
ues in the open loop transfer function F(s).

8. The angles made by the asymptotes with the
real axis are given by:

� =
(2k + 1) �

n − m
rad

∀k = 0, 1, 2 . . . (n − m − 1) (74.8)

Note that the symbol ∀ means “for all values
of”.
The asymptotes are equally spaced, the angles
between them being 2�

n−m rad.
9. For single poles (or zeros) on the real axis, the

angle of departure (or approach) of the root
loci is either 0 or � .

10. For multiple poles (qth order) on the real axis,
and for complex poles (single (q = 1) or mul-
tiple) at s = s∗, the angles of departure of the q
loci are given by:

� =
1

q

(

(2k + 1) � +
m
∑

i=1

∠ (s∗ + zi)

−
n
∑

j=1,j �=∗

∠
(

s∗ + pj

)

⎞

⎠ rad

∀k = 0, 1, 2 . . .
(

q − 1
)

(74.9)

Similarly, the root loci approach multiple zeros
at s = s∗ at angles given by:

� =
1

q

⎛

⎝(2k + 1) � +
n
∑

j=1

∠
(

s∗ + pj

)

−
m
∑

i=1,i�=∗

∠ (s∗ + zi)

⎞

⎠ rad

∀k = 0, 1, 2 . . .
(

q − 1
)

(74.10)

11. The intersections of the root loci with the
imaginary axis, and the values of K at the inter-
sections, may be found by substituting s = j!
into the characteristic equation. The real and
imaginary parts may then be set to zero, and
the resulting equations solved simultaneously
for ! and K.
Note that the values of K at the intersections
may also be found by the Routh test.

12. Knowing the breakpoints, asymptotes, angles
of departure, etc., the root locus may be
sketched, using the angle criterion as appro-
priate. The value of K at points of interest on
the locus may then be found using the magni-
tude criterion.

74.5 Comments on Evan’s
Rules

Interpretation of the root locus is easier if the same
scales are used for both the real and imaginary
axes.

Usually it is unnecessary to have to use all the
rules to construct a root locus.

A useful analogy is to consider the root loci
to correspond to the paths taken by a positively
charged particle in an electrostatic field estab-
lished by positive poles and negative zeros. In gen-
eral, a loci is repelled by a pole and attracted by a
zero.

Another useful aid to plotting root loci is the
fact that for n − m ≥ 2 the sum of the roots
(r1 +r2 + . . . +rn) is constant, real and independent
of K. Thus the motion of any branch in one direc-
tion must be counterbalanced by the motion of the
other branches in their directions.

74.6 Worked Example No 3
Consider again the system of Example 2.

1.
F(s) =

KC (s + 5)

s (s + 1) (s + 2)

2. Zero at s = −5. Poles at s = 0, −1 and −2.
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3. Three branches, two of which go to implicit
zeros at ∞ asymptotically.

4. Real axis is part of root locus for:

−1 < � < 0 − 5 < � < −2

6. KC =
−s (s + 1) (s + 2)

(s + 5)
=

−
(

s3 + 3s2 + 2s
)

(s + 5)
.

Thus:

dKC

ds
=

(

s3 + 3s2 + 2s
)

(s + 5)2 −

(

3s2 + 6s + 2
)

(s + 5)
= 0

so:

s3 + 9s2 + 15s + 5 = 0

(s + 6.943) (s + 1.611) (s + 0.447) = 0

–2–5 –1 10

1

5

K = 3

K = 0.523

K = 0.0843

jω

σ

p_

Fig. 74.4 Root locus for Worked Example No 3
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By inspection, the breakaway point is:

s = −0.447.

7. The centre of gravity is at s = (5)−(0+1+2)
2 = 1

8. Angle of asymptotes, � = (2k+1)
2 .180◦.

Since k = 0 and 1 then � = 90 and 270◦.
11. Characteristic equation is:

KC (s + 5)

s (s + 1) (s + 2)
+ 1 = 0

i.e.

s3 + 3s2 + (2 + KC) s + 5KC = 0

Substituting s = j! gives:
(

5KC − 3!2
)

+ j!
(

2 + KC − !2
)

= 0

whence:

5KC − 3!2 = 0

2 + KC − !2 = 0 ( or else ! = 0)

Solving gives ! = ±
√

5 and KC = 3
12. The root locus is thus as depicted in Fig-

ure 74.4.
The gain at s = −0.447 is found from the mag-
nitude criterion:

KC =
|−0.447| |0.553| |1.553|

|4.553| = 0.0843

74.7 Worked Example No 4
(with Time Delay)

Consider the system of Figure 74.5 consisting of a
PI controller, a delay and a lag in which TR = 1,
L = 2 and T = 25 min.

+
+

)s(d

)s(c)s(r

+
-

1Ts

1

+

+
sT

1
1K

R
C Lse−

Fig. 74.5 Loop with PI controller and process with time delay

1. Approximation of the delay with a Pade func-
tion gives the open loop transfer function:

F(s) = KC.

(

1 +
1

s

)

.

(

1 − s

1 + s

)

.
1

25s + 1

= KC.

(

1 − s

s

)

.
1

25s + 1

Rearrangement gives the characteristic equa-
tion in the required form:

F(s) + 1 = KC.
−0.04(s − 1)

s.(s + 0.04)
+ 1 = 0

2. Zero at s = +1. Poles at s = 0 and s = −0.04.
4. The angle criterion is of the general form:

F(s) = −1 + j.0

whence, for the system of Figure 74.5:

Kc.
0.04(s − 1)

s.(s + 0.04)
= +1 + j.0

It is evident that the angle criterion has been
reversed, and the real axis is part of the root
locus for the ranges 1 < s < ∞ and −0.04 <

s < 0.
6. Rearrange the characteristic equation :

KC =
25.s.(s + 0.04)

s − 1

The breakpoint occurs when:

dKC

dt
=

25.(s2 − 2s − 0.04)

(s − 1)2
= 0

Solving gives s = −0.02 and s = +2.02.
Back substitution gives:

If s = −0.02 then KC = 0.0098 correspond-
ing to breakout.

If s = +2.02 then KC = 102 corresponding
to breakin.
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11. Expand the characteristic equation:

s2 + 0.04(1 − KC).s + 0.04.KC = 0

Substituting s = j! gives:

0.04.KC − !2 + j.0.04(1 − KC).! = 0 + j.0

Equating real and imaginary parts gives:

0.04.KC − !2 = 0

0.04(1 − KC).! = 0

Hence the intersection with the imaginary axis
is when ! = ±0.2 and KC = 1.0.

KC=102

Fig. 74.6 Root locus for Worked Example No 4 (Matlab)

KC=1.0

KC=0.0098

Fig. 74.7 Close up of root locus near to imaginary axis (Matlab)
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12. The root locus is thus asdepicted in Figure74.6
and the section of interest, close to the imagi-
nary axis, is expanded in Figure 74.7.

Note that for this system,with the Pade approxima-
tion for the delay, the optimum settings according
to the Zeigler and Nichols criterion are KC ≈ 0.45
and TR ≈ 26 min.

74.8 Second Order Systems
Consider the system of Figure 8 in which the open
loop transfer function is second order.

2
nn

2
s2s

2
ncK

ω+ζω+

ω
+

+

)s(d

)s(c)s(r

+
-

Fig. 74.8 System whose open loop transfer function is second

order

Its open loop poles are the roots of:

s2 + 2�!ns + !2
n = 0

As was seen in Chapter 72, this factorises into:

(

s + !n� + !n

√

(

�2 − 1
)

)

×
(

s + !n� − !n

√

(

�2 − 1
)

)

= 0

which gives the roots:

s = −!n� ± !n

√

(

�2 − 1
)

The characteristic equation is:

KC!2
n

s2 + 2�!ns + !2
n

+ 1 = 0

i.e.

s2 + 2�!ns + (KC + 1) !2
n = 0

The open loop pole positions and the root loci for
varying KC are shown in Figure 74.9 for different
ranges of the damping factor.

0

ωj

σ

)1( 2
nn −ζω−ζω− )1( 2

nn −ζω+ζω−

ζ > 1

Fig. 74.9a Root locus for overdamped second order system

0

ωj

σ

nω−

ζ = 1

Fig. 74.9b Root locus for critically damped second order system

0

ωj

σ

)1(j 2
nn ζ−ω+ζω−

)1(j 2
nn ζ−ω−ζω−

0 < ζ <1

Fig. 74.9c Root locus for underdamped second order system

0

ωj

σ

njω

njω−ζ = 0

Fig. 74.9d Root locus for undamped second order system

Note that in the case for � > 1 the breakpoint is
exactly halfway between the two poles. This is nec-
essary to satisfy the angle criterion.
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Now consider the system of Figure 74.10 in which
the closed loop transfer function is second order.

s2s

2
n

n
2 ζω+

ω
+

+

)s(d

)s(c)s(r

+
-

Fig. 74.10 System whose closed loop transfer function is second

order

c(s) = d(s) +
!2

n

s2 + 2�!ns
. (r(s) − c(s))

=
s2 + 2�!ns

s2 + 2�!ns + !2
n

.d(s)

+
!2

n

s2 + 2�!ns + !2
n

.r(s)

Its characteristic equation is:

s2 + 2�!ns + !2
n = 0

whose roots are:

s = −!n� ± j!n

√

(

1 − �2
)

The characteristic equation may be rearranged
into the form:

�.
2!ns
(

s2 + !2
n

) + 1 = 0

where � is the parameter of interest. This has one
open loop zero at s = 0 and two poles at s = ±j!n.
The root locus for this system for varying � is
shown in Figure 74.11.

Note that for 0 < � < 1 the root locus is a
semicircle in the left half of the s plane. It follows
from the geometry that:

1. The radius of s is !n.
2. The angle of s is � − cos−1 � .
3. The imaginary part of s is the frequency of the

damped oscillation:

!d = !n

√

(

1 − �2
)

1=ζ

0=ζ
ωj

σ0

nω

)1(
2

n ζ−ω
s

nω

ζω− n

Fig. 74.11 Root locus with damping factor as parameter of

interest

74.9 Dominant Roots
The further away, in a negative sense, that a root
is from the imaginary axis , the less significant it
becomes. This may be illustrated by considering
again the system of Worked Examples No 2 and
3, for which part of its root locus is enlarged in
Figure 74.12.

The characteristic equation is:

s3 + 3s2 + (2 + KC) s + 5KC = 0

If KC = 0.523, say, then:

s3 + 3s2 + 2.523s + 2.615 = 0

i.e.

(s + 2.4)
(

s + 0.3 + j
) (

s + 0.3 − j
)

= 0

For regulo control, the closed loop response is
given by:

c(s) =
1

1 + F(s)
.d(s)

and the response to a step change in d(s) is of the
form:

c(s) =
c0

s
+

c1

s + 2.4
+

c2

s + 0.3 + j
+

c2

s + 0.3 − j

whence c(t) = c0 + c1e−2.4t + c2e−0.3t cos t.
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1

0

K=3

K=0.523

K=0.0843

cos-1ζ

ωn

Fig. 74.12 Root locus close to origin for system with dominant roots (Matlab)

Theexponential e−2.4t decays away very quickly rel-
ative to e−0.3t. Thus, unless c1 ≫ c2:

c(t) ≈ c0 + c2e
−0.3t cos t

It is often the case, for systems with multiple roots,
that the dominant roots are a pair of complex roots
just to the left of the imaginary axis. In such cases
it is sufficient to assume the closed loopresponse is
approximately second order and to characterise it
in terms of !n and � . These can be found by direct
measurement, by assuming a radius of magnitude
!n at an angle of � ± cos−1 � passes through the
roots.

Thus for KC = 0.523:

for which the dominant roots are s = −0.3 ± j,

the equivalent values are !n = 1.04 and � =
0.287.

In the previous worked examples the parameter of
interest was the controller gain KC. The effects of
varying reset time TR is now explored using the
concept of dominant poles.

74.10 Worked Example No 5
(Effect of I Action)

Consider again the system of Worked Example
No 1 for which the characteristic equation is:

6.KC

(s + 1)(s + 2)(s + 3)
+ 1 = 0

Note that KC = 10.0 for marginal stability as seen
in Table 74.1, and indeed in Chapter 73. Choosing
a controller gain of KC = 5.0, which gives a gain
margin of a factor of 2, the dominant roots are:

s = −0.3928 ± j2.598

for which the closed loop characteristics are !n =
2.63rad min−1, � = 0.150 and decay ratio = 0.387.

Consider the introductionof integral action,as
depicted in Figure 74.13:
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)s(c)s(r

+
-

( ) ( )2s.1s
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++
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+

+
sT

1
1K

R
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Fig. 74.13 Third order system with PI controller
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KR=0

KR=1

Fig. 74.14 Root locus for Worked Example No 5 with KR as parameter (Matlab)

The characteristic equation thus becomes:

KC

(

1 +
1

TRs

)

6

(s + 1)(s + 2)(s + 3)
+ 1 = 0

Keeping the value of KC = 5 and introducing a
dummy variable KR = 1

TR
results in:

5

(

1 +
KR

s

)

6

(s + 1)(s + 2)(s + 3)
+ 1 = 0

Note that by introducing KR rather than using TR

as the parameter of interest ensures that n ≥ m
and that the root locus is well behaved. The char-
acteristic equation may now be rearranged into the
form required by the first of Evan’s rules:

30.KR

s4 + 6s3 + 11s2 + 36s
+ 1 = 0

The root locus for this is as depicted in Figure 74.14
with KR being the parameter of interest.

With a value of, say, KR = 0.2 corresponding to
TR = 5.0 min, the dominant roots are:

s = −0.3247 ± j2.552

for which the closed loop characteristics have
changed moderately to !n = 2.57rad min−1, � =
0.126 and decay ratio = 0.450.

Increasing the amount of integral action makes for
reduced stability.This can be seen by exploring the
locus of Figure 74.14. Thus increasing the param-
eter KR to 1.0 and hence reducing the reset time to
a value of TR = 1.0 min results in poles of

s = −1.0, s = −5.0 and s = 0.0 ± j2.450

which clearly correspond to marginal stability. In-
spection of the root locus demonstrates that it is
very sensitive to small changes in position of the
dominant poles.

The effect of derivative action can similarly be
explored by varying the rate time TD for a specified
KC and TR.

74.11 Pole Placement
Pole placement is a technique used for design pur-
poses. In essence it concerns choosing values for
parameters such as KC and TR such that the root
locus passes through dominant pole positions to
give a specified closed loop performance.

Consider the PI control of a plant consisting of
a single lag as depicted in Figure 74.15.
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Fig. 74.15 Loop comprising PI controller and first order lag

The open loop transfer function is as follows:

F(s) = KC

(

1 +
1

TRs

)

1

TPs + 1

Introducing the dummy variable KR as in the
worked example previous, and assuming that both
KC and TP are known quantities, the characteristic
equation can be rearranged into the form required
by the first of Evan’s rules as follows:

KR.
KC

TP
.

1

s.
(

s + 1+KC

TP

) + 1 = 0

There are two open loop poles at s = 0 and
s = −(1 + KC)/TP.

The root locus is as depicted in Figure 74.16
with KR being the parameter of interest.

ωj

σ

0

s
nω

X X

P

C

T

)K1( +−
cos-1ζ

Fig. 74.16 Root locus for consideration of pole placement

It is evident from Evans’ rules that the root locus
is symmetrical: the breakpoint is halfway between

the two poles and the branches are at right angles
to the real axis. The two closed loop poles must
be dominant and the intersection of the root lo-
cus with any vector from the origin, as depicted in
Figure 74.16, will determine the values of both !n

and � .
The breakpoint is at s = −(1 + KC)/2TP.
Suppose the damping factor � is specified.

Given that the angle of the vector is cos−1 � , this
determines the pole position on the root locus at
which the closed loop performance has the speci-
fied values of � .The length of the vector is given by:

!n =
1 + KC

2.�.TP

Now apply the magnitude criterion, Equation 74.3,
at the point of intersection:

KR.
KC

TP
.

1

|s| .
∣

∣

∣

∣

s +
1 + KC

TP

∣

∣

∣

∣

= 1

Whence:

KR.
KC

TP
.

1
(

1 + KC

2.�.TP

)2 = 1

Rearrange to give:

KR =
(1 + KC)2

4.KC.TP.�2

Thus for any plant of known lag TP and arbitrary
controller gain KC, this determines the value of KR

required to establish the closed loop pole position
on the root locus corresponding to the specified
� . In effect, correct choice of the combination of
values for KC and TR locates the pole positions on
the root locus corresponding to the desired perfor-
mance.

The above example is revealing but unrealis-
tic for two reasons. First, the plant considered is
trivial which enabled an analytical solution to be
found: that is seldom possible for real plant. And
second, the structure of a PID controller is fixed: it
is not normally feasible to find values of KC,TR and
TD that satisfy arbitrarily specified dominant pole
positions. Even if such values can be found, there
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is often only very limited scope for affecting the
values of !n and � by adjusting the parameters of
interest as can be seen, for example, with the reset
time in Figure 74.14.

However, these limitations can be overcome by
the use of compensators for the control function.
A compensator is the generic term for a controller
of arbitrary structure, of which a PID controller is

but a particular instance.Poleplacement is covered
in detail in Chapter 77 where it underpins the use
of pole-zero cancellation for compensator design,
and in Chapter 112 in which it provides the basis
for state feedback regulator design.

Copyright. Note that Matlab is a registered trade-
mark of The MathWorks, Inc.
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75.1 Samplers and Holds

75.2 Equivalence of Pulses and Impulses

75.3 Analysis of Pulse Trains

75.4 Transforms of Variables

75.5 Difference Equations

75.6 Inverse Z Transformation

75.7 Worked Example

Z transformsare used in the analysis and design of
systems in which the signals are sampled on a regu-
lar basis.Referred to as a sampleddata signals,such
a signal consists of a train ofpulseswhich represent
some continuous variable. Sampled data systems
are common in practice. For example, many ana-
lytical instruments are intermittent in nature: they
sample their inputs and produce pulse outputs.
Digital controllers are inherently sampled data in
nature: their algorithms are executed in phase with
the sampling of the I/O signals.

This chapter introduces some important con-
cepts in relation to the sampling process and pulse
trains,defines the Z transform,introduces its prop-
erties, and shows how to use the Z transform for
solving difference equations.These provide the ba-
sis for Chapter 76 on sampled data systems analy-
sis andChapter 77 on impulse compensator design.
Many texts cover Z transforms and sampled data
theory, the reader is referred in particular to Dut-
ton (1997) and Ogata (2002).

)t(x )t(x* )t(xh
)s(Gh

T

Fig. 75.1 Representation of sampler and hold devices

75.1 Samplers and Holds
Consider the sampler and hold device of Fig-
ure 75.1.

The sampler is essentially a switch which closes
for a finite time āt every T s, the sampling period T
normally being significantly shorter than the dom-
inant time constants of the system. This has the
effect of converting the continuous signal x(t) into
a train of pulses x*(t) at the sampling instants, as
depicted in Figure 75.2.

)t(x*

)t(x

)t(xh

t

t

t

T
tΔ

Fig. 75.2 The effect of a sample/hold device on a continuous

signal
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Note that the height of the pulse varies according
to the value of x(t) at the sampling instant, and
that the sampler transmits no information in be-
tween the sampling instants. Note also that two
completely different signals that happen to have
the same values at the sampling instants would
produce the same sampled signal. It is therefore
obvious that a sampled data signal contains less
information than its original continuous signal.

The hold device converts the sampled signal
x*(t) into a continuous one xh(t) which approxi-
mately reproduces the continuous signal x(t). The
simplest, and most common, hold device is the so-
called zero order hold (ZOH) which converts the
sampled signal into one which is constant between
consecutive sampling instants. The ZOH is often
described as a latch because it latches onto the
value of the last pulse. Its transfer function is as
follows:

Gh(s) =
1 − e−Ts

s
(75.1)

which is two steps, in opposite directions, the sec-
ond being delayed by the sampling period T.

75.2 Equivalence of Pulses and
Impulses

Consider a pulse at time t = 0 of finite duration āt
and magnitude 1/āt, as depicted in Figure 75.3.

Area=1

tΔ0

t

t
1

Δ

Fig. 75.3 A pulse of unit area

The Laplace transform for this is:

f(s) =
1

āt.s

(

1 − e−āt.s
)

The impulse ı(t) may be considered to be the lim-
iting case of the pulse as āt tends to zero, i.e. it is of

zero duration, infinite magnitude and unit area. A
useful insight into the nature of an impulse is given
by finding its Laplace transform:

L {ı(0)} =
Lim

āt → 0
f(s)

=
Lim

āt → 0

(

1

āt.s

(

1 − e−āt.s
)

)

=
Lim

āt → 0

(

1

āt.s

(

1 −

(

1 − āt.s

+
1

2
(āt.s)2 −

1

3!
(āt.s)3 + . . .

)))

= 1

A classical assumption in sampled data theory is
that a pulse function may be represented by an im-
pulse function, where the magnitude of the pulse
function is equal to the area under the impulse
function. This is depicted in Figure 75.4.

t t

)t(x*
)t(x*

tΔ
)t(x

Area=x(t)

≡

Fig. 75.4 The equivalence of a pulse and an impulse function

This assumption may be justified by considering
a sampled data signal to be the product of a con-
tinuous and an impulse signal. Consider the two
signals depicted in Figure 75.5.

t

0 T

t

0

)T(x

)t(x

)T(δ

Fig. 75.5 The product of a continuous and an impulse signal
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Suppose that x(t) is a continuous signal and that
ı(T) is a single impulse of unit area, referred to as
the unit impulse, that occurs when t = T. If x∗(t)
is the product of the two signals, it can be seen by
inspection that:

for t < T and t > T x∗(t) = 0

and for t = T x∗(T) = ı(T).x(T)

where x∗(T) is the unit impulse weighted by a fac-
tor of x(T), which is consistent with the classical
assumption.

75.3 Analysis of Pulse Trains
Consider the sampler shown in Figure 75.6.

)t(x )t(x*

T

Fig. 75.6 A sampler with sampling period T

Suppose that x(t) is sampled at regular intervals of
time, i.e. t = 0, T, 2T, 3T, 4T. . ..

This results in a train of pulses of varying mag-
nitude, each of which may be represented by a
weighted impulse. Thus:

x∗(t) = ıT(t).x(t)

= ı(0)x(0) + ı(T)x(T) + ı(2T)x(2T) + . . .

where ıT(t) is a train of unit impulses spaced a
time T apart, as depicted in Figure 75.7.

t

 0      T  2T  3T  4T

Fig. 75.7 A train of unit impulses

However, each of the unit impulses is identical to
the first, i.e. that at t = 0, except for being delayed
by some multiple of the sampling period T. Thus:

x∗(t) = ı(t)x(0) + ı(t − T)x(T)

+ ı(t − 2T)x(2T) + . . .

=
n
∑

k=0

ı(t − kT).x(kT)

Laplace transform, remembering that L {ı(t)} = 1,
this gives:

x∗(s) =
∞
∑

k=0

x(kT).e−kTs

Now define z to be a complex variable according to
z = eTs. It can be seen that z is equivalent to a time
advance of duration T. Also, since both T and s are
independent of time, so too is z. Whence:

x∗(s) =
∞
∑

k=0

x(kT).z−k (75.2)

This is the definition of the Z transform. By nota-
tion:

Z {x(t)} = x(z) = x∗(s) = L
{

x∗(t)
}

(75.3)

75.4 Transforms of Variables
The formation of Z transforms is best illustrated
by means of a couple of examples.

Example 1

The unit step function x(t) = 0 for t < 0, and
x(t) = 1 for t ≥ 0.

Z {1(t)} =
∞
∑

k=0

1(kT).z−k

= + 1 + z−1 + z−2 + z−3 + · · ·
z.Z {1(t)} = z + 1 + z−1 + z−2 + z−3 + · · ·

(z − 1) .Z {1(t)} = z

Z {1(t)} =
z

(z − 1)
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Example 2

The exponential function x(t) = 0 for t < 0, and
x(t) = e−at for t ≥ 0.

Z
{

e−at
}

=
∞
∑

k=0

e−akT.z−k

= +1 + e−aTz−1 + e−2aTz−2

+ e−3aTz−3 + · · ·
eaT.z.Z

{

e−at
}

= e+aTz + 1 + e−aTz−1

+ e−2aTz−2 + e−3aTz−3 + · · ·
(

eaTz − 1
)

.Z
{

e−at
}

= eaTz

Z
{

e−at
}

=
z

(

z − e−aT
)

Example 3

The function whose Laplace transform is:

x(s) =
1

s (s + 1)

Expanding into partial fractions gives:

x(s) =
1

s
−

1

s + 1

The Z transform is found from the inverse Laplace
transform as follows:

x(z) = Z {x(t)} = Z
{

L−1 {x(s)}
}

= Z

{

L−1

{

1

s
−

1

s + 1

}}

= Z
{

1(t) − e−t
}

= Z {1(t)} − Z
{

e−t
}

=
z

z − 1
−

z

z − e−T

=
z
(

1 − e−T
)

(z − 1)
(

z − e−T
)

Note that an important property of Z transforms,
that the transform of the sum of two functions is
equal to the sumof the transformsof the individual
functions, has been used in this calculation.

Fortunately,it is not normally necessary to have
to work out the transform of a function from first
principles. Extensive tables of Z transforms exist.
Table 75.1 lists the more commonly used ones in
process control.Table 75.2 lists the more important
properties of Z transforms.

Table 75.1 Table of commonly used Z transforms

x(t)t≥0 x(z)

(x(t)t<0 = 0)

ı(t) 1

ı(t − kT) z−k

1
z

z − 1

ak z

z − a

ak cos(k� )
z

z + a

t
Tz

(z − 1)2

t2 T2z(z + 1)

(z − 1)3

e−at z

z − e−aT

1 − e−at 1 − e−aTz

(z − 1)(z − e−aT)

t.e−at Tze−aT

(z − e−aT)2

sin(!t)
z. sin(!T)

z2 − 2z. cos(!T) + 1

cos(!t)
z.(z − cos(!T))

z2 − 2z. cos(!T) + 1

e−at sin(!t)
z.e−aT. sin(!T)

z2 − 2z.e−aT. cos(!T) + e−2aT

e−at cos(!t)
z2 − z.e−aT. cos(!T)

z2 − 2z.e−aT. cos(!T) + e−2aT

Note that the notation has been simplified in the
tables by writing x(k) instead of x(kT), x(k + 1)
instead of x((k + 1)T), etc.

75.5 Difference Equations
Just as Laplace transformsare used for solving dif-
ferential equations, so Z transforms are used for
solving difference equations. Again there is a four
step procedure which exploits the first two proper-
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Table 75.2 Important properties of Z transforms

x(k)k≥0 x(z)

(x(k)k<0 = 0)

x1(k) + x2(k) x1(z) + x2(z)

c.x(k) c.x(z)

x(k + 1) z.x(z) − z.x(0)

x(k + 2) z2.x(z) − z2.x(0) − z.x(1)

x(k + m) zm.x(z) − zm.x(0)
−zm−1.x(1)
− . . . − z.x(m − 1)

k.x(k) −z.
d

dz
x(z)

e−ak.x(k) x(z.ea)

ak.x(k) x
( z

a

)

x(∞) Lim
z→1

{(z − 1).x(z)}, provided that

−1

z
.x(z) is analytic on and

outside the unit circle

x(0) Lim
z→∞

x(z), provided that the

limit exists
∞
∑

k=0

x(k) x(1)

n
∑

k=0

x(k).y(n − k) x(z).y(z)

ties of Table 75.2.These enable the transforms,and
their inverses, of expressions to be found one term
at a time and independently of their coefficients.

1. Transform both sides of the difference equation
using the transforms of Table 75.1 as appropri-
ate. This results in an algebraic equation with
the complex variable z replacing kT as the in-
dependent variable.

2. Solve the algebraic equation resulting fromStep
1 such that the transformed variable x(z) is ex-
pressed as a function of z.

3. Reduce the function x(z) resulting from Step
2 into partial fractions that occur on the right
hand side of Table 75.1. For simple functions
this step is trivial but for complex ones it can
be very tedious.

4. Find the inverse transforms, i.e. the values of
x(kT) in the left hand side of the table, corre-
sponding to the partial fractions. This results
in an equation in which the dependant variable
x is expressed as a function of time kT.

This procedure is best illustrated by means of a
couple of examples.

Example 4

Find the response x(k) of the system whose be-
haviour is described by the difference equation:

x(k + 2) + 3x(k + 1) + 2x(k) = 0

given the initial conditions that x(0) = 0 and
x(1) = 1.

Transform both sides using the third and
fourth properties in Table 75.2, the forward dif-
ference properties:

z2.x(z) − z + 3z.x(z) + 2x(z) = 0

Solve for x(z) and find partial fractions:

x(z) =
z

z2 + 3z + 2
=

z

z + 1
−

z

z + 2

Inverse transform both sides:

x(k) = (−1)k − (−2)k for k = 0, 1, 2, 3, . . .

Example 5

Solve the difference equation:

x(k + 2) − 3x(k + 1) + 2x(k) = u(k)

given the initial conditions that x(k) = 0 for k ≤ 0,
and that the forcing function u(0) = 1 and u(k) = 0
for k < 0 and k > 0.

The initial condition x(1) will also be required
for the solution. This may be found by putting
k = −1 in the difference equation, which gives
x(1) = 0.

Transform both sides:

z2.x(z) − 3z.x(z) + 2x(z) = u(z)

However, u(z) =
∞
∑

k=0
u(kT).z−k = 1
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Solve for x(z) andsplit into partial fractions to give:

x(z) =
1

z2 − 3z + 2
=

−1

z − 1
+

1

z − 2

To find the inverse transform from Table 75.1 it is
necessary to have a z in the numerator of each par-
tial fraction. The forward difference property may
be exploited:

Z {x(k + 1)} = z. (x(z) − x(0))

= z.x(z)

=
−z

z − 1
+

z

z − 2

Inverse transform both sides gives:

x(k + 1) = −1 + 2k for k = 0, 1, 2, 3 . . .

Alternatively:

x(k) = −1 + 2k−1 for k = 1, 2, 3, 4 . . .

75.6 Inverse Z Transformation
The simplest method of inverse transformation is
by expansion of x(z) into a time series in z−1,which
can be solved by inspection since:

x(z) =
∞
∑

k=0

x(kT).z−k

= x(0) + x(T).z−1 + x(2T).z−2

+ x(3T).z−3 + . . .

Consider again the function x(z) of Example 4:

x(z) =
z

z2 + 3z + 2

This can be rewritten as:

x(z) =
z−1

1 + 3z−1 + 2z−2

which gives by long division:

x(z) = z−1 − 3z−2 + 7z−3 − 15z−4 + . . .

By inspection:

x(0) = 0, x(T) = 1, x(2T) = −3, x(3T) = 7,

etc. which agrees with the analytical solution:

x(k) = (−1)k − (−2)k for k = 0, 1, 2, 3, . . .

Note that in general it is difficult to obtain the an-
alytical solution x(k) from the set of values x(0),
x(1), x(2), x(3), etc..

Finding the inverseby long division is often im-
practicable unless only the first few values of the
time series are required, perhaps to get a feel for
the formof the response.Otherwise the inverse has
to be found by splitting x(z) into partial fractions.

Note the non-uniqueness of partial fractions.
Again consider the x(z) of Example 4. Direct ex-
pansion yields the partial fractions:

x(z) =
z

z2 + 3z + 2
=

2

z + 2
−

1

z + 1

These are of no use for inverse transformation be-
cause there are no zs in the numerators. However,
x(z)/z may be expanded into partial fractions as
follows:

x(z)

z
=

1

z2 + 3z + 2
=

1

z + 1
−

1

z + 2

This gives:

x(z) =
z

z + 1
−

z

z + 2

whose partial fractions contain a z in their numer-
ator, thereby enabling the transforms in Table 75.1
to be used for inverse transformation.

75.7 Worked Example
Find x(k) for the function:

x(z) =
z
(

1 − e−T
)

(z − 1)
(

z − e−T
)

Expanding x(z) into a convergent time series in z−1

gives:

x(z) =

(

1 − e−T
)

.z−1

1 −
(

1 + e−T
)

.z−1 + e−T .z−2
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Long division yields:

x(z) = 0 +
(

1 − e−T
)

.z−1 +
(

1 − e−2T
)

.z−2

+
(

1 − e−3T
)

.z−3 + . . .

This may be compared with Equation 75.2:

x(z) = x(0) + x(1).z−1 + x(2).z−2 + x(3).z−3 + . . .

which, by inspection gives:

x(k) = 1 − e−kT
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Z transforms provide the basis for representing
and analysing the behaviour of sampled data sys-
tems. This chapter focuses on their representation,
analysis being deferred to Chapter 77. Pulse trans-
fer functions (PTF) are the principal means of rep-
resentation,both for open and closed loop systems.
PTFs in the Z domain are the discrete equivalent of
transfer functions in the Laplace domain already
encountered in Chapter 71 in relation to continu-
ous systems. This chapter, therefore, starting from
the basis of impulse response and convolution, de-
velops the techniques for formulating and manip-
ulating PTFs. However, whilst there are obvious
analogies with continuous systems, there are also
many subtle differences in their usage. These dif-
ferences are emphasised.

76.1 Impulse Response and
Convolution

Consider the continuous system depicted in Fig-
ure 76.1.

This may be represented in the Laplace domain
by the equation:

)t(x
)s(G

)t(y

Fig. 76.1 Transfer function of a continuous system

y(s) = G(s).x(s)

If x(t) is the unit impulse ı(t) then x(s) = 1 and
y(s) = G(s), whence:

y(t) = g(t)

which is known as the impulse response. Now con-
sider the sampled data system depicted in Fig-
ure 76.2.

)t(x )t(x*

)s(G
)t(y )t(y*

T T

Fig. 76.2 Continuous system with sampled input and output

signals

Let x*(t) be a train of k weighted impulses. By su-
perposition, the response y(t) is the sum of the
individual impulse responses:

y(t) = x(0).g(t) + x(T).g(t − T)

+ x(2T).g(t − 2T) + . . .
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=
k
∑

h=0

x(hT).g(t − hT)

If theoutput sampler is synchronouswith the input
sampler, then:

y(kT) =
k
∑

h=0

x(hT).g(kT − hT) (76.1)

which is referred to as the convolution summation
and is often written as:

y(kT) = g(kT) • x(kT)

Convolution is the means of articulating, in the
time domain, the process whereby an input signal
is operated upon by an element to produce an out-
put signal.The corresponding equation for contin-
uous systems is:

y(t) =

t
∫

0

x(�).g(t − �).d� (76.2)

=

t
∫

0

g(�).x(t − �).d�

76.2 Pulse Transfer Functions
Theconcept of a transfer function for sampleddata
systems may be developed from the convolution
summation by manipulating the limits of Equa-
tion 76.1 and taking its Z transform.

Since g(kT − hT) = 0 for h > k, because the
input impulses haven’t occurred, then:

y(kT) =
∞
∑

h=0

x(hT).g(kT − hT)

Taking the Z transform gives:

y(z) = Z
{

y(kT)
}

=
∞
∑

k=0

.

∞
∑

h=0

x(hT).g(kT − hT).z−k

Substituting m = k − h gives:

y(z) =
∞
∑

m=−h

.

∞
∑

h=0

x(hT).g(mT).z−(m+h)

Again g(mT) = 0 for m < 0, i.e. for h > k. Thus:

y(z) =
∞
∑

m=0

.

∞
∑

h=0

x(hT).g(mT).z−(m+h)

=
∞
∑

m=0

g(mT).z−m .

∞
∑

h=0

x(hT).z−h

= G(z).x(z)

which may be represented as shown in Figure 76.3,
where G(z) is known as the PTF.

)z(x
)z(G

)z(y

Fig. 76.3 The pulse transfer function equivalent of Figure 76.2

Summary

If:
y(s) = G(s).x∗(s) (76.3)

then:
y(t) = L−1

{

G(s).x∗(s)
}

(76.4)

and

y(z) = Z
{

L−1
{

G(s).x∗(s)
}}

= G(z).x(z) (76.5)

where:

G(z) = Z
{

g(t)
}

= Z
{

L−1 {G(s)}
}

(76.6)

= G∗(s) =
∞
∑

k=0

g(kT).z−k

The general 3-step procedure for finding PTFs is
as follows:

1. Obtain the overall transfer function G(s) be-
tween the samplers.

2. Determine the impulse response from g(t) =
L−1 {G(s)}.

3. Evaluate the PTF from G(z) =
∞
∑

k=0

g(kT).z−k .
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76.3 Worked Example No 1
Consider the system depicted in Figure 76.4.

)t(x )t(x*
)t(y )t(y*

)) bs .as( (

K

++T T

Fig. 76.4 Second order system with sampled input and output

signals

Between the samplers:

G(s) =
K

(s + a) (s + b)

=
K

(b − a)

(

1

(s + a)
−

1

(s + b)

)

Inverse Laplace transform:

g(t) =
K

(b − a)

(

e−at − e−bt
)

Z transform:

G(z) =
∞
∑

k=0

K

(b − a)

(

e−akT − e−bkT
)

.z−k

However:

∞
∑

k=0

e−akT .z−k = 1 + e−aTz−1 + e−2aTz−2

+ e−3aTz−3 + . . .

= 1 + e−aTz−1
(

1 + e−aTz−1 + e−2aTz−2 + . . .
)

= 1 + e−aTz−1
∞
∑

k=0

e−akT .z−k

Hence:

∞
∑

k=0

e−akT .z−k =
1

1 − e−aT.z−1

Substituting back into G(z) gives:

G(z) =
K

(b − a)

(

1

1 − e−aTz−1
−

1

1 − e−bTz−1

)

=
K

(b − a)
.

z.
(

e−aT − e−bT
)

(

z − e−aT
) (

z − e−bT
)

76.4 Limitations
There are three important constraints:

1. The theory of PTFs is based upon the assump-
tion that the train of sampled pulses can be
adequately represented by a train of weighted
impulses, the magnitude of each pulse being
equal to the area under the corresponding im-
pulse. This assumption is only valid if the pulse
widthāt is small relative to the sampling period
T which is itself small relative to the dominant
time constants of the system.

2. The output y(z) = G(z).x(z) only specifies the
values of y(t) at the sampling instants and does
not contain any information about y(t) in be-
tween sampling instants.

3. The transfer function G(s) of the continuous
part of the system must have at least two more
poles than zeros, otherwise the response ob-
tained y(t) may be incorrect.

The latter point may be demonstrated by consid-
ering the response of the continuous first order
system depicted in Figure 76.5.

)t(x

1s

1

+

)t(y

Fig. 76.5 A continuous first order system

If x(t) = 1, i.e. x(s) =
1

s
, then

y(s) = G(s).x(s) =
1

s (s + 1)

and y(t) = 1 − e−t.
The response y(t) is the continuous curve of

Figure 76.7.
Now consider the same first order system with

samplers, as depicted in Figure 76.6.

)t(x )t(x*
)t(y )t(y*

1s

1

+T T

Fig. 76.6 First order system with sampled input and output

signals
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If x(t) = 1, i.e. x(s) =
1

s
, then x(z) =

z

z − 1
.

If G(s) =
1

s + 1
then G(z) =

z

z − e−T
.

Thus y(z) = G(z).x(z) =
z2

(z − 1)
(

z − e−T
) .

Suppose that T = 1, in which case:

y(z) =
z2

z2 − 1.368z + 0.368

=
1

1 − 1.368z−1 + 0.368z−2

= 1 + 1.368z−1 + 1.504z−2 + 1.554z−3

+ . . .

However, by definition:

y(z) = y(0) + y(1)z−1 + y(2)z−2 + y(3)z−3 + . . .

The corresponding response y(k) is approximated
by the broken curve of Figure 76.7.

1 2 30

1.0

y(t)

t

Fig. 76.7 Inconsistent responses to the same step input

The basic input x(t) was the same in bothcases but,
in the case of the sampled data system, it was bro-
ken up by virtue of the sampling process. Thus the
sampled data system was not forced by as strong an
input signal as the continuous system,so its output
signal should be weaker. The Z transform analysis
suggests otherwise, which is clearly inconsistent.

76.5 Cascaded Elements
It is important to appreciate that, in general, the
position of the samplers makes a big difference to
the PTF. Consider the two systems depicted in Fig-
ures 76.8 and 76.9.

)t(u
)s(G1

)t(x
)s(G2

)t(y

T T T

Fig. 76.8 Input and output sampling of both elements in series

By inspection:

y(z) = G2(z).x(z) = G2(z).G1(z).u(z)

)t(u
)s(G1

)t(x
)s(G2

)t(y

T T

Fig. 76.9 Elements in series without intermediate sampling

Applying the 3-step procedure:

y(s) = G2(s).G1(s).u
∗(s)

Thus:

y(z) = Z
{

L−1
{

G2(s).G1(s).u∗(s)
}}

= G2G1(z).u(z)

where:

G2G1(z) = Z
{

L−1 {G2(s).G1(s)}
}

(76.7)

= G2G
∗
1(s)

s

e1 Ts−−TsKe−
(a)

s

e1 Ts−− TsKe−
(b)

s

e1 Ts−−TsKe−
(c)

T

T

T T

Fig. 76.10 Time delay and hold device synchronous with sam-

pling period
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The only obviousexception to this involves combi-
nations of time delays and hold devices which are
synchronous with the sampling period.The classic
example of such is an on-line analyser, as depicted
in Figure 76.10.

All three combinations have the identical PTF:
G(z) = K.z−1 .

76.6 Worked Example No 2
Consider the system comprising two elements in
series as depicted in Figure 76.11.

s

e1 s−−
)1s(s

1

+T T

Fig. 76.11 Sampler, hold and second order system in series

Their combined transfer function is:

G(s) =
1 − e−s

s2.(s + 1)

whence:

G(z) =
(

1 − z−1
)

.Z

{

L−1

{

1

s2.(s + 1)

}}

=
(

1 − z−1
)

.Z

{

L−1

{

1

s2
−

1

s
+

1

s + 1

}}

Assuming a sampling period of 1 s:

G(z) =
(

1 − z−1
)

.

(

z

(z − 1)2
−

z

(z − 1)
+

z

(z − e−1)

)

=
z + e − 2

ez2 − (e + 1).z + 1

Substituting for e gives:

G(z) =
z + 0.718

2.718.z2 − 3.718.z + 1

76.7 Closed Loop Systems
Consider the system depicted in Figure 76.12 in
which the error signal only is sampled.

)t(r

+
-

)t(e )t(e*

)s(G

)s(H
)t(m

)t(y

T

Fig. 76.12 Closed loop system with sampled error signal

For the comparator:

e(t) = r(t) − m(t)

Using the summation property of Z transforms:

e(z) = r(z) − m(z)

A useful trick in sampled data systems analysis
is to introduce imaginary samplers as depicted in
Figure 76.13.

)t(r

+
-

)t(e )t(e*

)s(G

)s(H
)t(m

)t(y

)t(y*

)t(m*

T

T

T

Fig. 76.13 Introduction of imaginary samplers

Thus, although the feedback signal m(t) is not
physically sampled, the sampled signal m∗(t) may
be considered. Likewise for the output y(t). Using
block diagram algebra techniques:

m(z) = HG(z).e(z)

whence:

e(z) = r(z) − HG(z).e(z)

=
1

1 + HG(z)
.r(z)

Thus:

y(z) = G(z).e(z)

=
G(z)

1 + HG(z)
.r(z) = F(z).r(z)

which may be depicted as in Figure 76.14.
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)z(F
)z(r )z(y

Fig. 76.14 Closed loop pulse transfer function

Here F(z) is the closed loop PTF. For a given F(z)
and r(z) the value of y(z) may be determined, the
inverseof whichyields the responsey(t) at the sam-
pling instants only.

76.8 Equivalent
Representations

The sampled data representation of digital con-
trollers, whether they are single loop controllers
or realised by means of a DCS, PLC or whatever,
is a source of much confusion. They are correctly
depicted as shown in Figure 76.15.

)s(r

+
-

)s(*e

)s(H
)s(m

)s(P)s(C
)s(u )s(y

T T

T

Fig. 76.15 Representation of a sampled data controller within a

feedback loop

The comparator and controller are algorithms op-
erating on values in the database. There are three
samplers, each with the same sampling period.The
samplers are synchronised with the execution of
the algorithms,the sampling periodbeing the same
as the step length for numerical integration. The
feedback sampler is real in the sense that the mea-
surement signal m(t) is analogue and has to be
physically sampled to provide an input value for
the database. The set point sampler is virtual in
the sense that the set point value has to be ex-
tracted from the database. The output sampler is
also virtual in the sense that the algorithm output
has to be extracted from the database and routed
through to the D/A converter. Strictly speaking,
the output channel hardware devices, such as the
D/A converter and zero order hold, are part of the
plant/process transfer function P(s). Note that the
only sampler which has a hold device associated
with it is that in the output channel. That is be-

cause, of the three samplers, it is the only one that
produces a continuous analogue signal.

In many texts a digital controller is represented
as depicted in Figure 76.16. This is functionally
equivalent to Figure 76.15.

+
-

)s(H

)s(C )s(P
T T

)s(r

)s(m

)s(y)s(u)s(e

Fig. 76.16 Functionally equivalent representation of sampled

data controller

76.9 Worked Example No 3
Find the closed loop PTF for the system depicted
in Figures 76.16. Starting with the output of the
digital controller:

u(z) = C(z).e(z)

However:
e(z) = r(z) − m(z)

whence:

u(z) = C(z).r(z) − C(z).m(z).

Assuming an imaginary sampler on the measure-
ment m(s) gives

m(z) = HP(z).u(z)

whence:

u(z) = C(z).r(z) − C(z)HP(z).u(z)

=
C(z)

1 + C(z).HP(z)
.r(z)

Assuming another imaginary sampler on the out-
put signal y(s) gives:

y(z) = P(z).u(z)

=
P(z).C(z)

1 + C(z).HP(z)
.r(z)

whence the closed loop PTF:

G(z) =
y(z)

r(z)
=

P(z).C(z)

1 + C(z).HP(z)
(76.8)
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76.10 Implicit Input Signals
Note that the closed loop PTF cannot always be iso-
lated from the input signal as can be demonstrated
for the system shown in Figure 76.17 which cor-
responds to a conventional analogue control loop
with an analyser in the feedback path.

y(s) = G(s).e(s)

= G(s).r(s) − G(s).H(s).y∗(s)

y(t) = L−1 {G(s).r(s)} − L−1
{

G(s).H(s).y∗(s)
}

y(z) = Z
{

L−1 {G(s).r(s)}
}

− Z
{

L−1
{

G(s).H(s).y∗(s)
}}

= GR(z) − GH(z).y(z)

=
GR(z)

1 + GH(z)

)t(r

+
-

)t(e
)s(G

)s(H
)t(m

)t(y

)t(y*

T

Fig. 76.17 System with implicit input in closed loop pulse trans-

fer function

Because sampled data systems contain both sam-
pled and continuous signals, the system equations
often contain both sampled and continuous ver-
sions of the same signal. This means that analyti-
cal solutions can be difficult to obtain. There is no
general procedure for finding closed loopPTFs,the
most appropriate substitutions are learned with
practice.
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77.9 Comments

Z plane analysis concerns the behaviour of sam-
pled data systems. There are many analogies be-
tween s-plane analysis, as described in Chap-
ters 70–74, and z-plane analysis. Therefore, rather
than developing the techniques of z-plane anal-
ysis from first principles, they are established by
means of analogy. Arguably, the two most impor-
tant techniques are root locus for analytical pur-
poses and pole-zero cancellation for design pur-
poses.This chapter, therefore, focuses on these two
techniques and the principles involved. Chapter 78
covers other means of designing impulse compen-
sators and their realisation.

77.1 S to Z Mapping
From Equation 75.2:

z = eTs

However, as seen in Table 71.2, for example, s is
itself a complex variable:

s = � + j!

where both � and ! may be either positive or neg-
ative. Substituting gives:

z = e(�+j!).T

which yields in polar form:

|z| = e�T and ∠z = !T

Hence points in the s-plane may be mapped into
the z-plane. In particular, consider the “primary
strip”of the s-plane as shown in Figure 77.1.

jωs-plane

π/T

–π/T

σ–∞

CD

E

B

A 0

G

F

.

.

.

.

.

Fig. 77.1 The primary strip in the s-plane

By inspection this can be seen to map into the unit
circle centred on the originof the z plane, as shown
in Figure 77.2.

The left hand half of the s plane may be con-
sidered to be made up of the primary strip and an
infinitenumber ofcomplementary strips,as shown
in Figure 77.3.



638 77 Z Plane Analysis

Im

ReC

B

A

G

F

D

E

z-plane

Fig. 77.2 The unit circle in the z-plane

s-plane

Complementary strip

Complementary strip

Primary strip

ωj

σ

T
3π

T
π

T
π−

T
3π−

Fig. 77.3 The primary and complementary strips of the left half

of the s-plane

Again,by inspection, each of these complementary
strips can be seen to map into the unit circle. Thus
the whole of the left half of the s-plane maps into
the unit circle in the z-plane, the j! axis mapping
into the unit circle itself. Conversely, any point in-
side the unit circle in the z plane maps into a mul-
tiplicity of points in the left half of the s-plane. It is
usual to consider the primary strip only.

77.2 Stability Analysis
Consider the sampled data system of Figure 77.4,
or similar:

Its closed loop pulse transfer function is:

G(z)

1 + GH(z)

The stability of such a system may be determined
from the location in the z-plane of the roots of the
characteristic equation:

1 + GH(z) = 0

For stability,all the rootsof the characteristic equa-
tion must lie inside the unit circle, i.e.

|zi| < 1.0

The closed loop system is unstable if any closed
loop pole lies outside the unit circle and/or any
multiple poles lie on the unit circle. Note that a
single pole at z = 1 does not imply marginal stabil-
ity. The example later in this chapter demonstrates
that such a pole arises from the combination of an
integrator and a zero order hold device in the open
loop.

77.3 Modified Routh Test
TheRouth test,explained in Chapter 71,establishes
whether or not any of the roots of a polynomial lie
in the right half of a complex plane, and cannot be
used directly to determine where roots lie relative
to the unit circle. However, the bilinear transform:

z =
r + 1

r − 1

maps the interior of the unit circle in the z-plane
into the left half of the “r-plane” , to which the
Routh test may be applied in the usual way.

77.4 Worked Example No 1
Consider the system shown in Figure 77.4 for

which H(s) = 1 and G(s) =
K

s(s + 1)
.

+
-

)s(G

)s(H

Fig. 77.4 Feedback system with sampled error signal
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The open loop pulse transfer function is found as
follows:

G(s) =
K

s(s + 1)
= K

(

1

s
−

1

s + 1

)

G(z) = K
( z

z − 1
−

z

z − e−T

)

=
K(1 − e−T).z

z2 − (1 + e−T).z + e−T

The characteristic equation is formed thus:

1 + G(z) = 1 +
K(1 − e−T).z

z2 − (1 + e−T).z + e−T
= 0

z2 +
(

K(1 − e−T) − (1 + e−T)
)

.z + e−T = 0

Make the bilinear transform:
(

r + 1

r − 1

)2

+

(

K(1 − e−T) − (1 + e−T)
)

(

r + 1

r − 1

)

+ e−T = 0

Expansion and rearrangement gives:

K.r2 + 2 r +
2(1 + e−T)

(1 − e−T)
− K = 0

from which the Routh array may be developed (Ta-
ble 77.1).

Table 77.1 Routh array for Worked Example No 1

r2 K
2(1 + e−T)

(1 − e−T)
− K 0

r1 2 0 –

r0 2(1 + e−T)

(1 − e−T)
− K 0 –

The criterion for stability is thus:

2(1 + e−T)

(1 − e−T)
− K > 0, that is K <

2(1 + e−T)

(1 − e−T)
.

For example, if the sampling period T = 1 s, the
limiting value of K is 4.32.

77.5 Pole Positions and Root
Locus

The impulse response of a sampled data system is
determined by the position of its dominant closed
loop poles in the z-plane: the response for various
pole positions is as depicted in Table 77.2.

The techniques for plotting the root locus of
continuous systems, explained in Chapter 74, may
be applied directly to sampled data systems. Con-
sider the system whose closed loop pulse transfer
function is as follows:

G(z)

1 + GH(z)

The behaviour of such a system, as its effective
forward path gain increases from 0 to ∞, may be
found from a plot of the roots of its characteristic
equation:

1 + GH(z) = 0

according to the magnitude and angle criteria:

|GH(z)| = 1.0

∠GH(z) = − (1 ± 2n) � for n = 0, 1, 2, . . .

which simply requires a knowledge of its open loop
pulse transfer function GH(z). The rules for con-
struction of root locus in the z-plane are exactly
the same as the Evans’ rules detailed in Chapter 74.
The root loci of some simple systems are shown
in Table 77.3. Note that they all consist of straight
lines and circular segments only.

77.6 Worked Example No 2
Consider the system shown in Figure 77.4 for
which H(s) = 1 and the open loop pulse transfer
function is:

G(z) =
K (z + 0.9)

(z − 1) (z − 0.4)

The root locus is constructed using Evan’s rules as
appropriate.
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Table 77.2 Impulse response vs dominant closed loop pole positions in z-plane

a)

b)

c)

d)

e)

f)

g)

1

0

Transient responsePole positions in s-plane Pole positions in z-plane
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Table 77.2 Impulse response vs dominant closed loop pole positions in z-plane (Continued)

h)

i)

j)

Pole positions in s-plane Pole positions in z-plane Transient response

1. G(z) is already in the correct form.
2. There is one open loop zero at z = −0.9 and

two open loop poles at z = 1 and z = 0.4.
3. There are two branches.
4. The real axis is part of the root locus for

0.4 < z < 1 and −∞ < z < −0.9.
6. The breakpoints are found from the character-

istic equation:

1 +
K (z + 0.9)

(z − 1) (z − 0.4)
= 0

Rearrange and differentiate:

K = −
(z − 1)(z − 0.4)

(z + 0.9)
=

−z2 + 1.4z − 0.4

z + 0.9

dK

dz
=

−z2 − 1.8z + 1.66

z2 + 1.8z + 0.81

The breakpoints occur when:

−z2 − 1.8z + 1.66 = 0.

Solution gives z = 0.6716 or z = −2.472.

11. Rearrange the characteristic equation to find
the limiting value of K:

z2 + (K − 1.4)z + 0.9K + 0.4 = 0

Make the bilinear transform and rearrange:

1.9K.r2 + (1.2 − 1.8K)r + 2.8 − 0.1K = 0

from which the Routh array may be developed
(Table 77.4).

Table 77.4 Routh array for Worked Example No 2

r2 1.9K 2.8 − 0.1K 0

r1 1.2 − 1.8K 0 –

r0 2.8 − 0.1K 0 –

The system becomes unstable when K is in-
creased to a value such that either:

1.2 − 1.8K = 0 or 2.8 − 0.1K = 0

for which the corresponding values are K =
0.667 and K = 28. Clearly K = 0.667 is the
limiting value.

The root locus is of the form depicted in Ta-
ble 77.3(VI).
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Table 77.3 Root loci of some simple sampled data systems

Two real poles Two complex

poles

Two complex

poles and two

complex zeros

Two complex

poles and two

real zeros

One real pole

(I) (II)

(IV)

(VI)(V)

(VIII)(VII)

(X)(XI)

(XII)(XI)

(III)

One real pole and
one real zero

Two real poles
and one zero

Two complex poles
and one real zero

Two real poles
and two real zeros
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77.7 Pole Zero Cancellation
This is a design method.Consider the sampled data
system depicted in Figure 77.5.

+
-

T
)s(C )s(G

r e u
+

+

d

y

T

Fig. 77.5 Sampled data controller with plant in feedback loop

The objective is to find the impulse compensator
C(z) for a given plant G(z) to produce a specified
impulse response. The method normally assumes
that a second order response is required of the
closed loop system to a step input.The positions of
the desired dominant closed loop poles are speci-
fied and the compensator designed to ensure that
the root locus passes through them.

Step 1. Specify the form of response required in
termsof damping factor andnatural frequency.Re-
member that for a system that is second order, or
may be considered to be so by virtue of a pair of
dominant roots,� and!n are interrelatedas shown
in Figure 74.11.

If the desired response is articulated in terms
of rise time,settling time,overshoot,etc., these may
be converted into � and !n using the formulae in
Table 72.1.

Step 2. Map the desired closed loop pole posi-
tions into the z-plane using:

z = eTs = ˛ ± jˇ

Note that a value for the sampling period T must
be specified at this stage.

Step 3. Find the pulse transfer function of the
plant G(z).

Step 4. Specify any compensator C(z) such that
the root locus of:

1 + C(z)G(z) = 0

passes through z = ˛ + jˇ. The simplest design is
to choose a C(z) such that cancellation of poles and
zeros with G(z) results in a C(z)G(z) which has two
open loop poles only and no zeros, i.e.

C(z)G(z) =
K

(

z + p1

) (

z + p2

)

The root locus will thus be a vertical line whose
breakaway point is halfway between the open loop
poles z = −p1 and z = −p2 . By appropriate choice
of p1 and p2 , that is:

p1 + p2 = 2˛

all the closed loop poles of the locus will have:

Re(z) = ˛

thereby ensuring that the locus passes through the
desired dominant pole positions.

Note that by specifying one of the open loop
poles to be on the unit circle, say p1 such that
z = −p1 = 1.0 which corresponds to an integrator,
ensures that the closed loop response has integral
action and eliminates offset. Also, placing one of
the open loop poles on the unit circle maximises
the distance between the two open loop poles: this
increases the range of K values along the real axis
which makes the design less sensitive to changes
in controller gain.

Step 5. Find the forward gain K required to com-
plete the compensator design. Since for any point
on the root locus:

|C(z)G(z)| = 1.0

then at the desired dominant closed loop pole po-
sitions:

K
∣

∣˛ + jˇ + p1

∣

∣

∣

∣ ˛ + jˇ + p2

∣

∣

= 1.0

whence K. Note that the pole zero cancellation
method must be used with care due to the numer-
ical sensitivity of z-plane analysis. Thus the effects
of any inaccuracy in G(z), say due to modelling er-
rors or due to changes in the system’s parameters
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during operation, must be carefully considered at
the design stage. There are many ways in which
the compensator design may be refined and, in-
deed, other approaches to design, some of which
are described in Chapter 78.

77.8 Worked Example No 3
With reference to Figure 77.5, consider a plant
whose transfer function is:

G(s) =

(

1 − e−2s
)

s

1

s (10s + 1)

where the time delay and lag have units of sec-
onds. Design an impulse compensator C(z), with a
sampling period of 2 s, such that the closed loop
response to a step input has a damping factor of
0.7 and a settling time of 20 s (±2% criterion).

Step 1. Specify the form of response required:

� = 0.7

ts ≈ 4

!n�
= 20 Hence !n = 0.2857.

In Cartesian co-ordinates the desired dominant
closed loop pole positions are thus:

s = −0.20 ± j.0.204

Step 2. Map these pole positions into the z-plane:

z = e2s = e2(−0.2±j.0.204)

= 0.6703∠± 23.38◦

= 0.6153 ± j.0.266

Step 3. Determine the pulse transfer function of
the plant:

G(s) =

(

1 − e−2s
)

s
.

1

s. (10s + 1)

=
(

1 − e−2s
)

(

1

s2
−

10

s
+

100

(10s + 1)

)

Whence:

G(z) =
(

1 − z−1
)

.

(

2z

(z − 1)2 −
10z

(z − 1)
+

10z

(z − e−0.2)

)

=
0.1873. (z + 0.9354)

(z − 1) (z − 0.8187)

Step 4. Design the compensator:

Chooseoneopen looppole such that z = −p1 = 1.0.
If ˛ = 0.6153 then the other open loop pole should
be at z = −p2 = 0.2306.

Specify:

C(z)G(z) =
K

(

z + p1

) (

z + p2

) .

Thus:

C(z).0.1873. (z + 0.9354)

(z − 1) (z − 0.8187)
=

K

(z − 1) (z − 0.2306)

Hence:

C(z) =
5.339.K. (z − 0.8187)

(z + 0.9354) (z − 0.2306)

Step 5. Find the controller gain required.
At thedesireddominant closed looppolepositions:

K
∣

∣0.6153 + j.0.266 − 1.0
∣

∣ .
∣

∣ 0.6153 + j.0.266 − 0.2306
∣

∣

= 1.0

Hence the forward gain required is:

K = 0.2188

The impulse compensator designed is thus:

C(z) =
1.168. (z − 0.8187)

(z + 0.9354) (z − 0.2306)

Check. That the response is of the correct form
can be checked as follows.

Analysis of Figure 77.5 yields the closed loop
pulse transfer function for disturbances:

y(z) =
1

1 + C(z)G(z)
.d(z)
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Assume a unit step disturbance, for which d(z) =
z

(z − 1)
.

Substitute for C(z) and G(z):

y(z) =

z

(z − 1)

1 +
1.168. (z − 0.8187)

(z + 0.9354) (z − 0.2306)
.
0.1873. (z + 0.9354)

(z − 1) (z − 0.8187)

=
z. (z − 0.2306)

(z2 − 1.231z + 0.4494)

=
1 − 0.2306z−1

1 − 1.231z−1 + 0.4494z−2

= 1 + z−1 + 0.7812z−2 + 0.5119z−3

+ 0.2788z−4 + 0.1131z−5 + . . .

the inverse transform of which is:

y(0) y(T) y(2T) y(3T) y(4T) y(5T) y(nT)
1.0 1.0 0.7812 0.5119 0.2788 0.1131 –

This step response is depicted in Figure 77.6. It is
evident that the feedback cannot have any effect
until n ≥ 2 because of the inherent delay of T
s in the zero order hold. Otherwise, the output y
rapidly converges on the set point. If the power se-
ries expansion for y in terms of z−1 were continued
further, it would be seen that the response is indeed
that of an underdamped second order system.

y

t

0       T     2T   3T   4T   5T

Fig. 77.6 Step response of system for Worked Example No 3

Once the transients have decayed away, the com-
pensator should have rejected the disturbance and
the steady state output reduced to zero.This can be
confirmed by applying the final value theorem:

y(∞) =
Lim

z → 1
(z − 1) .y(z)

=
Lim

z → 1
(z − 1) .

z. (z − 0.2306)

(z2 − 1.231z − 0.4494)
= 0

The fact that there is no offset is to be expected
since an integrator was explicitly built into the
compensator design of Step4 by virtueof the (z−1)
in the denominator of the open loop pulse transfer
function C(z)G(z).

77.9 Comments
Compensator design by means of root locus and
pole cancellation can only be justified when the
sampling period T is greater than say 0.1 to 0.2
times the system’s dominant time constant. The
two obvious scenarios where this is likely to oc-
cur are with digital controllers when the plant’s
response is fast and with analysers when the sam-
pling period is long.
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78.1 PID Compensation

78.2 Generic Closed Loop Response

78.3 Dahlin’s Method

78.4 Deadbeat Method

78.5 Direct Programs

78.6 Cascade Programs

78.7 Parallel Programs

78.8 Comments

Having covered the pole-zero cancellation method
in Chapter 77, three other commonly used meth-
ods of compensator design are now introduced.
One is the discrete form of the familiar 3-term PID
controller, the others are Dahlin’s and the dead-
beat methods. The pros and cons of these different
methods are discussed. There is of course no point
in designing compensators unless they can be re-
alised in practice. Being inherently discrete, they
lend themselves to being implemented by means
of software.An overview of three conventional ap-
proaches to such follow, the so-called direct, cas-
cade and parallel programming methods. An un-
derstanding of these techniques is fundamental,
not only to realising compensators, but to many
other advanced control techniques such as filter-
ing and identification, as covered in subsequent
chapters.

+
–

)s(C )s(G
r e u

+
+ y

T T

Fig. 78.1 Closed loop comprising impulse compensator and plant

Throughout this chapter it is presumed,asdepicted
in Figure 78.1, that C(s) is the impulse compen-
sator to be designed and G(s) is the plant which is
assumed to include the ZOH.

78.1 PID Compensation
The transfer function of a conventional 3-term
controller was established in Chapter 71:

C(s) = KC

(

1 +
1

TRs
+ TDs

)

(71.3)

Consider the integral action alone:

u(t) =
KC

TR

t
∫

0

e(t).dt

du

dt
=

KC

TR
.e

This may be discretised using a step length equiv-
alent to the sampling period T:

u(k) − u(k − 1)

T
=

KC

TR
.e(k)

(

1 − z−1
)

.u(z) =
KC.T

TR
.e(z)

u(z) =
KI

(1 − z−1)
.e(z)

which clearly corresponds to a pole at z = 1 on the
unit circle.
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Similarly for the derivative action:

u(t) = KCTD.
de(t)

dt

u(k) = KCTD.
e(k) − e(k − 1)

T
u(z) = KD.

(

1 − z−1
)

.e(z)

The three actions may thus be combined:

C(z) = KC +
KI

(1 − z−1)
+ KD.
(

1 − z−1
)

=
KC.
(

1 − z−1
)

+ KI + KD.
(

1 − z−1
)2

(1 − z−1)

=
KC + KI + KD − (KC + 2KD) .z−1 + KD.z−2

(1 − z−1)

where KC, KI and KD are known as the propor-
tional, integral and derivative gains respectively.

Whence:

C(z) =
a0 + a1.z−1 + a2.z−2

1 − z−1
(78.1)

Relating C(z) to the output and error signals gives:

(

1 − z−1
)

.u(z) =
(

a0 + a1.z
−1 + a2.z

−2
)

.e(z)

Inverse transforming gives a time series which can
be realised by means of a simple algorithm:

u(k) = u(k − 1) + a0.e(k) + a1.e(k − 1)

+ a2.e(k − 2) (78.2)

Note that assigning an appropriate value to u for
k = −1 establishes the bias on the controller out-
put.

In Chapter 71, many variations to the classi-
cal form of the 3-term controller were introduced,
such as derivative feedback. These can all be ac-
commodated in alternative formsof C(z).Whereas
the compensator design being realised will have
the form of Equation 78.1, it is important to appre-
ciate that the user interface on any control system,
DCS or otherwise, will present the gain parame-
ters, KC, KI and KD and sample period T explicitly
to the user.

78.2 Generic Closed Loop
Response

Both Dahlin’s and the deadbeat methods of com-
pensator design are based upon the closed loop
pulse transfer function M(z) for step changes. Ap-
plying block diagram algebra to the generic system
of Figure 78.1 yields:

e(z) = r(z) − y(z) = r(z)

(

1 −
y(z)

r(z)

)

= r(z) (1 − M(z)) (78.3)

where M(z) is the closed loop transfer function.

Also:

e(z) = r(z) − C(z).G(z).e(z) =
1

1 + C(z).G(z)
.r(z)

Thus:

y(z) =
C(z).G(z)

1 + C(z).G(z)
.r(z)

Whence:

M(z) =
C(z).G(z)

1 + C(z).G(z)

Hence:

C(z) =
M(z)

(1 − M(z)) .G(z)
(78.4)

78.3 Dahlin’s Method
This method involves specifying the desired closed
loop response to a step input. The response is ar-
ticulated in terms of a time lag � and a delay L,
as depicted in Figure 78.2, and is inclined to be
sluggish.

y(t)

0 L

t

Fig. 78.2 Desired closed loop response to a step input
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The approach has obvious parallels with the reac-
tion curve method of tuning described in Chap-
ter 24 and the approximation for higher order sys-
tems described in Chapter 72.

The designer may choose any sensible values
for � and L:

y(s) =
e−Ls

s. (�s + 1)
(78.5)

If L = n.T then:

y(z) = z−n.Z

{

L−1

{

1

s. (�s + 1)

}}

= z−n.Z
{

1 − e−t/�
}

= z−n.
( z

z − 1
−

z

z − e−T/�

)

=
z−n+1
(

1 − e−T/�
)

(z − 1)
(

z − e−T/�
)

Assume a step input:

r(z) =
z

z − 1

Thus, for the chosen values of � and L, the system
of Figure 78.1 has a closed loop transfer function
of:

M(z) =
(z − 1)

z
.y(z) =

z−n
(

1 − e−T/�
)

(

z − e−T/�
)

Equation 78.4 gives the compensator required:

C(z) =
M(z)

(1 − M(z)) .G(z)

=

z−n
(

1 − e−T/�
)

(

z − e−T/�
)

(

1 −
z−n
(

1 − e−T/�
)

(

z − e−T/�
)

)

.G(z)

=
z−n−1
(

1 − e−T/�
)

(

1 − e−T/�z−1 −
(

1 − e−T/�
)

z−n−1
)

.G(z)

which is always realisable for any sensible � and
L. The obvious disadvantage of Dahlin’s method is
that to calculate C(z) the value of G(z) is required.

If G(s) is not known, as is usually the case, it must
be estimated.This may be achieved by developing a
model of the plant from first principles, by empiri-
cal tests or by means of identification. Fortunately,
the method is fairly tolerant of any estimating er-
rors.

78.4 Deadbeat Method
Often referred to as minimal response design, the
methodenables a compensator to bedesignedsuch
that the closed loop response exhibits a fast rise
time and a short settling time with zero offset: the
ideal response.

The zero offset is established using the final
value theorem. From Equation 78.3:

e(z) = r(z). (1 − M(z))

e(∞) = Lim
k→∞

e(kT) = Lim
z→1

(z − 1) .e(z)

= Lim
z→1

(z − 1) .r(z). (1 − M(z))

Two cases will now be considered.

Case 1: Unit Step Input

If r(z) =
z

z − 1
then e(∞) = Lim

z→1
z. (1 − M(z)).

It is required that e(∞) = 0. This will be achieved
if, say:

z. (1 − M(z)) = z − 1

1 − M(z) = 1 − z−1

M(z) = z−1

The closed loop response is thus:

y(z) = M(z).r(z)

= z−1.
z

z − 1
= z−1 + z−2 + z−3 + . . .

Inverse transforming gives:

y(kT) = 0 if k = 0

y(kT) = 1 if k = 1, 2, 3, . . .

which is depicted in Figure 78.3.
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0 T    2T    3T    4T

t

y(t)

Fig. 78.3 The deadbeat method: closed loop response to a step

input

The compensator required is given by Equa-
tion 78.4:

C(z) =
M(z)

(1 − M(z)) .G(z)

=
z−1

(1 − z−1) .G(z)
=

1

(z − 1) .G(z)

Case 2: Unit Ramp Input

If r(z) =
Tz

(z − 1)2 then

e(∞) = Lim
z→1

Tz

(z − 1)
(1 − M(z)).

A value of e(∞) = 0 can be achieved if, say:

z

(z − 1)
. (1 − M(z)) =

z − 1

z

1 − M(z) =
(z − 1)2

z2
= 1 − 2z−1 + z−2

M(z) = z−1
(

2 − z−1
)

The closed loop response is thus:

y(z) = M(z).r(z)

=
z−1
(

2 − z−1
)

.Tz

(z − 1)2 =
T.
(

2 − z−1
)

z2 − 2z + 1

= T.
(

2z−2 + 3z−3 + 4z−4 + . . .
)

Inverse transforming gives:

y(kT) = 0 if k = 0, 1

y(kT) = kT if k = 2, 3, 4, . . .

which is depicted in Figure 78.4.
The compensator required is again given by

Equation 78.4:

y

0 T    2T    3T    4T

t

Fig. 78.4 The deadbeat method: closed loop response to a ramp

input

C(z) =
M(z)

(1 − M(z)) .G(z)

=
z−1
(

2 − z−1
)

(1 − z−1 (2 − z−1)) .G(z)
=

2z + 1

(z − 1)2 .G(z)

As demonstrated in the two cases, the deadbeat
design is optimal only for the specific inputs con-
sidered. For other inputs the response may well
be unsatisfactory. Furthermore, the method gives
minimal response at the sampling instants only. In
practice there is often a lot of inter-sample ripple
which may lead to violent overshoot, etc. Again,
there is the need to know G(s). However, unlike
Dahlin’s method, this method is extremely sensi-
tive to small errors in the plant model. It should
also benoted that, for a given M(z), theonly param-
eter that can be adjusted in the deadbeat method
is the sampling period.

For these various reasons,thedeadbeat method
is seldom used in process control, despite its sup-
posed popularity in other areas of application.

78.5 Direct Programs
Figure 78.5 depicts the pulse transfer function of
an impulse compensator.

)s(C
e u

T T

Fig. 78.5 Pulse transfer function of an impulse compensator

Any such compensator may be articulated in terms
of a time series expansion for C(z):

C(z) =
u(z)

e(z)
=

a0 + a1z−1 + a2z−2 + . . . + amz−m

b0 + b1z−1 + b2z−2 + . . . + bnz−n

(78.6)
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delay

+
+

+
+

+
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+
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delay delay delay
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delay
u (t-T) u (t-2T) u (t-nT)

delay delay
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+

+
+

E

0
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b

b

0
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0

0
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a

0
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b

a
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b
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0
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b

a

0

m

b

a

Fig. 78.6 Realisation of impulse compensator by direct programming

The power series must not contain any positive
power in z, which would imply that an output sig-
nal could be produced before an error signal is
applied.Thus n ≥ m for realisability. If n = m then
it is important that b0 �= 0.

Equation 78.6 may be rearranged:
(

b0 + b1z
−1 + b2z

−2 + . . . + bnz−n
)

.u(z)

=
(

a0 + a1z
−1 + a2z

−2 + . . . + amz−m
)

.e(z)

Inverse transform:

b0.u(k) + b1.u(k − 1) + b2.u(k − 2) + . . .

+ bn.u(k − n)

= a0.e(k) + a1.e(k − 1) + a2.e(k − 2) + . . .

+ am.e(k − m)

Rearrange:

u(k) =
1

b0

m
∑

i=0

ai.e(k − i) −
1

b0

n
∑

j=1

bj.u(k − j)

= E − U

Thus the current value of the output depends on
the current and previous values of the error, and

on previous values of the output. The structure of
the software for the direct programming technique
is best illustrated in flow diagram form as depicted
in Figure 78.6.

78.6 Cascade Programs
Any compensator of the formof Equation 78.6 may
be factorised such that:

C(z) =

a0.
m
∏

i=1

(

1 + ˛iz−1
)

b0.
n
∏

j=1

(

1 + ˇjz−1
)

where the various −˛i and −ˇj are the zeros and
poles respectively of C(z).

The compensator C(z) may be considered to be
a series of simplepulse transfer functions cascaded
as depicted in Figure 78.7.

)z(C1 )z(C2 )z(C3 )z(Cn
)z(u)z(e

Fig. 78.7 Decomposition of compensator into product of factors
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+

+

jβ

delay

-
uj(t)

jαdelay
ej(t) ej(t-T)

uj(t-T)

Fig. 78.8 Realisation of impulse compensator by cascade programming

Thus:

C(z) =
n
∏

j=1

Cj(z)

where, for n > m:

C1(z) =
a0.
(

1 + ˛1z−1
)

b0.
(

1 + ˇ1z−1
) if j = 1.

Cj(z) =

(

1 + ˛jz−1
)

(

1 + ˇjz−1
) for j = 2, 3, . . . m.

and:

Cj(z) =
1

(

1 + ˇjz−1
) for j = m + 1, m + 2, . . . n.

Each Cj(z) may be implemented with software as,
for example, in Figure 78.8.

Analysis yields:

uj(z) =
(

1 + ˛jz
−1
)

.ej(z) − ˇjz
−1.uj(z)

whence:

Cj(z) =
uj(z)

ej(z)
=

1 + ˛jz−1

1 + ˇjz−1

78.7 Parallel Programs
The same C(z) of Equation 78.6 may be split into
partial fractions such that:

C(z) =
1

b0

n
∑

j=1

˛j
(

1 + ˇjz−1
)

where the various −ˇj are the poles of C(z).
The compensator C(z) may be considered to be

a parallel set of simple pulse transfer functions as
depicted in Figure 78.9.

)z(C1

)z(C2

)z(Cn

e(z)
+

+

+

u(z)

Fig. 78.9 Decomposition of compensator into sum of partial frac-

tions

Each Cj(z) may be implemented with software as
depicted in Figure 78.10.

0

j

b

αej(t)

-
+

delay
uj(t-T)

uj(t)

jβ

Fig. 78.10 Realisation of impulse compensator by parallel pro-

gramming
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Analysis yields:

uj(z) =
˛j

b0
.e(z) − ˇjz

−1.uj(z)

whence:

Cj(z) =
uj(z)

e(z)
=

˛j

b0

(

1 + ˇjz−1
)

78.8 Comments
Of the three methods, the direct method is the eas-
iest in that no decomposition into factors or par-
tial fractions is required prior to programming. Of
the other two, the parallel method is marginally
more efficient in computational effort than the
cascade method. However, the principal attraction
of the cascaded and parallel methods is that they
lend themselves to a modular approach to soft-
ware development. In particular, the provision of
function blocks for realising cascaded and paral-
lel elements within DCS systems leads itself to a
more widespread application of impulse compen-
sator designs.
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This chapter introduces matrices and vectors.
These are used extensively in the state-space de-
scriptions of process plant and systems and in the
design of multivariable controllers. A number of
conventional matrix operations are covered and a
variety of different types of matrix are defined.For
a more comprehensive treatment the reader is re-
ferred to appropriate texts on mathematics, such
as those by Jeffrey (2002) and Stroud (2003).

79.1 Definitions and Notation
A matrix is an array of subscripted elements or-
ganised in rows and columns as follows:

A =
[

aij

]

=

⎡

⎣

a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤

⎦

A matrix is normally denoted by an upper case let-
ter and its elements containedwithin squarebrack-
ets.Referring to the ijth element, the first subscript
i always refers to the row number and the second
subscript j to the column number.

The size and shape of a matrix are charac-
terised by its dimensions, which indicate the num-

ber of rowsandcolumns respectively.ThusA above
is (3 × 3) square, it has the same number of rows
as columns, and B below is (3 × 2) rectangular:

B =
[

bij

]

=

⎡

⎣

b11 b12

b21 b22

b31 b32

⎤

⎦

A matrix that has only one row or column is said
to be a vector. C below is a row vector:

C =
[

cj

]

=
[

c1 c2 c3

]

The elements of a matrix are usually the coeffi-
cients of an equation. These may be either num-
bers, real or complex, algebraic expressions or
functions.In multivariable control the elements in-
variably are transfer functions.

In the special case of a vector whose elements
are variables, it is normal practice to denote the
vector with a lower case letter. Throughout this
text such vectors will be emphasised by a bar un-
derneath, as in the column vector below:

x = [xi] =

⎡

⎣

x1

x2

x3

⎤

⎦



656 79 Matrices and Vectors

A diagonal matrix is a square matrix in which all
the elements other than those on the leading diag-
onal are zero:

A =

⎡

⎣

a11 0 0
0 a22 0
0 0 a33

⎤

⎦

An objective in multivariable controller design is
to produce systems with diagonal structures such
that there is no interaction between the system’s
loops.

A diagonal matrix of particular significance in
matrix manipulation is the identity matrix, nor-
mally denoted by I, in which all the non-zero ele-
ments have unity value:

I =

⎡

⎣

1 0 0
0 1 0
0 0 1

⎤

⎦

The zero matrix is one in which all the elements
are zero.

The transpose of a matrix is one in which the
rows and columns of the matrix have been inter-
changed and is normally denoted either by a prime
or, as throughout this text, by a T superscript:

BT =

[

b11 b21 b31

b12 b22 b32

]

xT =
[

x1 x2 x3

]

79.2 Determinants
For any square matrix there exists a determinant.
The determinant of a matrix is usually denoted by
the operator det and its elements contained within
straight brackets:

det(A) = |A| =

∣

∣

∣

∣

∣

∣

a11 a12 a13

a21 a22 a23

a31 a32 a33

∣

∣

∣

∣

∣

∣

The value of det(A) is determined as follows:

det(A) = a11

∣

∣

∣

∣

a22 a23

a32 a33

∣

∣

∣

∣

− a21

∣

∣

∣

∣

a12 a13

a32 a33

∣

∣

∣

∣

+ a31

∣

∣

∣

∣

a12 a13

a22 a23

∣

∣

∣

∣

= a11 (a22a33 − a23a32)

− a21 (a12a32 − a13a32)

+ a31 (a12a23 − a13a22)

For larger square matrices the determinant is eval-
uated by a similar process of reduction to deter-
minants of size (2 × 2), with the same pattern of
signs.

A matrix whose determinant is zero is said to
be singular.

79.3 Matrix Operations
It is important to understand that whilst the ele-
mentsof a matrix may eachhavea value,the matrix
itself does not have a value as such.

For two matrices to be equal they must have the
same number of rows and columns, i.e. the same
dimensions, and all their corresponding elements
must be identical. For example, if E is a (3 × 2)
matrix then B = E if bij = eij for all values of i and j.

Two matrices can be added if they have the
same dimensions. Thus, for example:

B + E =
[

bij + eij

]

=

⎡

⎣

b11 + e11 b12 + e12

b21 + e21 b22 + e22

b31 + e31 b32 + e32

⎤

⎦

Each element of B is added to the corresponding
element of E. Similarly, for subtraction:

B − E =
[

bij − eij

]

Multiplication of a matrix by a scalar or a function
gives a matrix in which each element is multiplied
by that scalar or function. For example:

k.xT =
[

k.x1 k.x2 k.x3

]

f(s).I =

⎡

⎣

f(s) 0 0
0 f(s) 0
0 0 f(s)

⎤

⎦

Multiplication of one matrix by another is only
possible between conformable matrices, i.e. the
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number of columns of the first matrix must be
equal to the number of rows of the second. Other-
wise multiplication of matrices is meaningless. By
definition, ifA is an n×m matrix and B is an m×p
matrix, then the product AB is given by:

A B =

[

m
∑

k=1

aik.bkj

]

for values of i = 1, 2, . . . , n and j = 1, 2, . . . , p,
where AB is an n × p matrix. For example,

if D =
[

d1 d2

]

and u =

[

u1

u2

]

then D.u = [d1u1 + d2u2].

Similarly,

A B =

⎡

⎣

a11b11 + a12b21 + a13b31 a11b12 + a12b22 + a13b32

a21b11 + a22b21 + a23b31 a21b12 + a22b22 + a23b32

a31b11 + a32b21 + a33b31 a31b12 + a32b22 + a33b32

⎤

⎦

Note that even if A and B are conformable for AB
they may well not be conformable for BA. For this
reason it is essential that the correct order of matri-
ces be preserved during matrix operations, hence
the terms pre and post multiplication.

The following laws hold for matrix multiplica-
tion:

(AB).C = A.(BC)

(A + B).C = AC + BC

C.(A + B) = CA + CB

The transpose of a product is given by:

(AB)T = BTAT

The inverse of a square matrix A is denoted either
by inv(A) or by A−1 and is such that:

A A−1 = A−1 A = I

The following laws of inversion apply, provided
that the matrices A and B are both square:

(AB)−1 = B−1 A−1

(A−1)−1 = A

(A−1)T = (AT)−1

Division of one matrix by another is meaningless.
The equivalent operation is multiplication by the
inverse of a matrix. For example, consider the sys-
tem described by:

F.x = B.u

To solve this for the vector x both sides of the equa-
tion must be pre-multiplied by F−1:

F−1.F.x = F−1.B.u

x = F−1.B.u

Similarly, by post-multiplication, solving xF = Bu
for x yields x = B.u.F−1.

79.4 Matrix Inversion
Whilst using the inverse of a matrix is a fairly
straightforward operation, the procedure for find-
ing the inverse is both complicated and tedious.
There are four steps involved:

1. Find the matrix of minors. If the ith row and jth
column are deleted from an (n × n) matrix A
the determinant of the resultant (n − 1 × n − 1)
matrix is called the minor Mij of A. The matrix
of minors is thus given by:

min(A) =
[

Mij

]

2. Find the matrix of cofactors. This involves
changing the sign of alternate elements of the
matrix of minors. Thus:

cof(A) =
[

(−1)i+jMij

]

3. Find the adjoint matrix. This is defined by:

adj(A) = [cof(A)]T

4. Find the inverse matrix from:

inv(A) =
adj(A)

det(A)

which clearly requires that A be non-singular,
i.e. that det(A) �= 0.
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This is best illustrated by a numerical example.

If:

A =

⎡

⎣

1 2 0
3 −1 −2
1 0 −3

⎤

⎦

then:

min(A) =

⎡

⎣

3 −7 1
−6 −3 −2
−4 −2 −7

⎤

⎦

and:

cof(A) =

⎡

⎣

3 7 1
6 −3 2

−4 2 −7

⎤

⎦

so:

adj(A) =

⎡

⎣

3 6 −4
7 −3 2
1 2 −7

⎤

⎦

hence:

inv(A) =
1

17

⎡

⎣

3 6 −4
7 −3 2
1 2 −7

⎤

⎦

A useful inversion to remember for convenience is
that of a (2 × 2) matrix.

If:

A =
1

c

[

u v
w x

]

then:

A−1 =
c

(ux − vw)

[

x −v
−w u

]

Fortunately, it is not normally necessary to have
to find the inverse of a matrix by hand, there are
packages available for doing this.

79.5 Use of Matrices
Matrices provide a powerful means of representing
and solving sets of simultaneous equations involv-
ing algebraic or transformed variables with real or
complex numbers. The equations may be linear or

differential, continuous or discrete. Consider the
following simple example:

x + 2y = 4

3x − y − 2z = 7

x − 3z = 5

These equations may be presented in matrix form:
⎡

⎣

1 2 0
3 −1 −2
1 0 −3

⎤

⎦

⎡

⎣

x
y
z

⎤

⎦ =

⎡

⎣

4
7
5

⎤

⎦

Premultiplying both sides of the equation by
inv(A) yields:
⎡

⎣

x
y
z

⎤

⎦ =
1

17

⎡

⎣

3 6 −4
7 −3 2
1 2 −7

⎤

⎦

⎡

⎣

4
7
5

⎤

⎦ =

⎡

⎣

2
1

−1

⎤

⎦

The solution is thus x = 2, y = 1 and z = −1.

79.6 Differentiation of/by
Vectors

Morecomplex operations are carried out on matri-
ces in much the same way as on scalar quantities,
subject to both the rules of the operation and of
matrix manipulation. For example, the derivative
of a matrix is found by differentiating each element
of the matrix. This operation is most commonly
done on vectors of variables, as follows:

ẋ =
d

dt
x =

[

dxi

dt

]

=

⎡

⎣

ẋ1

ẋ2

ẋ3

⎤

⎦

Less common,and certainly less obvious, isthe dif-
ferentiation of a scalar quantity with respect to a
vector. Consider the scalar quantity S formed from
the above (3 × 1) column vector x:

S = xT.x = x2
1 + x2

2 + x2
3

Differentiating S with respect to each element of x
in turn gives

dS

dx1
= 2 x1,

dS

dx2
= 2 x2,

dS

dx3
= 2 x3
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Hence

dS

dx
=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

dS

dx1

dS

dx2

dS

dx3

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

= 2

⎡

⎣

x1

x2

x3

⎤

⎦ = 2 x

The presence of matrices of constants can be
treated in much the same way as in the differenti-
ation of scalars involving constants. Suppose that
K is a matrix of constants and both x and y are
column vectors.

If S = xT.K.y then
dS

dx
= K.y

If S = yT.K.x then
dS

dx
= KT.y

If S = xT.K.x then
dS

dx
= 2K.x provided KT = K

The latter may be demonstrated as follows:

S =
[

x1 x2

]

[

k11 k12

k21 k22

][

x1

x2

]

= k11.x
2
1 + k12.x1.x2 + k21.x1.x2 + k22.x

2
2

Differentiating:

dS

dx1
= 2k11.x1 + k12.x2 + k21.x2

dS

dx2
= k12.x1 + k21.x1 + 2k22.x2

Whence:

dS

dx
=

⎡

⎢

⎢

⎣

dS

dx1

dS

dx2

⎤

⎥

⎥

⎦

=

[

k11 k12

k21 k22

] [

x1

x2

]

+

[

k11 k21

k12 k22

][

x1

x2

]

= K.x + KT.x

Provided that KT = K then
dS

dx
= 2K.x.

79.7 Transforms of Vectors
The Laplace transform of a vector is found by
transforming eachelement of thevector,as follows:

L{ẋ(t)} = L [ẋi(t)] =

⎡

⎣

sx1(s) − x1(0)
sx2(s) − x2(0)
sx3(s) − x3(0)

⎤

⎦

= sx(s) − x(0)

As will be seen in Chapter 80, the feedback control
system of Figure 74.1, which was used as a vehicle
for studying root locus, may be described in the
generalised state-space form as follows:

ẋ = A.x + B.u (79.1)

y = C.x

Laplace transforming yields:

sx(s) − x(0) = A.x(s) + B.u(s)

y(s) = C.x(s)

Assuming zero initial conditions, this model may
be solved by rearrangement and premultiplication
as follows:

[sI − A] .x(s) = B.u(s) (79.2)

x(s) = [sI − A]−1 .B.u(s)

y(s) = C. [sI − A]−1 .Bu(s)

= C
adj [sI − A]

det [sI − A]
Bu(s)

provided that [sI − A] is non-singular, i.e.
det [sI − A] �= 0.

Note the care with which the correct order of
the matrices has been preserved to ensure con-
formability.

79.8 Worked Example No 1
For the system of Figure 74.1:

[sI − A] =

⎡

⎣

s 0 0
0 s 0
0 0 s

⎤

⎦ −

⎡

⎣

0 1 0
−2 −3 −2K
3 0 −3

⎤

⎦
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=

⎡

⎣

s −1 0
2 s + 3 2K

−3 0 s + 3

⎤

⎦

The four step procedure for finding the inverse of
[sI − A] yields:

min [sI − A] =

⎡

⎣

s2 + 6s + 9 2s + 6 + 6K 3s + 9
−s − 3 s2 + 3s −3
−2K 2Ks s2 + 3s + 2

⎤

⎦

cof [sI − A] =

⎡

⎣

s2 + 6s + 9 −2s − 6 − 6K 3s + 9
s + 3 s2 + 3s 3
−2K −2Ks s2 + 3s + 2

⎤

⎦

adj [sI − A] =

⎡

⎣

s2 + 6s + 9 s + 3 −2K
−2s − 6 − 6K s2 + 3s −2Ks

3s + 9 3 s2 + 3s + 2

⎤

⎦

det [sI − A] = s
(

s2 + 6s + 9
)

− 2 (−s − 3) − 3 (−2K)

= s3 + 6s2 + 11s + 6 + 6K

Substituting the values for BT =
[

0 2K 0
]

and
C =
[

1 0 0
]

into Equation 79.2 gives:

y(s) =

[

1 0 0
]

(s3 + 6s2 + 11s + 6 + 6K)

×

⎡

⎣

s2 + 6s + 9 s + 3 −2K
−2s − 6 − 6K s2 + 3s −2Ks

3s + 9 3 s2 + 3s + 2

⎤

⎦

×

⎡

⎣

0
2K
0

⎤

⎦ u(s)

which yields the closed loop transfer function:

y(s) =

[

1 0 0
]

(s3 + 6s2 + 11s + 6 + 6K)

×

⎡

⎣

2K (s + 3)
2K
(

s2 + 3s
)

6K

⎤

⎦u(s)

=
2K (s + 3)

(s3 + 6s2 + 11s + 6 + 6K)
u(s)

Many other examples of the use of matrices for
solving sets of differential equations, transformed
or otherwise, are given in the following chapters.

79.9 Eigenvalues and
Eigenvectors

The eigenvalues �1, �2, . . .�n of an n × n matrix A
are the roots of the equation:

det[�I − A] = 0 (79.3)

This is the form of the characteristic equation for
multivariable control systems. The roots of this
equation may be either real or complex, occurring
in conjugate pairs. Just as with single-input single-
output systems, these roots determine the nature
of the system’s stability.

The eigenvectors r1, r2, . . . rn of an n× n matrix
A satisfy the equation:

[

�jI − A
]

rj = 0 (79.4)

where each rj is an n × 1 vector.

79.10 Worked Example No 2
For the system of the previous worked example, if
K = 0.038 then Equation 79.3 gives:

det [�I − A] = �3 + 6�2 + 11� + 6.228 = 0

From Table 74.1 it can be seen that this has three
real and distinct roots, its eigenvalues:

� = −1.14, −1.76 and − 3.1

Consider the first of these. Substitution of �1 =
−1.14 into Equation 79.4 gives:
⎛

⎝

⎡

⎣

−1.14 0 0
0 −1.14 0
0 0 −1.14

⎤

⎦ −

⎡

⎣

0 1 0
−2 −3 −0.076
3 0 −3

⎤

⎦

⎞

⎠

×

⎡

⎣

r11

r21

r31

⎤

⎦ = 0

Hence:
⎡

⎣

−1.14 −1 0
2 1.86 0.076

−3 0 1.86

⎤

⎦

⎡

⎣

r11

r21

r31

⎤

⎦ = 0
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Expansion gives:

−1.14 r11 − r21 = 0

2 r11 + 1.86 r21 + 0.076 r31 = 0

−3 r11 + 1.86 r31 = 0

This set of equations is indeterminate: there is no
unique solution but rather an infinity of solutions.
However, with eigenvectors, it is the direction that
counts rather than the magnitude. The direction
is determined by the ratios of the values of the
vector’s elements. So any combination of ri1 that
satisfies the set of equations will suffice.Arbitrar-
ily choosing the value of one of the elements will
enable the others to be found.

Choose r11 = 1.0 gives:

r1 =

⎡

⎣

1.0
−1.14

1.62

⎤

⎦

Similarly for �2 = −1.76

r2 =

⎡

⎣

1.0
−1.76

2.42

⎤

⎦

and for �3 = −3.1

r3 =

⎡

⎣

1.0
−3.10
−30.3

⎤

⎦

The eigenvectors are usually assembled into a ma-
trix R as follows:

R =
[

r1 r2 r3

]

=

⎡

⎣

1.0 1.0 1.0
−1.14 −1.76 −3.10

1.62 2.42 −30.3

⎤

⎦

Note that a value of r11 = 1 was chosen arbitrarily:
this enabled the values of the other elements of r1

to be determined.As stated, it is the ratio of the val-
ues of the elements of an eigenvector that matters:
an eigenvector may be scaled by any factor.
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The techniques of control system analysis and de-
sign used in previous chapters, such as frequency
response and root locus, are essentially con-
cerned with single-input single-output (SISO) sys-
tems. However, for multiple-input multiple-output
(MIMO) systems, generally referred to as multi-
variable systems,more powerful design techniques
are necessary. These involve matrix manipulation
for which state-space analysis provides the basis.

Although state-space techniques are primarily
used with multivariable systems, they are fairly
ubiquitous. They may be applied to SISO systems
as well as to MIMO systems, used in either con-
tinous or discrete time, and with variables in real
time or transformed into either Laplace or Z do-
mains. They may also be applied in open and
closed loop contexts, both to multivariable and
multi-loop systems.

This chapter focuses on matrix techniques and
state-space.However, these are useless unless mod-
els of the plant to be controlled are available in
state-space form too. Several such models are de-

veloped in later chapters, in particular that of a
blending system in Chapter 86, of a semi-batch re-
actor in Chapter 89 and of a distillation column in
Chapter 90.

80.1 Second Order System
As an example, consider the second order system
depicted in Figure 80.1.

2
nn

2

2
n

s.2s ω+ζω+

ωu y

Fig. 80.1 Transfer function of second order system

The dynamics are described by the equation:

ÿ + 2�!nẏ + !2
n.y = !2

n.u

A state-space description may be formulated by
defining:

x1 = y

x2 = ẏ
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Thus:

ẋ1 = x2

ẋ2 = −!2
n.x1 − 2�!n.x2 + !2

n.u

which may be expressed in matrix form:

[

ẋ1

ẋ2

]

=

[

0 1
−!2

n −2�!n

][

x1

x2

]

+

[

0
!2

n

]

u

This is the state equation of the system.The output
equation is:

y =
[

1 0
]

[

x1

x2

]

These would normally be denoted in the gener-
alised form:

ẋ = A.x + B.u (80.1)

y = C.x

where:
x1 and x2 are the state variables,
x is the state vector,
u is a scalar input,
y is a scalar output, and
A, B and C are matrices of constant coefficients.

The A matrix is often referred to as the system
matrix.

For a given set of initial conditions, a unique
plot of x1 vs x2 may be drawn, with time as a pa-
rameter. The locus of the point x1, x2 is known as a
trajectory and the two dimensional state-space is
referred to as the phase plane.

80.2 n Dimensional State Space
Consider an nth order SISO system whose transfer
function is as depicted in Figure 80.2.

n1n
1n

1
n as.a...s.as

1

++++ −
−

u y

Fig. 80.2 Transfer function of nth order system

The dynamics are described by the equation:

dny

dtn
+ a1

dn−1y

dtn−1
+ a2

dn−2y

dtn−2
+ · · · + an−2

d2y

dt2

+ an−1
dy

dt
+ an y = u

Any nth order differential equation of this type
may be reduced to a set of n first order differential
equations by defining:

x1 = y

x2 = ẏ

...

xn = yn−1

Thus:

ẋ1 = x2

ẋ2 = x3

...

ẋn−1 = xn

ẋn = −an x1 − an−1 x2 − . . . − a1 xn + u

Whence:
⎡

⎢

⎢

⎢

⎢

⎢

⎣

ẋ1

ẋ2

...
ẋn−1

ẋn

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0 1 0 . . . 0
0 0 1 . . . 0
...

...
...

...
...

0 0 0 . . . 1
−an −an−1 −an−2 . . . −a1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

×

⎡

⎢

⎢

⎢

⎢

⎣

x1

x2

xn−1

xn

⎤

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

0
0
...
0
1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

u (80.2)

which yields the state equation:

ẋ = A.x + B.u

A system matrix of this particular form is known
as the “companion”matrix.
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The output equation is:

y =
[

1 0 0 . . . 0
]

⎡

⎢

⎢

⎢

⎢

⎢

⎣

x1

x2

...
xn−1

xn

⎤

⎥

⎥

⎥

⎥

⎥

⎦

which is again of the form:

y = C.x

For a given set of initial conditions, the set of state
equations describe a unique trajectory through an
n dimensional space. Clearly this is difficult to vi-
sualise for n > 3.

80.3 Conversion of Transfer
Functions

Particularly useful is the ability to convert a SISO
model in transfer function form into state-space
form. Consider the transfer function:

y(s)

u(s)
=

a2.s2 + a1.s + a0

s3 + b2.s2 + b1.s + b0

This may be decomposed into numerator and de-
nominator transfer functions in series as depicted
in Figure 80.3, where v(s) is some intermediate
variable.

01
2

2
3 bs.bs.bs

1

+++
u v y

01
2

2 as.as.a ++

Fig. 80.3 Decomposition into denominator and numerator trans-

fer functions

Inverse transforming the denominator transfer
function yields:

˙v̈ + b2.v̈ + b1.v̇ + b0.v = u

Define:

x1 = v

x2 = v̇

x3 = v̈

which yields the following equations:

ẋ1 = x2

ẋ2 = x3

ẋ3 = −b0.x1 − b1.x2 − b2.x3 + u

These may be assembled into state-space form:

ẋ =

⎡

⎣

0 1 0
0 0 1

−b0 −b1 −b2

⎤

⎦ x +

⎡

⎣

0
0
1

⎤

⎦u = A.x + B.u

Inverse transforming the numerator transfer func-
tion yields:

a2.v̈ + a1.v̇ + a0.v = y

Assuming again that x1 = v etc. yields the output
equation:

a2.x3 + a1.x2 + a0.x1 = y

which may be put into matrix form:

y =
[

a0 a1 a2

]

x = C.x

80.4 Worked Example No 1
This example is of the application of state-space to
the SISO feedback control system depicted in Fig-
ure 80.4. Note that this is the same system that was
considered in detail in Example 1 of Chapter 74 on
root locus.

+
-

2s3s

2

2 ++
u

+
+ y

K

3s

3

+

x4

x3

Fig. 80.4 Control system with third order open loop transfer

function

For the second order element:

ÿ + 3ẏ + 2y = 2x4
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Define:

x1 = y

x2 = ẏ

Note that the second state x2 does not correspond
to any signal within the control loop. It can be
thought of as some internal variable related to the
state of the process. Whence:

ẋ1 = x2

ẋ2 = −2x1 − 3x2 + 2x4

For the controller:

x4 = K (u − x3)

Thus

ẋ2 = −2x1 − 3x2 − 2Kx3 + 2Ku

For the feedback element:

ẋ3 + 3x3 = 3y

ẋ3 = 3x1 − 3x3

These equations may be assembled in state-space
form:
⎡

⎣

ẋ1

ẋ2

ẋ3

⎤

⎦ =

⎡

⎣

0 1 0
−2 −3 −2K
3 0 −3

⎤

⎦

⎡

⎣

x1

x2

x3

⎤

⎦ +

⎡

⎣

0
2K
0

⎤

⎦ u

y =
[

1 0 0
]

⎡

⎣

x1

x2

x3

⎤

⎦

Note that the system is third order, so it must have
three states to describe it. However, the choice of
states is arbitrary so great care must be taken in
choosing appropriate ones. In general, there must
be one state associated with each capacity for en-
ergy storage.Theability to measure certain states is
another important consideration in multivariable
design. In this example the following state vector
could have been used but would clearly have re-
sulted in a different model.

x =
[

x1 x2 x4

]T

80.5 The Transition Matrix
Consider the state equation

ẋ = Ax

which is the simplest case, i.e. no inputs or outputs.
The solution to this is, by inspection:

x = eAt .x(0)

where x(0) is the initial condition vector and eAt is
the matrix exponential, known as transition ma-
trix ¥ , defined as follows:

¥ (t) = eAt = I + A.t +
A2t2

2
+

A3t3

3!
+ . . . (80.3)

The transition matrix is so called because it“trans-
fers” the state of the system at time 0 to time t.
Of particular significance in control system design
and analysis is the Laplace transform of ¥ :

¥ (s) = L
{

eAt
}

=
I

s
+

A

s2
+

A2

s3
+

A3

s4
+ . . .

[sI − A] ¥ (s) = [sI − A]

×
[

I

s
+

A

s2
+

A2

s3
+

A3

s4
+ . . .

]

= I2 +
A

s
+

A2

s2
+

A3

s3
+ . . .

−
A

s
−

A2

s2
−

A3

s3
− . . .

= I

Thus:

¥ (s) = [sI − A]−1 (80.4)

Whence:

¥ (t) = eAt = L−1
{

[sI − A]−1
}
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80.6 Worked Example No 2
Find the transition matrix ¥ (s) for the system of
Worked Example No 1:

[sI − A] =

⎡

⎣

s 0 0
0 s 0
0 0 s

⎤

⎦ −

⎡

⎣

0 1 0
−2 −3 −2K
3 0 −3

⎤

⎦

=

⎡

⎣

s −1 0
2 s + 3 2K

−3 0 s + 3

⎤

⎦

¥ (s) is found from the inverse:

¥ (s) = [sI − A]−1 =
adj [sI − A]

det [sI − A]

The adjoint and determinant for this system were
found in Example 1 of Chapter 79:

adj [sI − A] =

⎡

⎣

s2 + 6s + 9 s + 3 −2K
−2s − 6 − 6K s2 + 3s −2Ks

3s + 9 3 s2 + 3s + 2

⎤

⎦

det [sI − A] = s
(

s2 + 6s + 9
)

− 2 (−s − 3) − 3 (−2K)

= s3 + 6s2 + 11s + 6 + 6K

Whence:

¥ (s) =

⎡

⎣

s2 + 6s + 9 s + 3 −2K
−2s − 6 − 6K s2 + 3s −2Ks

3s + 9 3 s2 + 3s + 2

⎤

⎦

s3 + 6s2 + 11s + 6 + 6K

¥ (t) is found by assembling the various ¥ij(t) into
a matrix.The ¥ij(t) are found individually.This en-
tails finding the partial fractions of each:

¥ij(s) =
adj [sI − A]ij

det [sI − A]

and taking their inverse transforms. This is clearly
a very tedious but, fortunately, seldom necessary
process.

80.7 Single Input Single
Output Systems

The state-space equations for a SISO system are as
previously found:

ẋ = A.x + B.u (80.1)

y = C.x

The solution to these was given in Equation 79.2
but is repeated for completeness. Assuming zero
initial conditions:

[sI − A] .x(s) = B.u(s) (80.5)

x(s) = [sI − A]−1 .B.u(s)

=
adj [sI − A]

det [sI − A]
.B.u(s)

= ¥ (s).B.u(s)

y(s) = C.¥ (s).B.u(s)

provided that [sI − A] is non-singular, i.e.
det [sI − A] �= 0.

For the system of Worked Example No 1:

y(s) =

[

1 0 0
]

s3 + 6s2 + 11s + 6 + 6K

×

⎡

⎣

s2 + 6s + 9 s + 3 −2K
−2s − 6 − 6K s2 + 3s −2Ks

3s + 9 3 s2 + 3s + 2

⎤

⎦

×

⎡

⎣

0
2K
0

⎤

⎦u(s)

When multiplied out this yields:

y(s) =
2K (s + 3)

s3 + 6s2 + 11s + 6 + 6K
u(s)

which is the closed loop transfer function as de-
picted in Figure 80.5.

K66s11s6s

)3s(K2

23 ++++

+u y

Fig. 80.5 Closed loop transfer function of the same system
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This, of course, is the same closed loop transfer
function that would have been obtained by ap-
plying conventional block diagram algebra to Fig-
ure 80.4. Note, in particular, that the denominator
of the CLTF forms the characteristic equation:

det [sI − A] = 0 (80.6)

80.8 Multiple Input Multiple
Output Systems

The usual state-space description of a MIMO sys-
tem is of the form

ẋ = A.x + B.u (80.7)

y = C.x + D.u

or, in discrete time domain:

x(k + 1) = A.x(k) + B.u(k) (80.8)

y(k) = C.x(k) + D.u(k)

where the input, output and state vectors, u, y and
x are of dimensions l, m and n, and the matrices A,
B,C and D have dimensions (n×n), (n× l), (m×n)
and (m × l) respectively.

The time domain block diagram representa-
tion of these state equations is depicted in Fig-
ure 80.6 in which all of the signals are vectors.

D

+
+

CB dt

A

u yx

+
+

Fig. 80.6 Time domain representation of the state equations

The solution, as usual, is obtained by transforma-
tion:

s.x(s) − x(0) = A.x(s) + B.u(s)

[sI − A] .x(s) = x(0) + B.u(s)

x(s) = [sI − A]−1 [x(0) + B.u(s)]

= ¥ (s).x(0) + ¥ (s).B.u(s)

However

y(s) = C.x(s) + D.u(s).

Hence

y(s) = C.¥ (s).x(0)+C.¥ (s).B.u(s)+D.u(s) (80.9)

Figure 80.7 is the equivalent block diagram repre-
sentation, with x(0) = 0 and D = 0.

≡
u

G(s)
y[ ]AsI − C

u x y-1
B

Fig. 80.7 Matrix representation of the state equations

Again, note that the denominator of every term
¥i,j(s) in the equation for y is the same.

These denominators form the characteristic
equation

det [sI − A] = 0 (80.6)

In practice, all the useful information can be ex-
tracted from Equation 80.9 directly.However, if the
inverse is required, it is obtained using the convo-
lution integral, Equation 76.2, as follows:

y(t) = C.eAt.x(0) + C.L−1
{

¥ (s).B.u(s)
}

+ D.u(t)

= C.eAt.x(0) + C

t
∫

0

eA(t−� ).B.u(�)d�

+ D.u(t) (80.10)

80.9 Multivariable Control
Systems

Block diagram algebra techniques may be applied
to multivariable closed loop systems of the form of
Figure 80.8 as follows

)s(F

H(s)

y

+
-

u e

h

Fig. 80.8 Block diagram representation of multivariable control

system
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y(s) = F(s).e(s)

= F(s) [u(s) − h(s)]

= F(s)
[

u(s) − H(s).y(s)
]

[I + F(s).H(s)] .y(s) = F(s).u(s)

y(s) = [I + F(s).H(s)]−1
.F(s).u(s)

= G(s).u(s) (80.11)

The “transfer” matrix G(s) of a MIMO system re-
lates the output y(s) to the input u(s).

G(s) is an m × l matrix. It contains ml transfer
functions. The ith output is related to the jth input
by the element gij(s).

The design of multivariable control systems is
considered in more detail in Chapter 81.

80.10 Similarity
Transformation

In the analysis of multivariable systems, it is occa-
sionally convenient to change the co-ordinates in
state-space. Consider the system:

ẋ = A.x + B.u

y = C.x

Let:
x = Rz (80.12)

Substituting:

R.ż = A.R.z + B.u

ż = R−1.A.R.z + R−1.B.u

Transform, assuming zero initial conditions:

sz(s) = R−1A.R.z(s) + R−1B.u(s)
[

s.I − R−1A.R
]

.z(s) = R−1B.u(s)

z(s) =
[

s.I − R−1A.R
]−1

R−1B.u(s)

Whence:

y(s) = C.R.z(s) (80.13)

= C.R
[

s.I − R−1A.R
]−1

R−1B.u(s)

The characteristic equation of this system is thus:

det
[

s.I − R−1A.R
]

= 0 (80.14)

It is important to appreciate that the eigenvalues of
the system are unchanged by such a transforma-
tion. This is because

det
[

�.I − R−1A.R
]

=
∣

∣�.R−1R − R−1A.R
∣

∣

=
∣

∣R−1 [�.I − A] .R
∣

∣

=
∣

∣R−1
∣

∣ . |�.I − A| . |R|
=
∣

∣R−1
∣

∣ . |R| . |�.I − A|
=
∣

∣R−1R
∣

∣ . |�.I − A|
= |�.I − A|

80.11 Diagonalisation
Diagonalisation is a technique used in the analy-
sis and design of multivariable systems. It is essen-
tially concerned with transformationof the system
matrix into the so-called“canonical”form in which
the eigenvalues lie along the diagonal.

Consider the companion matrix of Equa-
tion 80.2. Suppose that it has real and distinct
eigenvalues �1, �2, . . .�n.

Provided R is of the form below, such a system
matrix may be diagonalised using the similarity
transformation x = R.z:

R =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 1 . . . 1
�1 �2 . . . �n

�2
1 �2

2 . . . �2
n

...
...

...
...

�n−1
1 �n−1

2 . . . �n−1
n

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(80.15)

This yields the so called modal decomposition:

  = R−1A.R =

⎡

⎢

⎢

⎢

⎣

�1 0 . . . 0
0 �2 . . . 0
...

...
...

...
0 0 . . . �n

⎤

⎥

⎥

⎥

⎦

(80.16)

However, in general, the system matrix is not of the
formof the companion matrix and diagonalisation
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has to be realised by means of a similarity trans-
formation involving its eigenvectors, as follows.

80.12 Worked Example No 3

Real Eigenvalues

Consider again the system of Worked Example No
1. If K = 0.038 then the system matrix becomes

A =

⎡

⎣

0 1 0
−2 −3 −0.076
3 0 −3

⎤

⎦

From Table 74.1 it can be seen that if K = 0.038
there are three real and distinct eigenvalues for
which the system has an overdamped stable re-
sponse to step inputs:

� = −1.14, − 1.76 and − 3.1

It is shown in Example 2 of Chapter 79 that these
eigenvalues correspond to the matrix of eigenvec-
tors:

R =

⎡

⎣

1.0 1.0 1.0
−1.14 −1.76 −3.10
1.62 2.42 −30.3

⎤

⎦

Similarity transformation yields the modal de-
composition:

  = R−1A.R =

⎡

⎣

−1.14 0 0
0 −1.76 0
0 0 −3.10

⎤

⎦

Complex Eigenvalues

Consider yet again the system of Example 1. If
K = 1.0 then the system matrix becomes:

A =

⎡

⎣

0 1 0
−2 −3 −2
3 0 −3

⎤

⎦

From Table 74.1 it can be seen that if K = 1.0
there are three distinct eigenvalues, one real and
two complex, for which the system has an under-
damped stable response to step inputs:

� = −4.00 and − 1.00 ± j1.414

The matrix of eigenvectors for this system is:

R =

⎡

⎣

1.00 1.00 1.00
−4.00 −1.00 + j1.414 −1.00 − j1.414
−3.00 1.00 − j0.707 1.00 + j0.707

⎤

⎦

Bearing in mind that eigenvectors are arbitrary, to
the extent that it is the values of the elements rela-
tive to each other within the vector that counts, R
may be rearranged as follows:

R =

⎡

⎣

1.00 1.00 0
−4.00 −1.00 −1.414
−3.00 1.00 0.707

⎤

⎦

Note that the real and imaginary parts of the com-
plex eigenvectors have been grouped into separate
vectors. In effect, it is the projections of the com-
plex vectors onto the real and imaginary axes that
form the second and third columns respectively of
R. This respects the information held in the orig-
inal vectors but simplifies R. Using this R matrix,
similarity transformation yields themodal decom-
position:

  = R−1A.R =

⎡

⎣

−4.00 0 0
0 −1.00 −1.414
0 1.414 −1.00

⎤

⎦

Note that the real parts of the complex eigenvalues
lie on the diagonal of   and the imaginary parts
are off diagonal.

80.13 System Modes
The physical significance of the eigenvalues is that
they correspond to the possible forms of dynamic
behaviour of a MIMO system, known as its modes.
The roots of the characteristic equation are the
only factors which can occur in the denominators
of the elements of the transfer matrix. However,
they do not necessarily all occur due to cancel-
lation with common factors in their numerators.
Therefore, to determine the full set of modes of the
system, it is necessary to carry out the similarity
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transformation to establish the modal decomposi-
tion  .

For each real anddistinct eigenvalue�,which is
the root s = � of the characteristic equation, there
is an element of value � which lies on the diago-
nal of the similarity transform  . For each distinct
pair of complex eigenvalues s = � ± j! there is a
2 × 2 block on the diagonal of  . For example:

  = R−1A.R =

⎡

⎣

� 0 0
0 � !
0 −! �

⎤

⎦ (80.17)

The matrix exponential exp( .t) may be found
from power series expansions:

e .t = I +  t +
 2t2

2
+

 3t3

3!
+ . . . (80.3)

=

⎡

⎣

e�t 0 0
0 e� t cos !t −e� t sin !t
0 e� t sin !t e� t cos!t

⎤

⎦ (80.18)

Clearly negative real eigenvalues � or negative real
parts � of complex eigenvalues correspond to de-
caying exponentials which are inherently stable. It
only needs one such value to be positive for the sys-
tem as a whole to be unstable.Only values of ! > 0
are meaningful and correspond to oscillatory be-
haviour. If � = 0 then the complex eigenvalue cor-
responds to a sustained oscillation of frequency !.

Hence, by transforming each element:

[sI −  ]−1 = L
{

e t
}

(80.19)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1

s − �
0 0

0
s − �

(s − � )2 + !2

−!

(s − � )2 + !2

0
!

(s − � )2 + !2

s − �

(s − � )2 + !2

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

In the above explanations it is assumed that the
eigenvalues are distinct. If repeated eigenvalues ex-
ist, the standard form of   is more complicated,the
Jordan form,and the effect on ¥ (t) is that the expo-
nential and sinusoidal terms may have coefficients
which are polynomials in t.

Analysis of the modes of a system might, at first
sight, appear something of an academic exercise.
However, it is in design work that their princi-
pal benefits are realised. Being able to articulate
the desired performance of a multivariable system
by specifying values of �, � and ! in, say, Equa-
tion 80.17, enables the controller itself to be speci-
fied by means of block diagram algebra.

80.14 Worked Example No 4
Consider the following SISO system:

A =

⎡

⎣

0 −1 0
0 −1 2
1 0 −1

⎤

⎦ B =

⎡

⎣

0
1
0

⎤

⎦ C =
[

0 0 −1
]

Its eigenvalues are � = −2 and � = ±j for which

the eigenvectors are

⎡

⎣

1
2

−1

⎤

⎦ and

⎡

⎣

±2j
2

1 ± j

⎤

⎦.

For similarity transformation,

R =

⎡

⎣

1 0 2
2 2 0

−1 1 1

⎤

⎦

whence

  = R−1AR =

⎡

⎣

−2 0 0
0 0 1
0 −1 0

⎤

⎦ .

Note that the first column of R is the eigenvector
corresponding to the real eigenvalue and the other
two columns are the real and imaginary parts of
the other eigenvectors.

The matrix exponential exp( t) may be found
from power series expansions:

e .t = I +  t +
 2t2

2
+

 3t3

3!
+ . . . (80.3)

=

⎡

⎣

1 0 0
0 1 0
0 0 1

⎤

⎦ +

⎡

⎣

−2 0 0
0 0 1
0 −1 0

⎤

⎦ t

+
1

2!

⎡

⎣

4 0 0
0 −1 0
0 0 −1

⎤

⎦ t2
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+
1

3!

⎡

⎣

−8 0 0
0 0 −1
0 1 0

⎤

⎦ t3 + . . .

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 − 2t +
(2t)2

2!
−

(2t)3

3!
+ . . . 0 0

0 1 −
t2

2!
+ . . . t −

t3

3!
+ . . .

0 −t +
t3

3!
− . . . 1 −

t2

2!
+ . . .

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Whence:

e t =

⎡

⎣

e−2t 0 0
0 cos(t) sin(t)
0 − sin(t) cos(t)

⎤

⎦

The modes of the system are thus a combination
of decaying exponential and pure sinusoidal re-
sponses.This is consistent with its open loop trans-
fer function which, since the system is only SISO,
can be found readily:

G(s) = C[s.I − A]−1.B =
1

(s + 2)(s2 + 1)
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81.11 Comments

Some of the techniques of state-space were intro-
duced in Chapter 80.The emphasis there was prin-
cipally on the analysis of the behaviour of multi-
variable systems. This chapter introduces the use
of matrix techniques, and diagonalisation in par-
ticular, for design purposes. A case study based
upon a blending system is used as a realistic, but
simple,example to demonstrate the principles.The
approach used is known as internal model control
because the inverse of the model of the plant to be
controlled is embedded in the design of the con-
troller. This gives an insight to the problems of
the design of large multivariable control systems
whichprovides a basis for considering related tech-
niques such as sensitivity analysis in Chapter 111,
state feedback in Chapter 112 and model predictive
control in Chapter 117.

81.1 Case Study
An in-line blending system is depicted in Fig-
ure 81.1.

In summary, two streams f1 and f2 are blended
to produce a third stream f0 of concentration c#. Its

CC

2f

1f

0f

#c

0c

FC

Fig. 81.1 An in line blending system

dynamics are fairly fast because the blending sys-
tem is in-line.Also it is a highly interactive system.
Any change in either flow f1 or f2 will affect both f0

and c# . Note that changes in flow are propagated
throughout the system instantaneously, whereas
changes in concentration have an associated time
delay.

A model of this system in matrix form is devel-
oped in Chapter 86 using deviation variables:
[

f0(s)
c#(s)

]

=

[

1 1
−K1.e−Ls K2.e−Ls

] [

f1(s)
f2(s)

]

(81.1)

which may be denoted:
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x(s) = P(s).f (s)

This is depicted in block diagram form in Fig-
ure 81.2.

+
+

1f

1K−

2f

0f

2K
+

+ 0c
Lse −

#c

Fig. 81.2 Model of in line blending process

From a control point of view, this is a MIMO sys-
tem with two inputs and two outputs. Suppose
that both the flow rate and concentration of the
dilute product stream are to be controlled simulta-
neously. A scheme consisting of two conventional
feedback control loops as depicted in Figure 81.1
will work. The block diagram for this is depicted
in Figure 81.3.

+
-

1erf

mf

)s(C1

)s(M1

)s(V1
+

+

1K−

2K

+
+ 0c

Lse −
#c

)s(V2

)s(M2

+
-

)s(C2

rc
2e 2u

1f 0f1u

2f

Fig. 81.3 Model of blending system with simple feedback loops

However, to minimise interaction, it is necessary to
detune the controllers, e.g. by using low gains and
large reset times.Thismakes for poor dynamic per-
formance in terms of speed of response and poor
disturbance rejection in terms of steady state off-
set. Much better control can be realised by means
of a 2 × 2 multivariable controller, as depicted in
block diagram form in Figure 81.4.

+
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1e

mf

)s(C11

)s(M1

)s(V1
+

+

1K−

2K

+
+ 0c

Lse −
#c

)s(V2

)s(M2

+
-

)s(C22

rc

0f1u

1f

rf

+
+

2u

2e

)s(C12

)s(C21

mc

+
+ 2f

Fig. 81.4 Model of blending system with multivariable controller



81.2 Compensator Concept 675

81.2 Compensator Concept
The multivariable controller may be considered to
consist of four compensators. In principle, com-
pensators C11(s) and C22(s) handle the flow and
concentration control loops, in a conventional way,
and compensators C21(s) and C12(s) handle the in-
teractions.Thus, for example, following an increase
in flow set point fr, compensator C11(s) will in-
crease flow f1 and hence f0 to its desired value.
However, in doing so, it will cause concentration
c0 to decrease via the gain K1. This interaction is
compensated for by C21(s) which increases f2 to
produce an equal but opposite effect on c0 via K2.
If the compensators are designed correctly, other
signals in the concentration control loop, such as
e2 and c# should be unaffected by the change in f0.
Similarly, C12(s) protects f0 against disturbances
from the concentration control loop.

81.3 Control System Model
Two feedback loops are established such that both
f0 and c# may be controlled against set points. The
measurement functions may be articulated in ma-
trix form:

[

fm(s)
cm(s)

]

=

[

M1(s) 0
0 M2(s)

][

f0(s)
c#(s)

]

(81.2)

which may be denoted:

m(s) = M(s).x(s)

The comparators are handled simply by vector ad-
dition:

[

e1(s)
e2(s)

]

=

[

fr(s)
cr(s)

]

−

[

fm(s)
cm(s)

]

(81.3)

which may be denoted:

e(s) = r(s) − m(s)

Four compensators are required. In essence, C11

and C22 handle the feedback requirements for con-

trol and C21 and C12 counteract the process inter-
actions:
[

u1(s)
u2(s)

]

=

[

C11(s) C12(s)
C21(s) C22(s)

][

e1(s)
e2(s)

]

(81.4)

which may be denoted:

u(s) = C(s).e(s)

The compensator outputs are applied to the control
valves via I/P converters:
[

f1(s)
f2(s)

]

=

[

V1(s) 0
0 V2(s)

][

u1(s)
u2(s)

]

(81.5)

which may be denoted:

f (s) = V(s).u(s)

Equations 81.1–81.5 are a complete, but generic,
description of the system.

81.4 Compensator Design
The starting point is to establish the transfer ma-
trix of the closed loopsystem fromEquations 81.1–
81.5. Using block diagram algebra gives:

x(s) = P(s).f (s)

= P(s).V(s).C(s). (r(s) − M(s).x(s))

Matrix manipulation gives:

x(s) = (I + P(s).V(s).C(s).M(s))−1

. P(s).V(s).C(s).r(s)

Let G(s) be some user defined transfer matrix that
specifies the desired closed loop response:

x(s) = G(s).r(s)

The objective is to minimise interaction between
the loops.The ideal is zero interaction which corre-
sponds to making G(s) diagonal such that changing
set point fr only affects f0 and changing set point
cr only affects c# :

[

f0(s)
c#(s)

]

=

[

G11(s) 0
0 G22(s)

][

fr(s)
cr(s)

]
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Whence:

G(s) = (I + P(s).V(s).C(s).M(s))−1)

. P(s.V(s).C(s)

Solving for C(s) gives the desired multivariable
controller design:

C(s) = V(s)−1.P(s)−1.G(s) (81.6)

. (I − M(s).G(s))−1

C(s) is totally dependent upon the accuracy of the
model and the sensible choice of G(s). If some G(s)
is chosen that is unrealistic, perhaps looking for a
faster response than the system is physically capa-
ble of achieving, then C(s) will be unrealisable.

81.5 Worked Example No 1
The dynamics have been chosen as typical of pro-
cess systems. If the measurements of flow and con-
centration are made by means of an electromag-
netic flow meter and conductivity cell respectively,
time constants of 2 s are reasonable. Likewise, for
the pneumatically actuated control valves, time
constants of 3 s are assumed. The time delay for
the blending process, which only affects the con-
centration measurement, is 2 s:

M(s) =

⎡

⎢

⎣

1

2s + 1
0

0
1

2s + 1

⎤

⎥

⎦

V(s) =

⎡

⎢

⎣

1

3s + 1
0

0
1

3s + 1

⎤

⎥

⎦

P(s) =

[

1 1

−e−2s e−2s

]

Note that a value of unity is assumed for all the
steady state gains. This implies that either all the
signals have the same range, such as 4–20 mA, or
that they have been scaled on a common basis,such
as percentage of range.

Choose a sensible closed loop transfer matrix:

G(s) =

⎡

⎢

⎣

1

4s + 1
0

0
e−2s

4s + 1

⎤

⎥

⎦

In the case of the flow loop, which has first order
lags of 2 s and 3 s, a closed loop response equiva-
lent to a first order lag of 4 s is reasonable.Likewise
for the concentration loop except that a 2 s delay in
the closed loop response has been allowed for the
measurement delay.

Substitution of these values into Equation 81.6
and manipulation yields

C(s) =

⎡

⎢

⎢

⎢

⎣

(3s + 1) (2s + 1)

4s (4s + 3)

− (3s + 1) (2s + 1)

2
(

(4s + 1) (2s + 1) − e−2s
)

(3s + 1) (2s + 1)

4s (4s + 3)

(3s + 1) (2s + 1)

2
(

(4s + 1) (2s + 1) − e−2s
)

⎤

⎥

⎥

⎥

⎦

All four compensators consist of combinations
of lead, lag, integrator and delay terms. This is
quite normal for multivariable control, the com-
pensators having been designed to give a specified
response for a particular plant.

81.6 Decouplers
The principal disadvantage of multivariable con-
trollers is that the compensators C11(s) to C22(s)
do not have the structureof a PID controller. Their
form is not intuitive which is undesirable for oper-
ational reasons. An alternative approach is to use
decouplers, as depicted in Figure 81.5.

In this case the two compensators, C1(s) and
C2(s), may be realised by conventional PID con-
trollers:

C(s) = KC

(

1 +
1

TRs
+ TDs

)

Thedecouplers,D1(s) andD2(s),andcompensators
are related according to:
[

u1(s)
u2(s)

]

=

[

C1(s) C2(s).D2(s)
C1(s).D1(s) C2(s)

] [

e1(s)
e2(s)

]

(81.7)
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Fig. 81.5 Multivariable control of blending system using decouplers

The design technique essentially consists of choos-
ing appropriate C1(s) and C2(s),empirically or oth-
erwise, and then finding D1(s) and D2(s) for the
known P(s), M(s) and V(s) to give a specified G(s).

For the system of Figure 81.5, the decouplers
can be determined by inspection. Firstly consider
the decoupler D1(s). Following a change in error
e1, the affect on C0 due to the interaction inherent
in the process is given by:

c0(s) = −K1V1(s)C1(s).e1(s)

The corresponding affect on C0 due to the decou-
pler is given by:

c0(s) = K2V2(s)D1(s)C1(s).e1(s)

For the decoupler to be effective, these two affects
must be equal and opposite: that is they cancel each
other. Thus:

−K1V1(s)C1(s) e1(s) = −K2V2(s)D1(s)C1(s) e1(s)

Hence:

D1(s) =
K1V1(s)

K2V2(s)
≈ K1

K2

By a similar argument, for a change in error e2 to
have no net affect on f0, the decoupler D2(s) re-
quired is simply:

D2(s) = −1

81.7 Sampled Data Model
Multivariable controllers are realised by means of
software. The dynamics of the sampling process
can be ignored if they are fast compared with the
process. However, if they are of the same order of
magnitude,as with this blending system,they must
be taken into account. Either way, it is convenient
to do the design in the Z domain because the sub-
sequent compensators are easily realisable.

The block diagram of the sampled data multi-
variable control system for the blending plant is as
depicted in Figure 81.6.

Note that both the error and output signals are
sampled, but only the outputs are held by zero or-
der hold devices. Whereas previous values of the
error signals may be stored in memory, the output
signals must be held between sampling instants to
create pseudo continuous signals. It is a common
mistake to assume hold devices for the error sig-
nals.

Equations 81.1–81.3 still apply. Allowing for
the samplers, the equation which describes the be-
haviour of the compensators becomes:
[

u1(s)
u2(s)

]

=

[

C11(s) C12(s)
C21(s) C22(s)

] [

e∗
1(s)

e∗
2(s)

]

(81.8)

which may be denoted:
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Fig. 81.6 Control of blending system using impulse compensators

u(s) = C(s).e∗(s)

An additional equation must be introduced to ac-
commodate the hold devices:
[

h1(s)
h2(s)

]

=

[

H1(s) 0
0 H2(s)

] [

u∗
1(s)

u∗
2(s)

]

(81.9)

which may be denoted:

h(s) = H(s).u∗(s)

The outputs of the holds are then applied via I/P
converters to the two valves which manipulate the
process inputs:
[

f1(s)
f2(s)

]

=

[

V1(s) 0
0 V2(s)

][

h1(s)
h2(s)

]

(81.10)

which may be denoted:

f (s) = V(s).h(s)

81.8 Impulse Compensator
Design

Block diagram algebra yields:

e(z) = r(z) − m(z)

= r(z) − MPVH(z).u(z)

= r(z) − MPVH(z).C(z).e(z)

Solving for e(z) gives:

(I + MPVH(z).C(z)) .e(z) = r(z)

e(z) = (I + MPVH(z).C(z))−1
.r(z)

Assuming there are imaginary samplers on the
controlled variables:

x(z) = PVH(z).C(z).e(z)

= PVH(z).C(z). (I + MPVH(z).C(z))−1
.r(z)

= G(z).r(z)

G(z) is the closed loop transfer matrix which de-
termines the overall system performance:

G(z) = PVH(z).C(z) (81.11)

. (I + MPVH(z).C(z))−1

If G(s) is diagonal then any change in either set
point will only affect one of the controlled vari-
ables, i.e. the system is decoupled. For a specified
G(s), and for given M(s), P(s),V(s) and H(s), there
must be a unique C(s):

G(z). (I + MPVH(z).C(z)) = PVH(z).C(z)

G(z) = (PVH(z) − G(z).MPVH(z)) .C(z) (81.12)

C(z) = (PVH(z) − G(z).MPVH(z))−1 .G(z)
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81.9 Worked Example No 2
Assume that M(s),V(s) and P(s) are as before, and
that the zero order holds have a one second delay:

H(s) =

⎡

⎢

⎣

1 − e−s

s
0

0
1 − e−s

s

⎤

⎥

⎦

The1 sec delay associatedwith the zero order holds
implies a 1 sec sampling period.

Choose a closed loop transfer matrix, taking
into account the dynamics of the sampling process:

G(s) =

⎡

⎢

⎣

e−s

4s + 1
0

0
e−3s

4s + 1

⎤

⎥

⎦

The rationale for choosing G(s) is essentially the
same as in the continuous case, except that a 1 sec
delay has been included in the flow loop to allow
for the hold. Likewise for the concentration loop
where a 3 sec delay has been allowed for both the
measurement delay and the hold.

Assume a sampling period of T = 1 s.

Extensive manipulation yields

C(z) =
⎡

⎢

⎢

⎢

⎣

0.441
(

1 − 1.323z−1 + 0.4346z−2
)

1 − 1.441z−1 + 0.430z−2

0.441
(

1 − 1.323z−1 + 0.4346z−2
)

1 − 1.441z−1 + 0.430z−2

−0.441
(

1 − 1.323z−1 + 0.4346z−2
)

1 − 1.385z−1 + 0.4724z−2 − 0.05597z−3 − 0.04239z−4

0.441
(

1 − 1.323z−1 + 0.4346z−2
)

1 − 1.385z−1 + 0.4724z−2 − 0.05597z−3 − 0.04239z−4

⎤

⎥

⎥

⎥

⎦

(81.13)
which is of the form:

C(z) =

[

˛(z) −ˇ(z)
˛(z) ˇ(z)

]

(81.14)

It can be seen by inspection that all four compen-
sators are realisable, i.e. there are no terms in z+1.
The coefficients of z−1 in successive terms of both
the numerator and denominator series are of re-
ducing magnitude and, with the exception of the
least significant term of the second denominator,
are of alternate sign. This is necessary for stabil-
ity. The compensators may be realised by means
of software using any of the techniques described
in Chapter 78. Remember that the variables in the
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Fig. 81.7 Control of blending system using sampled data decouplers
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model are all in deviation form so a steady state
bias must be added to the controller outputs for
implementation purposes.

81.10 Sampled Data Decoupler
The block diagram of a sampled data decoupler
type of control system for the blending plant is as
depicted in Figure 81.7.

Apart from the compensators and decouplers
being of an impulse nature, the approach to design
is essentially the same as for the continuous system
of Figure 81.5. Control action is of the form

[

u1(z)
u2(z)

]

=

[

C1(z) C2D2(z)
C1D1(z) C2(z)

] [

e1(z)
e2(z)

]

(81.15)
Comparison of Equations 81.14 and 81.15 reveals
that, to meet the sameclosed loopperformance cri-
terion G(s) for thephysical exampleof theblending
system, the decouplers must be

D1(s) = −D2(s) = 1

Given the assumption that K1 = K2 = 1, this re-
sult is entirely consistent with that obtained in Sec-
tion 81.6.

Note that it is often sufficient to realise the two
compensators C1(z) and C2(z) by means of the dis-
crete form of PID controllers developed in Chap-
ter 78:

C(z) =
a0 + a1z−1 + a2z−2

1 − z−1
(78.3)

The approximation may simply be based on the
first termsof ˛(z) andˇ(z) whichare the dominant
terms. Otherwise, the PID compensator is taken as
a factor out of C1(z) and C2(z). The parameters of
the compensator would be presented to the oper-
ators in terms of the familiar gain, reset and rate
times, whose values may be tuned empirically.

81.11 Comments
Although all these compensators have been de-
signed for servo operation as opposed to regulo
control, i.e. the effects of disturbances haven’t been
taken into account explicitly, they can nevertheless
be just as effective at disturbance rejection.
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82.2 Multivariate Statistics

82.3 Probability Distribution

82.4 The Normal Distribution

82.5 Correlation

82.6 Properties of Correlation Functions

Stochastics is the study of statistics in relation to
signals. A variety of statistical techniques can be
applied to signals which enables them to be char-
acterised and relevant information extracted. This
chapter essentially summarises standard stochas-
tic terminology and functions. They are largely
listed as formulae with minimal, but hopefully
sufficient, explanation to enable cross referencing
from other chapters.

The primary purpose of this chapter is to pro-
vide a foundation for Chapters 83, 101 and 102 on
regression analysis,principal components analysis
and statistical process control respectively. There
are many excellent texts on applied statistics, such
as that by Mongomerie (2006), to which the reader
is referred for a more comprehensive treatment.

82.1 Summary Statistics
Summary statistics are single valued metrics that
give a feel for the nature of a signal, the most obvi-
ous ones being mean and variance. If the value of
a signal is available as a function of time, its mean
or average value is:

x ≈ 1

2T

T
∫

−T

x(t).dt (82.1)

If the signal is periodic, with a period of 2T, then
this will be the true mean. Otherwise, the true
mean is given by:

x = Lim
T→∞

1

2T

T
∫

−T

x(t).dt

If the signal is sampled,again over some period 2T,
the mean value of a set of n samples is given by:

x ≈ x1 + x2 + . . . + xn

n
=

1

n

n
∑

i=1

xi (82.2)

This is necessarily an approximation to the true
mean which is given by:

x = Lim
n,T→∞

1

n

n
∑

i=1

xi

Note that, for limiting purposes,both the sampling
period and the number of samples per unit period
increase.

Similarly, themean square value for continuous
signals is:

x2 ≈ 1

2T

T
∫

−T

x2(t).dt

And the mean square value for sampled signals is:

x2 ≈ 1

n

n
∑

i=1

x2
i
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Note that the mean and median values of a variable
are not necessarily the same thing. The median is
defined to be the middle value of x when the mea-
surements of x are arranged in increasing order of
magnitude.

Another important metric is variance. An es-
sential distinction here is between samples of size
(number) n and populations where n is either very
large or infinite. For samples, variance is defined
to be:

� 2 ≈ 1

n − 1

n
∑

i=1

(xi − x)2 (82.3)

where � , the positive square root of variance, is
known as the standard deviation. In practice � is
not meaningful unless n > 5 and normally n > 30
is presumed for good estimates. Note that � has
the same units as the original signal x.

For hand calculation of variance it is quicker to
use the following identity obtained by expansion:

� 2 ≈ 1

n − 1

n
∑

i=1

(

x2
i − 2xi.x + x2

)

=
1

n − 1

(

n
∑

i=1

x2
i − 2x

n
∑

i=1

xi + nx2

)

=
1

n − 1

(

n
∑

i=1

x2
i − 2nx2 + nx2

)

=
1

n − 1

(

n
∑

i=1

x2
i − nx2

)

For populations, the true value of variance is given
by:

� 2 = Lim
n→∞

1

n

n
∑

i=1

(xi − x)2

Again, for populations, variance, mean square and
square mean values are related by:

� 2 = x2 − x2

82.2 Multivariate Statistics
The above summary statistics are all univariate in
that only one signal was being considered. In prac-
tice, it is often the case that there are several in-
terrelated signals. Suppose that there are p signals,
each of which is sampled simultaneously to give n
sets of data. The sample covariance between any
two of the variables xi and xj is defined to be:

� 2
ij =

1

n − 1

n
∑

k=1

(xki − xi)
(

xkj − xj

)

(82.4)

The sample covariances between all of the p signals
may then be assembled into a matrix of dimension
(pxp), known as the covariance matrix, which is
symmetrical:

S =

⎡

⎢

⎢

⎢

⎢

⎣

� 2
1 � 2

12 · · · � 2
1p

� 2
21 � 2

2 · · · � 2
2p

...
...

...
...

� 2
p1 � 2

p2 · · · � 2
p

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

� 2
1 � 2

12 · · · � 2
1p

� 2
12 � 2

2 · · · � 2
2p

...
...

...
...

� 2
1p � 2

2p · · · � 2
p

⎤

⎥

⎥

⎥

⎥

⎦

(82.5)
However, for summary purposes, covariances are
seldom used: they are difficult to interpret because
they depend on the units in which the two variables
are measured. Thus covariance is often standard-
ised by dividing by the product of the standard
deviations of the two variables to give a quantity
called the correlation coefficient:

�ij =
� 2

ij

�i.�j
(82.6)

It can be shown that �ij must lie between −1 and
+1. If there is no correlation between the two sig-
nals then the product terms will be random in both
size and sign and, when summed, will cancel out
leading to a zero coefficient. The closer the coef-
ficient is to unity the stronger the correlation, the
maximum value of unity occurring when the two
signals are identical. The sign of the coefficient de-
pends simply on the slope, or direction, of the un-
derlying relationship between the two variables.

If 0.75 <
∣

∣�ij

∣

∣ < 1.0 then the correlation be-
tween x and y is strong.
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If 0.25 <
∣

∣�ij

∣

∣ < 0.75 then some correlation
exists but is weak.
If 0.0 <

∣

∣�ij

∣

∣ < 0.25 then the correlation is not
significant.

Take care. A small correlation coefficient does
not necessarily mean that two variables are inde-
pendent. Similarly a large correlation coefficient
does not necessarily indicate a cause and effect re-
lationship. Engineering judgement is required in
interpreting these coefficients.

Correlation coefficientsmay also be assembled
into a matrix of dimension (pxp), known as the
correlation matrix, which is also symmetrical:

P =

⎡

⎢

⎢

⎢

⎣

1 �12 · · · �1p

�12 1 · · · �2p

...
...

...
...

�1p �2p · · · 1

⎤

⎥

⎥

⎥

⎦

(82.7)

82.3 Probability Distribution
In the context of signals, probability distributions
are concerned with the frequency of occurrence of
the signal within a specified band. Consider Fig-
ure 82.1.

Suppose there are a total of n sampled values
of which m lie within the jth band. The probability
of the signal being within this band is thus:

Pj ≈ m

n

Clearly probability is a positive quantity, its true
value being given by:

Pj ≈ Lim
n→∞

m

n

An alternative approach, for continuous measure-
ments, is depicted in Figure 82.2.

x

t

x1

x0

x2

x4

x3

x6

x5

x8

x7

x9

Fig. 82.1 Frequency of occurrence of signal within specified band

t

x

t1

t2

t4

t3j

-T

+T

Fig. 82.2 Duration of signal within or above specified band
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Probability is based upon the duration that the sig-
nal lies within or above a specified band, the jth
band:

Pj ≈ t1 + t2 + . . . + tn
2T

=
1

2T

n
∑

i=1

ti (82.8)

Again, the true value is found by taking a long
record of the signal:

Pj = Lim
T→∞

1

2T

n
∑

i=1

ti

The cumulative probability distribution (CPD) is
depicted in Figure 82.3 which shows,for each band,
what the probability is of the signal having a value
that lies within or below that band.

x

0

1.0

)xx(P j≥

Fig. 82.3 Cumulative probability distribution (CPD) on a banded

basis

As the width of the bands decreases, the CPD tends
towards a continuous curve, as depicted in Fig-
ure 82.4. The ordinate (y axis) of the CPD is prob-
ability, which is dimensionless, and the maximum
value of the curve is unity.

1.0

0

)'xx(P <

'x

Fig. 82.4 CPD on a continuous basis

Figure 82.5 depicts the corresponding probability
density distribution (PDD). The PDD is a graph of
the slope of the CPD curve. The ordinate is known
as the probability density function p(x) and is a
measure of the probability of a signal having a
value within a specified range. Its units are the re-
ciprocal of those of the signal. The area under the
PDD is unity.

)'x(p

'x

ax bx

Fig. 82.5 Probability density distribution (PDD)

The CPD and PDD are defined by the following
equations:

P
(

x ≤ x′) =

x′
∫

−∞

p(x).dx (82.9)

P (xa < x ≤ xb) =

xb
∫

xa

p(x).dx

= p (x ≤ xb) −P (x ≤ xa)

p(x) =
d

dx
P
(

x ≤ x′) (82.10)
∞
∫

−∞

p(x).dx = 1

Many naturally occurring phenomena yield PDD
curves that are of a known form. The three most
common are sketched in Figure 82.6, for which the
mean is assumed to be zero.

The equations for these are as in Table 82.1.
The mean and mean square values of a signal

are related to its PDD by the integrals:

x =

∞
∫

−∞

p(x).xdx (82.11)

x2 =

∞
∫

−∞

p(x).x2dx
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Table 82.1 Functions for Gaussian, Rayleigh and Maxwell forms of PDD

Gaussian (normal) Range p(x) =
1

�
√

2�
exp

(

−
(x − x)2

2� 2

)

Rayleigh x ≥ 0 p(x) =
x

� 2
exp

(

−x2

2� 2

)

x < 0 p(x) = 0

Maxwell x ≥ 0 p(x) =
x2

� 2

√

2

�
exp

(

−x2

2� 2

)

x < 0 p(x) = 0

p(x)

x

Rayleigh

Maxwell

Normal

Fig. 82.6 PDD curves of Gaussian, Rayleigh and Maxwell forms

CPD is the probability of some signal being less
than somespecifiedvalue.This can beextrapolated
to the simultaneous probability of two signals be-
ing less than a pair of specified values. This gives
rise to the concept of joint CPD and PDD:

P(x ≤ x′, y ≤ y′) =

y′
∫

−∞

x′
∫

−∞

p(x, y).dx.dy (82.12)

p(x, y) =
∂2

∂x.∂y
.P(x ≤ x′, y ≤ y′) (82.13)

∫ ∞

−∞

∫ ∞

−∞
p(x, y).dx.dy = 1

82.4 The Normal Distribution
The Gaussian distribution, usually referred to as
the normal distribution, is of particular impor-
tance because it characterises random effects:

p(x) =
1

�
√

2�
exp

(

−
(x − x)2

2� 2

)

(82.14)

Random effects can be articulated in terms of the
standard deviation. For example, as � increases
the distributionbecomes flatter, as depicted in Fig-
ure 82.7.

p (x)

x
0

σ increasing

Fig. 82.7 Effect of varying � on Gaussian (normal) form of PDD

The distribution is a measure of the closeness of
sampled values to the mean. The proportion of
samples lying within bands about the mean are
depicted in Figure 82.8 and summarised in Ta-
ble 82.2. Thus, for example, it can be expected that
some 95% of samples lie within two standard de-
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p(x)

x

2σ

4σ

6σ

0 1 2 3-3 -2 -1

Fig. 82.8 Bands about the mean of the normal PDD

Table 82.2 Standard deviation vs percentage of samples

for normal PDD

Number % of samples % of samples

of standard inside limits outside limits

deviations

±0.5� 38.30 61.70

±1.0� 68.26 31.74

±1.5� 86.64 13.36

±2.0� 95.44 4.56

±2.5� 98.76 1.24

±3.0� 99.74 0.26

±3.5� 99.95 0.05

±4.0� 99.994 0.006

±6.0� – ∼ 2 × 10−7

viations of the mean. Put differently, if anything
other than approximately 1 in 20 of the sampled
values lie outside the 95% confidence limit (be-
yond two standard deviations of the mean), then
the distribution probably isn’t normal.

82.5 Correlation
Correlation concerns the extent to which one sig-
nal depends upon another. Consider a set of n val-
ues of each of two signals, x and y, which would
normally correspond in time. Their dependency is
articulated by the correlation coefficient defined
to be:

�xy = (x1 − x)
(

y1 − y
)

+ (x2 − x)
(

y2 − y
)

+ . . . + (xn − x)
(

yn − y
)

(n − 1) .�x�y

=
n
∑

i=1

(xi − x)
(

yi − y
)

(n − 1) .�x�y
(82.15)

This is essentially the same as Equations 82.4 and
82.6.

However, what is often of particular interest
in signal processing are the cross and auto cor-
relation functions (not coefficients) because these
more readily identify the effects of time delay (or
time shift). Consider, for example, the two signals
depicted in Figure 82.9.

For a large number of samples, the cross corre-
lation function is given by:

Rxy[k]

≈ 1

n

(

x1y1+k + x2y2+k + x3y3+k + . . . + xnyn+k

)

Clearly the function may be evaluated for different
values of k, i.e. for integer multiples of the sampling
period, and plotted as a function of k, as shown in
Figure 82.10 which indicates a maximum correla-
tion for a shift of approximately seven intervals.

In practice, only a finite number of samples is
normally available, so for each value of k only n−k
products may be evaluated:

Rxy[k] ≈ 1

n − |k|

n−|k|
∑

i=1

xiyi+k (82.16)

This is the so called “unbiased” form of the cross
correlation function. Clearly the true value of the
cross correlation function is given by:

Rxy[k] = Lim
n→∞

1

2n

n
∑

i=−n

xiyi+k

For a continuous signal the cross correlation func-
tion is given by:

Rxy(�) = Lim
T→∞

1

2T

T
∫

−T

x(t).y(t + �).dt (82.17)
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Fig. 82.9 Two correlated varying continuous signals
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Fig. 82.10 Cross correlation function vs number of time shifts

Two important properties of cross correlation
functions can be established by inspection, for ex-
ample, of Figure 82.9:

Rxy[k] = Ryx[−k] Rxy(�) = −Ryx(−�)

The greatest value of the cross correlation function
only occurs at k = 0 if there is no delay (or shift)
between the two signals.

Whereas cross correlation functions relate to
dependency between two signals in time, auto cor-
relation functions relate to the dependency of one

signal with itself. Auto correlation is particularly
useful for detecting cyclic patterns in a signal.

For a large number of samples, the auto corre-
lation function is given by:

Rxx[k] ≈ 1

n

(

x1x1+k + x2x2+k + x3x3+k + . . .

+ xnxn+k

)

For a finite number of samples:



688 82 Stochastics

Rxx[k] ≈ 1

n − k

n−k
∑

i=1

xixi+k (82.18)

The true value of the auto correlation function is
given by:

Rxx[k] = Lim
n→∞

1

2n

n
∑

i=−n

xixi+k

For a continuous signal the auto correlation func-
tion is given by:

Rxx(�) = Lim
T→∞

1

2T

T
∫

−T

x(t).x(t + �).dt (82.19)

Auto correlation functions may be plotted as a
function of k and interpreted in exactly the same
way as cross correlation function plots.

82.6 Properties of Correlation
Functions

Some of the more important properties of auto
correlation functions are:

1. If there is zero shift, then

Rxx[0] = x2

2. If a signal consists of a normal value plus some
deviation, i.e. x = y + x, then

Rxx[k] = Ryy[k] + x2

3. Auto correlation is an even function:

Rxx[−k] = Rxx[k]

4. Maximum auto correlation occurs at zero shift:

Rxx[k] ≤ Rxx[0]

5. If a signal contains sinusoidal components,
then so too does its auto correlation function:

x(t) = y(t) + x1 sin (!1t + �1) + . . .

Rxx[k] = Ryy[k] +
1

2
x2

1 cos(!1t) + . . .

6. The auto correlation of the sum of two signals
is the sum of the auto and cross correlation
functions:

z = x ± y

Rzz[k] = Rxx[k] ± Rxy[k] ± Ryx[k] + Ryy[k]

If x and y are uncorrelated, for example y could
be noise on a deterministic signal x, then the
two cross correlations would be of zero value
such that

Rzz[k] = Rxx[k] + Ryy[k]

If y is indeed noise, then its auto correlation
function will be zero such that

Rzz[k] = Rxx[k]
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83.2 Pre-Processing of Data

83.3 Method of Least Squares

83.4 Model Validation

83.5 Goodness of Fit

83.6 Worked Example No 1

83.7 Multiple Linear Regression

83.8 Variable Selection

83.9 Worked Example No 2

83.10 Worked Example No 3

83.11 Comments

Regression analysis is concernedwithcurve fitting.
Given a set of empirical data relating two or more
variables, what is the best straight line or curve
that fits the data? Whereas the data may be plotted
and a line or curve fitted by inspection, regres-
sion analysis is a more rational means of doing so.
The most commonly used method is the so called
“least squares” approach which minimises the er-
ror involved in curve fitting. Regression analysis
provides the basis for principal components anal-
ysis (PCA) and for statistical process control (SPC)
as described in Chapters 101 and 102 respectively.
In both cases the interest is in understanding the
relationship between process variables.

The concept of least squares is used extensively
in advancedprocess control.For example, for prob-
lems that can be formulated in a quadratic form,
least squares provides the basis for most optimi-
sation techniques. Another example of its use is
in identification, the process used to establish dy-
namic models in which time is the dependent vari-
able.

The principles of the least squares method are
covered in this chapter in relation to both simple
and multiple regression analysis. The principles of

least squares is covered in many texts on modern
control and related topics, such as the text on op-
timisation by Edgar (2001). Regression analysis is
obviouslycovered in most standard texts on statis-
tics.

83.1 Basic Concepts
Consider some phenomenon for which there is an
underlying physical relationship of a linear nature:

y = ˇ0 + ˇ1.x (83.1)

If the ˇ coefficients are known, for any value of
x the corresponding value of y is uniquely deter-
mined. Conversely, any two pairs of x and y val-
ues will enable the ˇ coefficients to be determined.
However, with empirical data, there are measure-
ment errors and other sources of inaccuracy. Pro-
vided these errors are small, for a set of values of x
the corresponding values of y may be plotted and a
straight line graph drawn. There will be little scat-
ter and the ˇ coefficients can be estimated with
confidence from the intercept and slope. However,
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if the errors are significant, for any given value of
x there will be an error on the measured value of y
according to:

y = ˇ0 + ˇ1.x + " (83.2)

Often the dependent variable y is referred to as the
response or output and the independent variable
x as the regressor, predictor or input variable. The
error is referred to as the residual.

The objective of regression analysis is to esti-
mate the ˇ coefficients. This is realised by means
of the least squares method which, for a set of em-
pirically determined x and y values, minimises the
residuals. Thus, for a given value of x the value of
y predicted is, at best, an estimate of the true value
of y and is often referred to as the fitted value:

ŷ = ˆ̌
0 + ˆ̌

1.x (83.3)

where the ˆ denotes an estimated value.
Equation 83.1 is the so called “simple linear

regression” model. If the model contains powers
of the independent variable, as in the following
quadratic example, it is referred to as a polynomial
regression model. It is nevertheless still linear with
respect to the ˇ coefficients:

y = ˇ0 + ˇ1.x + ˇ2.x
2 (83.4)

Indeed, logarithmic and other nonlinear functions
may be included in linear regression models, such
as:

log(y) = ˇ0 + ˇ1. log(x) (83.5)

When there are several independent variables in-
volved, the model is referred to as being a multiple
linear regression (MLR) model:

y = ˇ0 + ˇ1.x1 + ˇ2.x2 + ˇ3.x3 (83.6)

83.2 Pre-Processing of Data
Prior to carrying out a regression analysis, it may
be necessary to pre-process the data available. The
objective is to identify periods of unrepresentative
data and unusual events, with a view to removing

suspect data. Pre-processing essentially involves
common sense. Plot the data to get a feel for the
relationships: trends can be observed much more
readily from graphs than from tables.Question any
apparent anomalies:

• Points which are inconsistent with the trend, re-
ferred to as outliers, are probably either caused
by some unusual event or are false readings and
may be rejected. However, they should only be
rejected if there is strong non-statistical evi-
dence that they are abnormal.

• Sometimes points are known in advance from
the nature of the relationship, such as the graph
passing through the origin. Check whether the
facts are supported by the data.

• Data which is excessively noisy may be filtered.
• Calculate summary statistics,e.g. mean,median,

standard deviation, correlation coefficients, etc.

For MLR analysis:

• Cross-correlation tests using Equation 82.16 on
both the input and output variables may be nec-
essary to reveal time delays and dependencies.

• Standardisation of the data so that it has zero
mean and unit variance may be necessary. This
requires subtraction of the mean and division
by the standard deviation. Such standardising
makes the data independent of the scale and/or
units of measurement and prevents one input
overshadowing others.

83.3 Method of Least Squares
Figure 83.1 depicts n sets of measurements
(x1, y1), (x2, y2), · · · , (xn, yn).

The aim is to find the underlying linear rela-
tionship of the form of Equation 83.1. Estimates of
the regression coefficients ˇ0 and ˇ1 are required
such that the best fit is obtained.

For each measurement, i.e. for each value of x,
let the residual (error between the observed value
of y and its underlying true value) be:

"j = yj −
(

ˇ0 + ˇ1.xj

)
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Fig. 83.1 Residuals on n sets of measurements

Dependency upon the sign of the residual is re-
moved by squaring.Thus the sum of the squares of
the residuals for all the measurements is given by:

Q =
n
∑

j=1

"2
j =

n
∑

j=1

(

yj −
(

ˇ0 + ˇ1.xj

))2
(83.7)

The straight line best fitting the data corresponds
to Q being a minimum. Clearly Q is a function of
bothˇ0 and ˇ1.Thus,differentiating Q with respect
to each of ˇ0 and ˇ1 and setting the differentials to
zero establishes that minimum.

Differentiating Equation 83.7 with respect to ˇ0

gives:

∂Q

∂ˇ0
= −2

n
∑

j=1

(

yj −
(

ˇ0 + ˇ1.xj

))

For a minimum:

n
∑

j=1

(

yj −
(

ˇ0 + ˇ1.xj

))

= 0

Strictly speaking, to prove that this is a minimum a
positive second differential should be established:
just assume that to be the case. Whence:

n
∑

j=1

yj = n.ˇ0 + ˇ1

n
∑

j=1

xj

Dividing throughout by n and rearranging gives:

ˇ0 = y − ˇ1x (83.8)

where x and y denote the average observed values.

Similarly differentiating Equation 83.7 with re-
spect to ˇ1 gives:

∂Q

∂ˇ1
= −2

n
∑

j=1

xj.
(

yj −
(

ˇ0 + ˇ1.xj

))

whence, for a minimum:
n
∑

j=1

xjyj = ˇ0

n
∑

j=1

xj + ˇ1

n
∑

j=1

x2
j

This, together with Equation 83.8, forms a set of
two simultaneous equations which can be solved
algebraically for the two unknowns ˇ0 and ˇ1.

Extensive manipulation yields:

ˆ̌
0 = y − ˆ̌

1x

and:

ˆ̌
1 =

n
∑

j=1

(

xj − x
)

.
(

yj − y
)

n
∑

j=1

(

xj − x
)2

=
(x − x) .

(

y − y
)T

(x − x) . (x − x)T

(83.9)
The two equations at Equation 83.9 enable the
regression coefficients to be determined directly
from the empirical data available. In essence, the
value of ˇ1 is found first: that value is then used to
find the value of ˇ0. Note that, unless n is large, the
coefficients found cannot be anything other than
estimates of the regression coefficients, hence they
are denoted as estimates in Equation 83.9.

83.4 Model Validation
Validating the model is essentially a question of
confirming that the regression analysis has pro-
duced sensible results. The most likely problems
are due to:

• Insufficient or inadequate empirical data
• The model fitted being inappropriate, e.g. a

straight line instead of a quadratic
• The effect of variables not included in the model,

e.g. a simple regression instead of a multiple re-
gression model
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Validation is best realised by consideration of the
residuals. For any particular input, the residual is
the difference between the measured output and
its fitted value according to Equation 83.3:

"j = yj −
(

ˆ̌
0 + ˆ̌

1.xj

)

(83.10)

If the model is correct, the population of residu-
als should have zero mean, constant variance and
be normally distributed. Any plot of the residuals
should demonstrate such characteristics or, if the
data is sparse, should at least not contradict them.
Otherwise the plot should not exhibit any struc-
ture: non-random looking patterns must be con-
sidered to be suspect. The most useful diagnostic
plot is that of the residuals vs the fitted values. The
points shouldhavea randomdistribution along the
fitted value axis and a normal distribution along
the residuals axis.

An auto-correlation analysis on the residuals
is a particularly useful means of validation. The
closer the auto correlation function,asdetermined
by Equation 82.18, is to zero the better the regres-
sion model fits the data.

83.5 Goodness of Fit
This is a measure of how well a regression equation
fits the data from which it was derived. Consider
the identity:

y − y =
(

y − ŷ
)

+
(

ŷ − y
)

Squaring both sides gives:
(

y − y
)2

=
(

y − ŷ
)2

+ 2
(

y − ŷ
) (

ŷ − y
)

+
(

ŷ − y
)2

Thus, for a series of n data points:

n
∑

j=1

(

yj − y
)2

=
n
∑

j=1

(

yj − ŷj

)2

+ 2
n
∑

j=1

(

yj − ŷj

) (

ŷj − y
)

+
n
∑

j=1

(

ŷj − y
)2

If the regression is a good fit, and provided n is
fairly large, then both:

n
∑

j=1

(

yj − ŷj

)

≈ 0 and
n
∑

j=1

(

ŷj − y
)

≈ 0

whence:

n
∑

j=1

(

yj − y
)2

=
n
∑

j=1

(

yj − ŷj

)2
+

n
∑

j=1

(

ŷj − y
)2

This may be thought of as:

Total variation = unexplained variations

+ explained variations

The coefficient of determination R2, sometimes re-
ferred to as the goodness of fit coefficient, is then
articulated as the ratio of explained variations to
total variation:

R2 =

n
∑

j=1

(

ŷj − y
)2

n
∑

j=1

(

yj − y
)2

=

(

ŷ − y
)T

.

(

ŷ − y
)

(

y − y
)T

.

(

y − y
)

(83.11)

where y =
[

y1 y2 · · · yn

]T
.

The coefficientof determination lies between 0
and 1. The closer R2 is to one the nearer the fitted
values are to the observed values and the better the
regression model fits the data.A value for R2 of 0.9
is excellent, 0.8 is good,0.7 is OK,0.6 is suspect and
0.5 or less is useless.

83.6 Worked Example No 1
An experiment was set up to establish the variation
of specific heat of a substance with temperature.
Results of measurements taken at each of a series
of temperatures are as shown in Table 83.1.

The mean values are � = 72.5 and cp = 7.039.
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Table 83.1 Specific heat vs temperature data

� (◦C) 50 55 60 65 70 75 80 85 90 95

cp (kJ/kg ◦C) 6.72 6.91 6.85 6.97 7.01 7.12 7.14 7.22 7.18 7.27

Noting that the temperature is the input and spe-
cific heat is the output, the ˇ coefficients may be
calculated from Equation 83.9:

ˆ̌
1 =

(

� − �
)

.

(

cp − cp

)T

(

� − �
)

.
(

� − �
)T

= 0.0113

where � and cp are row vectors of the measured
values, and from Equation 83.8:

ˆ̌
0 = cp − ˆ̌

1� = 6.221

whence:
ĉp = 6.221 + 0.0113.�

The coefficient of determination is given by Equa-
tion 83.11:

R2 =

(

ĉp − cp

)

.
(

ĉP − cp

)T

(

cp − cp

)

.

(

cp − cp

)T
≈ 0.93

where ĉp is the row vector of the fitted values.
The coefficient indicates that some 93% of the

variability in the specific heat is explained by the
change in temperature.

83.7 Multiple Linear
Regression

As seen in Equation 83.6, an MLR model involves
several inputs and one output. Due to measure-
ment errors, for any given set of values of x there
will be an error on the measured value of y accord-
ing to:

y = ˇ0 + ˇ1.x1 + ˇ2.x2 + · · · + ˇP.xP + " (83.12)

Regression analysis involves estimating thevarious
ˇ coefficients for which n sets of empirical data are

required. This data may be collated in matrix form
as follows:

⎡

⎢

⎢

⎢

⎣

y1

y2

...
yn

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

1 x11 x12 · · · x1p

1 x21 x22 · · · x2p

...
...

...
...

...
1 xn1 xn2 · · · xnp

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

ˇ0

ˇ1

ˇ2

...
ˇp

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎣

"1

"2

...
"n

⎤

⎥

⎥

⎥

⎦

which is of the general form:

y = X.ˇ + " (83.13)

where y and " are (nx1) vectors, X is an (nx(p + 1))
matrix and ˇ is a ((p + 1)x1) vector.

The sum of the squares of the residuals may be
formulated according to:

Q =
n
∑

j=1

"2
j = "T."

=
(

y − X.ˇ
)T

.

(

y − X.ˇ
)

= yTy − ˇTXTy − yTXˇ + ˇTXTXˇ

Noting that
(

ˇTXTy
)T

= yTXˇ and that both

ˇTXTy and yTXˇ are scalar quantities:

Q = yTy − 2ˇTXTy + ˇTXTXˇ

The regression equation that best fits the data cor-

responds to the vector ˆ̌ that minimises Q.
Noting that differentiation of a scalar by a vec-

tor is covered in Chapter 79, the derivative of Q

with respect to ˆ̌ is given by:

∂Q

∂ˇ
= −2XTy + 2XTXˇ

Setting this to zero yields the best estimate of the

vector ˆ̌:
−XTy + XTX ˆ̌ = 0
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whence the so-called batch least squares (BLS) so-
lution:

ˆ̌ =
(

XTX
)−1

XTy (83.14)

The inverse of XTX should exist provided that the
inputs are linearly independent, i.e. no column of
the X matrix is a linear combination of the other
columns. The less the “collinearity” the greater the
accuracy of the matrix inversion.

The vector of fitted values is thus given by:

ŷ = X. ˆ̌ = X
(

XTX
)−1

XTy = H.y (83.15)

where H = X
(

XTX
)−1

XT.
Analogous to Equation 83.10, the residuals for

MLR are defined to be the difference between the
measured outputs and their fitted values:

" = y − ŷ = y − X ˆ̌ = y − Hy = (I − H) .y

Note that the formula of Equation 11 used for cal-
culating the coefficient of determination R2 for
simple linear regression also applies to multiple
linear regression.

83.8 Variable Selection
The key issue in MLR is the choice of variables.
Given a number of possible inputs, how are the
most important ones selected? Without doubt, the
most important basis of selection is a knowledge
of the relationships between the variables gained
from an understanding of the underlying process
and/or plant. If there is doubt about the signif-
icance of possible inputs, then selection may be
aided by the use of cross correlation or princi-
pal components analysis, as explained in Chap-
ter 101.

Otherwise, a systematic approach has to be
adopted in which inputs are added or deleted from
a subset of inputs according to the significance
of their effect on the regression analysis. The so-
called“forward selection”approach starts with the
simple linear regression model which contains the
input x1 that has the biggest correlation with the

output y. This correlation is in terms of absolute
values and does not need to be standardised. The
next input x2 to be added to the model is that which
has the second highest sample correlation with the
input and/or increases the coefficient of determi-
nation value (R2) by more than any other input.
This process of adding inputs continues until all
the inputs are included, or the number of inputs is
deemed to be sufficient, or the increase in R2 is no
longer significant.

The reverse selection approach is essentially
the reverse of forward selection, starting with a
model containing all the inputs and then elimi-
nating the least significant. Although these pro-
cesses have the semblance of being quantitative, it
should be recognised that they are essentially sub-
jective.

83.9 Worked Example No 2
A polymerisation is carried out in a reactor batch-
wise.The end point of the reaction is imprecise,be-
ing some function of the mean molecular weight,
but normally occurs between 8 and 12 h after the
start of the batch. The extent of conversion (frac-
tional) is determined by analysis of samples. The
refractive index (dimensionless) and viscosity are
measured on line. Data obtained for one batch is
given in Table 83.2.

From an understanding of the process the fol-
lowing MLR model is proposed:

y = ˇ0 + ˇ1.r + ˇ2. log(v)

There are seven sets of data which can be captured
in the form of Equation 83.13:

y = X.ˇ + "

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

0.781
0.843
0.841
0.840
0.850
0.852
0.855

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1.0 1.533 −1.569
1.0 1.428 −1.181
1.0 1.567 −0.854
1.0 1.496 −0.532
1.0 1.560 −0.267
1.0 1.605 0.020
1.0 1.487 0.258

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎣

ˇ0

ˇ1

ˇ2

⎤

⎦ +

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

"1

"2

"3

"4

"5

"6

"7

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦
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The estimates of the ˇ coefficients are given by
batch least squares, Equation 83.14:

ˆ̌ =
(

XTX
)−1

XTy =

⎡

⎣

1.010
−0.100
0.0332

⎤

⎦

whence the regression equation:

y = 1.01 − 0.1r + 0.0332 log(v)

The fitted values are given by Equation 83.15:

ŷ = X. ˆ̌ =
[

0.804 0.828 0.824 0.842 0.845 0.850 0.869
]T

Knowing that y = 0.837 the coefficient of determi-
nation is found from Equation 83.11:

R2 =

(

ŷ − y
)T

.

(

ŷ − y
)

(

y − y
)T

.

(

y − y
)

≈ 0.67

This means that some 67% of the variability in the
conversion is explained by the changes in refrac-
tive index and viscosity.Arelatively low coefficient
could have been anticipated because inspection of
the data reveals that it is not monotonic: the values
of conversion and refractive index do not succes-
sively increase or decrease with time.

83.10 Worked Example No 3
A naphtha (C6–C8 hydrocarbons) stream is split in
a column as depicted in Figure 83.2, the objective
being to operate the column against a constraint on
the maximum amount of ≥ C7s in the top product
stream.

The various measurements and controls are as
described in Table 83.3.
Plotting the raw data reveals the following insights:

• The splitter is being forced by the feed rate x1

that is cyclical,albeit with a small amplitude (pe-
riod of approximately 25 samples).

• The composition y3 (of interest) and the top
product vapour take off x6 seem to cycle in re-
sponse to x1.

• The column is also forced by the top product
liquid take off x7 which is progressively stepped
upwards, and bottom product take offs x13 and
x14 which have large increases.

• The level x9 decreases to reflect the various in-
creased take offs: the level controller x9 seems
to be detuned because, as the level changes, the
take off x12 doesn’t vary much.

• There is an apparent connection between the
level x9, the feed temp x2 and the bottom prod-
uct composition x11.

A total of 145 sets of data for these 17 variables
was gathered at 5-min intervals. Summary statis-
tics for pre-processing of the data are as shown
in Table 83.4. The standard deviation is calculated
from Equation 82.3 and the cross correlation func-
tion using Equation 82.16.

Inspection of the column headed “Percent” re-
veals that for variables x2, x8, x10 and x11 the stan-
dard deviation is ≤ 1% of the mean which,bearing
in mind the accuracy of the instrumentation likely
to have been used in their measurement, suggests
that the errors in the measurements is likely to be
more significant than the trends in the data. These
variables are therefore discounted as being statis-
tically suspect. Inspection of the column headed
“Xcorr fn” reveals that the cross correlation func-
tion for variables x2, x5, x8, x9 and x11 to x14 are
all ≥ 13 samples or 65 min. These are not cred-
ible on the basis of a time delay, known a priori,
of some 30 min for changes in the feed to affect

Table 83.2 Conversion, refractive index and viscosity vs time data

Time: t (h) 8.5 9.0 9.5 10.0 10.5 11.0 11.5

Conversion: y 0.781 0.843 0.841 0.840 0.850 0.852 0.855

Refractive index: r 1.533 1.428 1.567 1.496 1.560 1.605 1.487

Viscosity: v (kg/ms) 0.027 0.066 0.140 0.294 0.541 1.048 1.810
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Fig. 83.2 Outline P&I diagram for naphtha column

Table 83.3 Definition of variables for naphtha column

Variable Units Description

y1 % Amount of benzene in top product (by analysis)

y2 % Amount of ≤ C4s in top product (by analysis)

y3 % Amount of ≥ C7s in top product (by analysis)

x1 m3/h Controlled flow rate of feed to splitter

x2
◦C Inlet temperature of feed stream

x3
◦C Temperature at top of splitter

x4 bar (g) Controlled pressure in overhead system

x5 m3/h Controlled reflux stream flow rate

x6 m3/h Manipulated flow rate of vapour top product stream (liquid equivalent)

x7 m3/h Controlled flow rate of liquid top product stream

x8
◦C Controlled lower tray temperature

x9 % Controlled level in splitter still

x10
◦C Temperature at bottom of splitter

x11
◦C Composition of bottoms (5% cut point)

x12 m3/h Manipulated flow rate of bottom product stream

x13 m3/h Controlled flow rate of second bottom product stream

x14 m3/h Controlled flow rate of third bottom product stream
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Table 83.4 Summary statistical data for variables of naphtha column

Variable Units Mean Standard Percent Xcorr fn

deviation

y1 % 2.325 0.1735 7.4 –

y2 % 1.497 0.2771 18.5 –

y3 % 0.7394 0.2447 33.0 0

x1 m3/h 345.5 6.120 1.7 12

x2
◦C 131.0 1.175 0.9 74

x3
◦C 75.05 0.7822 1.0 12

x4 bar (g) 1.191 0.0396 3.3 13

x5 m3/h 95.80 1.744 1.8 113

x6 m3/h 102.5 4.520 4.4 10

x7 m3/h 11.76 2.570 21.8 3

x8
◦C 126.1 0.3364 0.2 108

x9 % 61.36 14.52 23.6 87

x10
◦C 133.0 0.5096 0.3 11

x11
◦C 93.76 0.9124 0.9 117

x12 m3/h 0.9258 0.4828 52.0 95

x13 m3/h 118.1 2.386 2.0 63

x14 m3/h 118.1 2.372 2.0 64

changes in the product streams and so they too are
discounted.

Of the remaining variables the biggest delay is
of 13 samples in the variable x4 so, in effect there
are 132 complete sets of data representing a period
of some 11 h which is an excellent statistical ba-
sis. The data for each of these variables is shifted
by the appropriate amount, standardised by sub-
tracting the mean and dividing by the standard
deviation, and assembled in the form of the X ma-
trix of Equation 83.13. Note that since the data is
standardised there is no need for a bias term ˇ0.
The regression coefficients are found by means of
batch least squares, Equation 83.14, yielding the
MLR model:

y3 = 0.1863.x1 + 0.3255.x3 − 0.1492.x4

+ 0.4621.x6 + 0.1867.x7

The coefficient of determination is found from
Equation 83.11 to be0.824which indicates that 82%
of the variability in the data is accounted for by the
model. But this is based upon all five credible in-

puts. By means of the reverse selection process it
is found that a good fit is obtained by eliminating
all the variables except for x3 and x6 which results
in the MLR model:

y3 = 0.5505.x3 + 0.3988.x6

for which the coefficient of determination is 0.783.
Thus the fit is still good but the model much sim-
pler. Given that the reflux rate x5 is relatively con-
stant, it is to be expected that the top product com-
position would be highly correlated to the over-
head temperature x3 and to the dominant distillate
flow rate x6 . A plot of the residuals versus fitted
values is of a random nature which confirms the
validity of the model.

83.11 Comments
Regression models are intended for use as interpo-
lation equations and are only as good as the origi-
nal data from which they were derived.The models
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are only valid over the range of inputs and outputs
used to fit the model and extrapolation beyond
these ranges should be treated with suspicion.

And finally, just because a regression model can
be fitted to two or more variables, it doesn’t nec-
essarily imply a causal relationship. For example,
as a reaction approaches completion both the vis-

cosity and refractive index may change.There may
well be a regression model between the viscosity
and the refractive index, but it is not sensible to
say that the change in viscosity is caused by the
change in refractive index. In fact, the changes are
primarily a function of the extent of reaction.
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84.1 The Need for Linearisation

84.2 Deviation Variables

84.3 The Process of Linearisation

84.4 Unsteady State Balances

84.5 Transfer Function Model

84.6 Worked Example

84.7 Nomenclature

Usually it is sufficient to have a qualitative feel for
theway a plant behaves.For example,decomposing
a system into its signals and elements, and being
able to articulate their relationships in the form of
a block diagram, even if the transfer functions are
not known,is often good enough.Sometimes,how-
ever, a deeper understanding is required, perhaps
because theplant is highly integratedor theprocess
has complex dynamics and is difficult to control.
In such circumstances it may be necessary to build
a quantitative model as a basis for design. Occa-
sionally, as in model predictive control, a model is
essential as it is an integral part of the strategy.

There are various categories of models: the em-
phasis in this and subsequent chapters is on first
principles, deterministic models. Other types of
model are covered later on: regression and statis-
tical models, time series models, knowledge based
models and so on. First principles models that ac-
curately represent the dynamic behaviour ofplants
and processes are complex and time consuming to
develop. The key to successful modelling, there-
fore, is knowing how inaccurate a model you can
get away with. This is essentially a question of us-
ing the right type of model, and deciding what as-
sumptions can be made and what approximations
are valid.

There are many excellent texts in which pro-
cess modelling is covered including those by
Coughanowr (1991),Luyben(1990),Marlin (2000),
Ogunnaike and Ray (1994), Seborg (2004) and
Stephanopoulos (1984) to which the reader is re-
ferred for a more comprehensive treatment.

84.1 The Need for Linearisation
Most of the control techniques considered in Sec-
tion 9 of this Handbook are applicable to linear
systems only. Unfortunately, many items of plant
and control loop elements have nonlinear char-
acteristics. So, in order to be able to apply these
control techniques, the plant models have to be lin-
earised.This involves changing the structureof the
model into a linear form. The process of lineari-
sation is arguably the most important modelling
technique of all.

Using the characteristic of a control valve and a
simple level control system,this chapter introduces
a number of basic modelling techniques: the use
of deviation variables, the linearisation process,
lumped parameter dynamics, transfer functionde-
velopment and integration of plant and control
system models. These techniques are further de-
veloped in subsequent chapters in which dynamic
models for a variety of plant items are established.



702 84 Linearisation

84.2 Deviation Variables
The use of deviation variables provides the basis
for linearised models. Consider the control valve
depicted in Figure 84.1.

X
F

VPΔ

Fig. 84.1 Operating variables used to characterise a control valve

As described in Chapter 22, the absolute value of a
variable may be expressed in terms of its normal
value and some deviation, or perturbation, from
that norm:

F = F̄ + āF

X = X̄ + āX

āPV = āPV + ā (āPV)

where the bar denotes“normal”conditions. This is
a somewhat ambiguous phrase.For example, at the
design stage normal could be the specified condi-
tions. For an existing plant normal could mean the
average operating conditions.And in the context of
control systems, normal would relate to set points
or desired values. None of these are necessarily the
same thing.

84.3 The Process of
Linearisation

The process of linearisation essentially concerns
approximating some relationship with its tangent
at the point corresponding to normal conditions
and considering thereafter only deviations of the
variables about that point.

Referring again to the control valve, as ex-
plained in Chapter 20, its inherent characteristic
is the relationship between flow and stem position
assuming a constant pressure drop:

F = f(X)|āPV=const (20.1)

If āPV = āPV, then theinherent characteristic in-
herent characteristic may be as depicted in Fig-
ure 84.2.

F

X

XΔ

FΔ

F

X

VV PP Δ=Δ

X,PV
X

F
slope

Δ∂
∂

=

0

Fig. 84.2 Inherent characteristic of control valve

Clearly, for small changes in operating conditions
about the point F , X, the characteristic may be
approximated by the tangent to the curve at that
point:

F = F + āF ≈ F +
∂F

∂X

∣

∣

∣

∣

āPV,X

.āX (84.1)

The extent to which this approximation is valid de-
pends on the curvature of the characteristic at the
operating point andon the size of thedeviation āX.
Some judgement is required. Typically, if the cur-
vature is strong, deviations of up to ±10% can be
accommodated.For weak curvatures,deviations of
±20% or more can be accommodated. Remember
that the feedback nature of a control system inher-
ently minimises the magnitude of the deviation of
its signals so, for design purposes, it is not unrea-
sonable to assume a-priori that the deviations will
be small if the system functions effectively.

It is common practice, for modelling purposes,
to shift the origin to the normal operating point, as
depicted in Figure 84.3. Thus the axes become āF
vs āX and the variables are the deviations.

The inherent characteristic thus becomes:

āF ≈ ∂F

∂X

∣

∣

∣

∣

āPV,X

.āX

It is conventional, at this stage, to drop the ā nota-
tion. This is clearly a potential source of confusion
but, with experience, it is easy to distinguish be-
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Fig. 84.3 Inherent characteristic with variables in deviation form

tween models whose variables are in absolute and
deviation form. Thus:

F ≈ ∂F

∂X

∣

∣

∣

∣

āPV,X

.X (84.2)

where it is understood that both F and X represent
deviation variables.

Similarly, the relationship between flow and
pressure drop, assuming a constant stem position,
may be plotted as shown in Figure 84.4.

F

PΔ

FΔ

F

X,PV
P

F
slope

ΔΔ∂
∂

=

0

PΔ

XX =

)P(ΔΔ

Fig. 84.4 Flow vs pressure drop for fixed valve opening

This too may be linearised about the point cor-
responding to normal conditions, again assuming
deviation variables:

F ≈ ∂F

∂āPV

∣

∣

∣

∣

āPV,X

.āPV (84.3)

In practice,of course, as the valve opening changes
so too does the pressure drop across it resulting in
the installed characteristic:

F = f (X, āPV) (20.2)

According to the principle ofsuperposition,the net
change in flow may be approximated by the sum of
the individual affects of changing the valve open-
ing assuming a constant pressure drop,and chang-
ing the pressure drop assuming constant valve
opening. Thus combining Equations 84.2 and 84.3
gives:

F ≈ ∂F

∂X

∣

∣

∣

∣

āPV,X

.X +
∂F

∂āPV

∣

∣

∣

∣

āPV,X

.āPV (84.4)

where the variables are in deviation form. The sig-
nificance of this becomes apparent when incorpo-
rated in the model of a plant.

84.4 Unsteady State Balances
Consider again the simple level control system, as
depicted in Figure 84.5, which was analysed from
a steady-state point of view in Chapter 22.

X 0F

LC
1F

h

Fig. 84.5 Schematic of simple level control system

Unsteady state balances, whether for mass, energy
or whatever, are always of the general form:

Rate of Accumulation = Input − Output

An unsteady state volume balance for the liquid
inside the vessel provides the basis for the plant
model:

d

dt
(Ah) =

1

�
(F1 − F0) m3 min−1

Recognising that A is a constant, this may be rear-
ranged:

A�
dh

dt
= F1 − F0 (84.5)
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The variables may now be put into deviation form:

A�
d
(

h + āh
)

dt
= F1 + āF1 −

(

F0 + āF0

)

Since h is the normal level which may be assumed
to be constant:

A�
dāh

dt
= F1 + āF1 −

(

F0 + āF0

)

(84.6)

However, under normal conditions, at steady state,
there is no accumulation:

0 = F1 − F0 (84.7)

Subtracting Equation 84.7 from Equation 84.6
yields:

A�
dāh

dt
= āF1 − āF0

It is this subtraction of the steady state that shifts
the origin to the normal operating conditions and
establishes the model in deviation form. Dropping
the ā notation yields:

A�
dh

dt
= F1 − F0 (84.8)

Note that Equations 84.5 and 84.8, in which the
variables are in absolute and deviation form re-
spectively, appear identical. This happens to be the
case for the plant considered but is not usually so,
as demonstrated in subsequent chapters.

Substituting for F0 from Equation 84.4, which
is already in deviation form, yields:

A�
dh

dt
≈ F1 −

(

∂F0

∂X

∣

∣

∣

∣

h,X

.X +
∂F0

∂h

∣

∣

∣

∣

h,X

.h

)

(84.9)

where it is assumed that the pressure drop across
the valve is the liquid head in the tank.

84.5 Transfer Function Model
Noting that the two partial differentials are simply
coefficients, i.e. the slope of two curves at the point

corresponding to normal conditions, and may be
treated as constants, Equation 84.9 may be Laplace
transformed:

A� (sh(s) − h0) =

F1(s) −
∂F0

∂X

∣

∣

∣

∣

h,X

.X(s) −
∂F0

∂h

∣

∣

∣

∣

h,X

.h(s)

Assuming zero initial conditions, i.e. the level
started at its set point, such that h0 = 0 for t ≤ 0,
then:

A�sh(s) = F1(s) −
∂F0

∂X

∣

∣

∣

∣

h,X

.X(s) −
∂F0

∂h

∣

∣

∣

∣

h,X

.h(s)

which may be rearranged to give:

⎛

⎜

⎜

⎜

⎝

A�

∂F0

∂h

∣

∣

∣

∣

h,X

s + 1

⎞

⎟

⎟

⎟

⎠

h(s) = (84.10)

1

∂F0

∂h

∣

∣

∣

∣

h,X

F1(s) −

∂F0

∂X

∣

∣

∣

∣

h,X

∂F0

∂h

∣

∣

∣

∣

h,X

.X(s)

which is of the general form:

(TPs + 1) h(s) = KL.F1(s) − KPX(s) (84.11)

where TP,KL and KP are defined by Equation 84.10.
Clearly the dynamics of the tank are first order
with a time constant of TP, and may be represented
by transfer functions, as depicted in Figure 84.6.

1sT

K

P

L

+

1sT

K

P

P

+
−

+
+X(s)

F1(s)

h(s)

Fig. 84.6 Transfer function model of the process

Note the significance of the signs associated with
KL and KP. The positive sign of the load gain KL

indicates that following an increase in flow F1 the
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+
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Fig. 84.7 Process model integrated into block diagram of control system

level goes up, whereas the negative sign of the pro-
cess gain KP indicates that following an increase in
valve opening X the level goes down.These transfer
functions may be incorporated in a block diagram
for the level control system as a whole, as depicted
in Figure 84.7.

Note that a reverse acting PI controller is as-
sumed, and that the dynamics of all the other con-
trol loop elements are ignored on the basis that
they are fast compared with the process and load.

84.6 Worked Example
The level in a tank is controlled as depicted in Fig-
ure 84.5. The tank is 1 m in diameter and 2 m
tall and is normally half full. The valve has an
equal percentage characteristic and is normally
half open.

Thus normal conditions are h = 1 m and
X = 0.5.

Suppose that the flow through the half open
valve is related to the head in the tank by the equa-
tion:

F0 = 300
√

h

Substitute for h into the tank characteristic gives
F0 = F1 = 300 kg min−1.

The slope of the tank characteristic is:

∂F0

∂h

∣

∣

∣

∣

X

=
300

2
√

h

whence:
∂F0

∂h

∣

∣

∣

∣

h,X

= 150.

Substitute into Equation 84.10 gives:

KL =
1

∂F0

∂h

∣

∣

∣

∣

h,X

= 6.66 × 10−3 m min kg−1.

Now suppose that the flow through the valve, as-
suming a constant head loss of 1 m, is related to its
stem position by the equation:

F0 = 60e3.22X

Note that substituting X = 0.5 into this equation
also gives F0 = F1 = 300 kg min−1.

The slope of the valve characteristic is:

∂F0

∂X

∣

∣

∣

∣

h

= 60 × 3.22e3.22X

whence:
∂F0

∂X

∣

∣

∣

∣

h,X

= 967.

Substitute into Equation 84.10 gives:

Kp =

∂F0

∂X

∣

∣

∣

∣

h,X

∂F0

∂h

∣

∣

∣

∣

h,X

=
967

150
= 6.66 m.

The cross sectional area A =
� .l2

4
= 0.785 m2 and

the density � = 1000 kg m−3 .
Whence the time constant, also from Equation

84.10:

TP = A.�.KL = 0.785 × 1000 × 6.66 × 10−3

= 5.23 min
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84.7 Nomenclature
A cross sectional area m2

of the tank
h level of liquid m
F mass flow rate through kg min−1

the valve
K gain
� liquid density kg m−3

āP pressure drop bar
X fractional opening –

of the valve
T time constant min
t time min

Subscripts

A actuator
C controller
I I/P converter
L load
P process
V valve or variable resistance
0 outlet stream
1 inlet stream
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85.1 Lumped Parameter Models

85.2 Steam Heated Jacketed Vessel

85.3 Water Cooled Jacketed Vessel

85.4 Worked Example

85.5 Nomenclature

A lumped parameter system is one whose param-
eters are uniform throughout. They are quite com-
mon in the process industries, agitated vessels be-
ing a classic example. A common characteristic of
all lumped parameter systems is their capacity for
storage, either of mass or energy. Some simple ex-
amples of lumped parameter systems with first-
order dynamics were considered in Chapter 69.

85.1 Lumped Parameter
Models

Of fundamental importance in themodelling of the
dynamics of lumped parameter systems is the con-
cept of an unsteady state balance. This relates the
rate of accumulation of some variable to the differ-
ence between the system’s inputs and outputs. In
general:

Rate of Accumulation = Input − Output (85.1)

In Chapter 84 this equation was used in relation
to a level control system. The approach used was
to establish the instantaneous volume, to differen-
tiate it with respect to time and to equate this to
the difference between inlet and outlet flows. This
approach is generic: the central issue is to decide
on the nature of the balance and the appropriate
variables. The two examples used in this chapter

relate to temperature control for which unsteady
state heat balances are required. A variety of other
examples are used in subsequent chapters. The na-
ture of the more common unsteady state balances,
the variables involved and their contexts are sum-
marised in Table 85.1.

85.2 Steam Heated Jacketed
Vessel

Consider the agitated vessel depicted in Figure 85.1
throughwhicha process streamflowscontinuously
and is heated up by condensing steam in the ves-
sel’s jacket.

TC

1PP,F θ

0Pθ

SF

A,U

M
Sθ

X

V

Fig. 85.1 Steam heated jacketed agitated vessel



708 85 Lumped Parameter Systems

Table 85.1 The nature of unsteady state balances

Nature of balance Variables involved Context

Volume Height, flow Level control

Pressure Pressure, flow Pressure control

Momentum Velocity, pressure Flow control

Heat Temperature, flow Temperature control

Mass Concentration, flow Composition control

In order to model this it is necessary to make a
number of classical assumptions:

1. That the inlet flow displaces an equivalent vol-
ume over the overflow such that, to all practical
intents and purposes:

FP1 ≈ FP0 ≈ FP

In practice, following an increase in inlet flow,
the level must rise to provide sufficient head
to enable the corresponding increase in out-
let flow. Clearly there is an associated time lag.
This assumption is equivalent to assuming that
these hydrodynamics are negligible relative to
thedynamicsof the thermal processes involved.

2. That the contents of the vessel are well mixed.
Thus the physical properties of the liquid, such
as its density and specific heat, are uniform
throughout the contents of the vessel. Process
parameters such as temperature are similarly
uniform throughout. It follows that values of
such are the same for the outlet stream as for
the bulk of the liquid.

3. That the thermal capacity of the vessel wall is
negligible relative to that of the mass of the
contents of the vessel. In the second example
below it is also assumed to be negligible rela-
tive to the mass of the contents of the jacket.
This depends on the dimensions, thickness and
materials involved but, for relatively large ves-
sels, is a reasonable assumption.

4. That the steam pressure is uniformthroughout
the jacket.For a condensing system suchas this,
the steam temperature is a function of its pres-
sure only, so the temperature must be uniform
throughout the jacket too.

5. That the jacket and vessel form a non-
interacting system. This means that the steam
temperature is independent of the temperature
of the contents of the vessel:

�S = f (PS) �= g (�P0)

In practice, the temperature in the vessel does
affect the steam pressure and hence its temper-
ature,but that is through the effects of feedback.

An unsteady-state heat balance (relative to a datum
of 0◦C) for the contents of the vessel provides the
basis for the plant model:

Rate of Accumulation = Input − Output

d

dt
(MVcP�P0) = FPcP (�P1 − �P0)

+ UA (�S − �P0) kW

Since both MV and cp are constants:

MVcP
d

dt
�P0 = FPcP (�P1 − �P0) (85.2)

+ UA (�S − �P0)

Putting the variables in deviation form, assuming
that U and A are constants too, and rearranging
yields:

MVcP
d

dt

(

�P0 + ā�P0

)

=
(

FP + āFP

)

cP

(

�P1 + ā�P1 −
(

�P0 + ā�P0

))

+ UA
(

�S + ā�S −
(

�P0 + ā�P0

))

Noting that the differential of a constant is zero,
and ignoring the product of two deviations, each
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of which is relatively small, as being insignificant,
this equation may be expanded and rearranged:

MVcP
d

dt
ā�P0

= FPcP

(

�P1 − �P0

)

+ FPcP (ā�P1 − ā�P0)

+
(

�P1 − �P0

)

cPāFP

+ UA
(

�S − �P0

)

+ UA (ā�S − ā�P0)

The steady state heat balance, under normal con-
ditions is:

0 = FPcP

(

�P1 − �P0

)

+ UA
(

�S − �P0

)

which, on subtraction, yields:

MVcP
d

dt
ā�P0 = FPcP (ā�P1 − ā�P0)

+
(

�P1 − �P0

)

cPāFP

+ UA (ā�S − ā�P0)

Dropping the ā notation gives the model in devia-
tion form:

MVcP
d

dt
�P0 = FPcP (�P1 − �P0) (85.3)

+
(

�P1 − �P0

)

cPFP + UA (�S − �P0)

Note that Equations 85.2 and 85.3 are different, i.e.
the absolute and deviation forms of the model are
not the same. This is because the first term on the
right hand side of the absolute form contained the
products of two variables, i.e. Fand �,each product
resulted in two terms in the deviation form. This
concept generalises to terms containing the prod-
uct of n variables, as summarised in Table 85.2.

Table 85.2 Mapping between absolute and deviation forms of

equation

Equation in absolute Equation in deviation

form form

No of variables in term No of terms arising

None (i.e. constant) None (it disappears)

One One (stays the same)

Two Two

Three (or more) Three (or more)

With practice it should be possible to write down
the deviation form of a model from its absolute
form directly, i.e. without going through all the in-
termediate steps. Note that many texts quote mod-
els in deviation form: it is presumed that the reader
appreciates the distinction between absolute and
deviation variables and is capableof generating the
model in deviation form from its absolute form in
the first place.

Equation 85.3 may be Laplace transformed, as-
suming zero initial conditions:

MVcPs�P0(s) = FPcP (�P1(s) − �P0(s))

+
(

�P1 − �P0

)

cPFP(s)

+ UA (�S(s) − �P0(s))

which may be rearranged to give:

(

MVcP

FPcP + UA
s + 1

)

.�P0(s)

=
FPcP

FPcP + UA
.�P1(s) +

(

�P1 − �P0

)

cP

FPcP + UA
.FP(s)

+
UA

FPcP + UA
.�S(s)

which is of the form:

(TPs + 1) �P0(s) = K1�P1(s) + K2FP(s)

+ K3�s(s) (85.4)

The corresponding transfer functions may be in-
corporated in a block diagram for the temperature
control system, as depicted in Figure 85.2.

Here �P0 is the controlled variable,�S is the ma-
nipulated variable, and �P1 and FP are disturbance
variables.

85.3 Water Cooled Jacketed
Vessel

Now consider the same stirred vessel, but its con-
tents are cooled by circulating water through the
jacket, as depicted in Figure 85.3.
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Fig. 85.2 Block diagram of control loop for steam heated vessel
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Fig. 85.3 Water cooled jacketed agitated vessel

Assumptions 1 to 3 above apply. In addition it is
assumed:
6. That the contents of the jacket are well mixed

such that the physical properties of the cooling
water are uniform throughout the jacket and
the values of parameters are the same for the
jacket outlet stream as for its contents. This as-
sumption is valid if the jacket is baffled and the
water circulation rate is high. However, it is du-
bious if there is not significant turbulence in
the jacket.

7. That the jacket and vessel form an interacting
system. This means that the temperature of the
contents of the vessel depends upon that in the
jacket, and vice versa, i.e.:

�P0 = f (�W0)

�W0 = g (�P0)

Unsteady-state heat balances for the contents of
both the vessel and jacket provide the basis for the
plant model:

Rate of Accumulation = Input − Output

For the vessel:

MVcP
d

dt
�P0 = FPcP (�P1 − �P0)−UA (�P0 − �W0) kW

For the jacket:

MJcW
d

dt
�W0 = FWcW (�W1 − �W0)+UA (�P0 − �W0)

The interaction between these two equations
is clearly established by the common term
UA (�P0 − �W0).

Putting the equations into deviation form and
Laplace transforming assuming zero initial condi-
tions gives:

MVcPs�P0(s) = FPcP (�P1(s) − �P0(s))

+
(

�P1 − �P0

)

cPFP(s)

− UA (�P0(s) − �W0(s)) (85.5)

MJcWs�W0(s) = FWcW (�W1(s) − �W0(s))

+
(

�W1 − �W0

)

cWFW(s)

+ UA (�P0(s) − �W0(s)) (85.6)

These two equations have six variables which can
be categorised as in Table 85.3. Of these, five vari-
ables are of significance from a control point of
view. However, the cooling water outlet tempera-
ture �W0 is only a state variable and may be elimi-
nated.
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Table 85.3 Categorisation of variables for water cooled vessel

Variable Category

�P0 Controlled

FW Manipulated

�P1, �W1 and FP Disturbance

�W0 State

Elimination from Equations 85.5 and 85.6 is alge-
braically tedious. It is more convenient, for illus-
trative purposes, to consider a numerical example.
Suppose that:

FP = 0.2, FW = 0.1, cP = 4.2, cW = 4.2

MV = 1000, MJ = 250, U = 0.7, A = 2.4

�P1 = 90, �P0 = 70, �W1 = 20, �W0 = 60

where the units are as defined in the nomenclature.
Substitution of these values and re-arrangement
yields:

(4200s + 2.52) �P0(s) = 0.84�P1(s) + 84FP(s)

+ 1.68�W0(s)

(1050s + 2.1) �W0(s) = 0.42�W1(s) − 168FW(s)

+ 1.68�P0(s)

Eliminating �W0(s), rearranging and factorising
gives:

(4219s + 1) (423.5s + 1) �P0(s)

= 0.7142 (500s + 1) �P1(s) + 71.42 (500s + 1) FP(s)

+ 0.2857�W1(s) − 114.3FW(s) (85.7)

These transfer functions may be incorporated in a
block diagram for the temperature control system,
as depicted in Figure 85.4.

An important insight into the dynamics of ag-
itated vessels can be gained by consideration of
the structureof Equations 85.4 and 85.7.First, con-
sider the steam heated vessel.The lag term in Equa-
tion 85.4 indicates that the dynamics are first order.
That is to be expected because there is only one
capacity, i.e. the contents of the vessel, for energy
storage.Note that the dynamics are first order irre-
spective of the source of disturbance: any change
affects the temperature in the vessel directly.

Second, for the water cooled vessel, there are
two lag terms in Equation 85.7 indicating that the
dynamics are second order. This is because there
are two capacities for energy storage, i.e. the vessel
and its jacket. Furthermore, the source of distur-
bance is significant. The transfer functions relat-
ing �P0 to changes in �W1 and FW are truly second
order. This is because the affects of any changes
in the cooling water stream only indirectly affect
the temperature inside the vessel. They are filtered
by both the jacket and vessel contents. However,
the transfer functions relating �P0 to changes in
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Fig. 85.4 Block diagram of control loop for water cooled vessel
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�P1 and FP each have a lead term. These effectively
offset one of the lag terms resulting in quasi first
order dynamics.This is because any changes in the
process stream directly affect the temperature in
the vessel.

85.4 Worked Example
Aqueous streams A and B flow continuously into a
stirred tank and react rapidly, releasing 1200 kJ of
heat per kg of stream A reacted. The reaction goes
substantially to completion, so the heat released is
independent of small changes in temperature.

Assume that the cooling water is circulated
through an internal coil at a rate such that its rise
in temperature is small. This assumption means,
in effect, that the thermal capacity of the coil is
negligible and that the system can be treated as
non-interacting.

The parameters have the following values, their
units being as defined in the nomenclature:

FA = FB = 0.125, cA = cB = 4.2

MV = 2300, U = 3.4, A = 2.8

�A = �B = 25, �W1 = 20

A steady state heat balance for the contents of the
reactor yields its temperature:

Input − Output = 0
(

FA + FB

)

cP

(

�A − �0

)

+ FAāH−UA
(

�0 − �W

)

= 0

0.25 × 4.2(25 − �0) + 0.125 × 1200

−3.4 × 2.8(�0 − 20) = 0

whence �0 = 34.7◦C.
An unsteady state heat balance for the contents

of the reactor is of the form:

Rate of Accumulation = Input − Output

Mcp
d�0

dt
= (FA + FB)cP(�A − �0) + FAāH − UA(�0 − �W)

Assume that it is the response of �0 to changes in
�W that is of interest, in which case FA, FB and �A

may be presumed to be constant:

9660
d�0

dt
= 1.05 (25 − �0) + 150 − 9.52 (�0 − �W)

Put into deviation form:

9660
d�0

dt
= −10.57.�0 + 9.52.�W

Transform and rearrange:

�0(s) =
0.9

(914s + 1)
.�W(s)

Suppose a step decrease in cooling water tempera-
ture of say 5◦C occurs, i.e. �W(s) = −5

s .
The reactor’s response is:

�0(t) = −4.5
(

1 − e−t/914
)

Thus after say 5 min, i.e. t = 300 s, then �0 =
−1.26◦C.

Remember that this is in deviation form. Thus,
as an absolute value, the reactor temperature is:

�0 = �0 + ā�0 = 34.7 − 1.26 ≈ 33.4◦C
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85.5 Nomenclature
A effective surface area m2

for heat transfer
C controller
F flow rate kg s−1

M mass of contents kg
c specific heat kJ kg−1 K−1

P pressure bar
t time s
U overall heat transfer kW m−2 k−1

coefficient
V I/P converter/actuator/valve
� temperature ◦C

Subscripts

A reagent stream
B reagent stream
J jacket
M measurement
P process stream
S steam
V vessel
W cooling water
0 outlet
1 inlet
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86.6 Nomenclature

The systems considered in Chapters 84 and 85
all had the capacity to store mass and/or energy,
which gave rise to transfer functions which con-
tained time lags. This is not always so. Some sys-
tems have zero capacity which means that their
transfer functions are simple steady state gains.
In such cases the dynamics of the associated
pipework, pumps and valves become dominant.
Two classic examples of zero capacity systems are
considered in this chapter: steam injection and
blending.

86.1 Steam Injection System
One way of heating up an aqueous stream is by di-
rect steam injection through a nozzle, as indicated
in Figure 86.1.

TC

sF

11,F θ *,F0 θ0θ

Fig. 86.1 In line steam injection system

The steam condenses virtually instantaneously
upon injection, the heat released being dissipated
quicklyby mixing within the process stream due to
extreme turbulence effects. Strictly speaking, the
mixing occurs in the section of pipe just down-
stream of the nozzle. However, to all practical in-
tents andpurposes,theheat dissipation can be con-
sidered to be immediate.

An unsteady state mass balance at the mixing
junction gives:

F1 + FS = F0

An unsteady state heat balance (relative to a datum
of 0◦C) at the mixing junction gives:

F1cP�1 + FShg = F0cP�0 = (F1 + FS) cP�0

Putting into deviation form and transforming
gives:

F1cP�1(s) + �1cPF1(s) + hgFS(s)

=
(

F1 + FS

)

cP�0(s) + �0cP (F1(s) + FS(s))

Rearrange gives:

�0(s) =
F1

(

F1 + Fs

) .�1(s) −

(

�0 − �1

)

(

F1 + Fs

) .F1(s)

+

(

hg − �0cP

)

(

F1 + FS

)

cP
.FS(s) (86.1)
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+-
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+

+

+

+
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1F
2K−

1θ
1K

u

mθ

Lse−0θ *θ

Fig. 86.2 Block diagram of steam injection control system

which is of the general form:

�0(s) = K1.�1(s) − K2.F1(s) + K3.FS(s) (86.2)

These gains may be incorporated in a block di-
agram of the temperature control system, as de-
picted in Figure 86.2.

86.2 Worked Example
An aqueous process stream is heated by injecting
steam as depicted in Figure 86.1. Normal condi-
tions are as follows:

F1 = 1.0 kg/s, �1 = 20◦C, �0 = 50◦C

Assume that the steam is dry saturated and has a
total heat hg of 2700 kJ/kg.

A heat balance under normal conditions (rela-
tive to a datum of 0◦C) across the mixing junction
yields the normal steam flow rate:

F1.cP.�1 + FS.hg = (F1 + F2).cP.�0

1.0 × 4.2 × 20 + FS × 2700

= (1.0 + FS) × 4.2 × 50

whence FS = 0.0506 kg/s.
Substituting into Equation 86.1, the unsteady

state heat balance:

�0(s) =
F1

(

F1 + Fs

) .�1(s) −

(

�0 − �1

)

(

F1 + Fs

) .F1(s)

+

(

hg − �0.cP

)

(

F1 + FS

)

cP

.FS(s)

= 0.952.�1(s) − 28.6.F1(s) + 564.FS(s)

Comparison with Equation 86.2 reveals that:

K1 = 0.952, K2 = 28.6◦C skg−1, K3 = 564◦C skg−1.

The temperature transmitter has an input range of
25–75◦C and an output of 4–20 mA. The controller
has a set point of 50◦C and a bandwidth of 50%.
The I/P converter has an input range of 4–20 mA
and an output range of 0.2–1.0 bar. The control
valve has an input range of 0.2–1.0 bar and an out-
put range of 0–0.15 kg/s. It may be assumed that
the characteristics of all the instrumentation are
linear and that their dynamics are negligible.With
reference to the block diagram of Figure 86.2, the
gains of the instrumentation are as follows:

KM = 0.32 mA ◦C−1, KC = 2.0 and

KV = 0.009375 kg mA−1 s−1.

The steady state closed loop response to any dis-
turbance is thus given by:

�0 = K1.�1 − K2.F1 + K3.KV.KC.(�r − KM.�0)

Substituting for the various gains and rearranging
gives:

�0 = 0.217.�1 − 6.52.F1 + 2.41.�R



86.3 Significance of Dynamics 717

Thus, for example, assuming a constant set point
and a simultaneous increase in F1 to 1.5 kg/s and
decrease in �1 to 15◦C, the resultant steady state
offset would be:

�0 = 0.217 × (−5) − 6.52 × (+0.5) ≈ −4.3◦C

However, this is in deviation form; the absolute
value of the outlet temperature is:

�0 = �0 + ā�0 = 50 − 4.3 = 45.7◦C

86.3 Significance of Dynamics
Note the time delay L in Figure 86.2 due to dis-
tance velocity effects between the mixing junction
and the temperature probe:

L =
�d2ℓ�

4
(

F1 + FS

)

The time delay is clearly dependant upon the flows.
Since the steam flow is relatively small, the time de-
lay will not vary much if the process stream flow is
roughly constant. This delay, and the time lags as-
sociated with the valve and the temperature mea-
surement, are the only dynamics of consequence

in a control loop that potentially has a very fast
response. This is typical of zero capacity systems.

86.4 Dead Time Compensation
The existence of the time delay within the loop,
as depicted in Figure 86.2, is problematic. If the
time delay is of the same order of magnitude or
greater than the other lags in the loop, as is often
the case in zero capacity systems, then tuning the
controller is difficult and leads to a response that
is more sluggish than would otherwise be the case.
Ideally, the time delay needs to be moved outside
the loop, as depicted in Figure 86.3, which enables
a more effective controller C(s) to be designed.

Dead-time compensation is an approach which
enables the controller C(s) to be designed as if the
delay was outside the loop. Compensation is re-
alised in practice by the so-called Smith predictor
D(s) which utilises the controller output and the
measured value, as shown in Figure 86.4.

Open loop analysis of Figures 86.3 yields:

u(s) = C(s). (�r(s) − M(s).K3.V(s).u(s))

and of Figure 86.4 yields:

+-
)s(V)s(C sFerθ

)s(M

+
+

3K
u

mθ

Lse−0θ *θ

Fig. 86.3 Control loop with delay outside the loop

+-
)s(V)s(C sFerθ

)s(M

+
+

3K
u

mθ

Lse−0θ *θ

+
)s(D

+

Fig. 86.4 Equivalent control loop with delay inside the loop
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u(s) = C(s).
(

�r(s) −
(

D(s).u(s)

+ M(s).e−Ls.K3.V(s).u(s)
)

)

The condition for these to be exactly equivalent is
that:

M(s).K3.V(s).u(s)

= D(s).u(s) + M(s).e−Ls.K3.V(s).u(s)

Rearranging gives:

D(s) = K3.
(

1 − e−Ls
)

.M(s).V(s) (86.3)

Dead-time compensation is only possible if the dy-
namics of the process are known. This means es-
timating the values of all the parameters in Equa-
tion 86.3. Effectiveness is dependant upon the ac-
curacy of these values and is particularly sensitive
to the accuracy of the delay L. Realisation of the
predictor is only practicable by means of software.

86.5 Blending System
A common operation in the process industries is
that of blending two streams together.Often a ratio
control scheme is used, as described in Chapter 26.
However, in the following example, a multivariable
control strategy is used. Consider a concentrated
salt solution which is to be diluted with an aque-
ous process stream, as depicted in Figure 86.5.

1F

22 c,F

FC

CC

0F0c

*c

Fig. 86.5 An in line blending system

Dilute product is formed by mixing the two
streams. It is assumed that the mixing is complete a
short distance downstream of the junction. This is
not unreasonable given that flow will be turbulent

due to the bends in the pipework and the proxim-
ity of the control valves. Otherwise in-line mixers
would be necessary.

An overall unsteady state mass balance across
the mixing junction gives:

F1 + F2 = F0

This equation is the same in deviation form.Trans-
forming gives:

F1(s) + F2(s) = F0(s) (86.4)

Because the streams are liquidand incompressible,
there is no delay associated with changes in flow.
Any change in inlet flow causes an equal and im-
mediate change in the outlet flow.

An unsteady state mass balance for the salt
across the mixing junction gives:

F2C2 = F0C0 = (F1 + F2) C0

Assume that the concentrated salt solution comes
from a reservoir such that its concentration may
be assumed to be constant. Putting into deviation
form and transforming gives:

C2F2(s) = F0C0(s) + C0 (F1(s) + F2(s))

Rearrange gives:

C0(s) =

(

C2 − C0

)

F0

.F2(s) −
C0

F0

.F1(s)

which is of the general form:

C0(s) = K2F2(s) − K1F1(s) (86.5)

Note that there is a timedelay due to distanceveloc-
ity effects associated with the concentration mea-
surement:

C∗(s) = e−Ls.C0(s) (86.6)

Equations 86.4–86.6 can be presented in matrix
form as follows:
[

F0(s)
C∗(s)

]

=

[

1 0
0 e−Ls

]

.

[

F0(s)
C0(s)

]

=

[

1 0
0 e−Ls

]

.

[

1 1
−K1 K2

]

.

[

F1(s)
F2(s)

]

=

[

1 1
−K1.e−Ls K2.e−Ls

]

.

[

F1(s)
F2(s)

]
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Fig. 86.6 Block diagram of blending system with simple feedback loops

This is a highly interactive system. Its block dia-
gram is depicted in Figure 86.6.Any change in flow
will affect the concentration loop, and vice versa.

The design of a multivariable controller for this
blending plant is considered in detail in Chapter 81.

86.6 Nomenclature
C concentration gm kg−1

cP specific heat kJ kg−1 K−1

d diameter m
F flow rate kg s−1

hg enthalpy kJ kg−1

ℓ length m
L time delay s
t time s
� temperature ◦C
� density kg m−3

Subscripts

S steam
0 outlet
1 inlet
2 solution
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87.2 Volumetric Capacitance

87.3 Pressure Control

87.4 Worked Example

87.5 Boiler Dynamics

87.6 Nomenclature

The gas law relationships between flow, pressure
and, to a lesser extent, temperature are fundamen-
tal to the modelling of the dynamics of compress-
ible flow systems. Two typical examples are con-
sidered, first the dynamics of pressure control and
second the dynamics of a boiler system.

Throughout this chapter pressures are taken to
be absolute and volumetric flow rates are assumed
to have been measured at 1 bar (abs).

87.1 Resistance to Flow
Consider the flow of gas through a resistance as
depicted in Figure 87.1.

QR

1P 0P

Fig. 87.1 Flow of gas through a fixed resistance

It is assumed that flow is isothermal and that
any temperature effects are negligible. In reality,
for the purpose of developing a model in devia-
tion form, it is not the absolute conditions up and
down stream of the resistance that matter but the
variations about those conditions.The assumption
of isothermal flow is thus not unreasonable if the

pipework is of steel since its thermal capacity acts
as a heat sink and tends to average out any varia-
tions in temperature.

In general, the flow of gas through any resis-
tance is of the form:

Q ∝
√

(P1 − P0)

�

This has been previously encountered in Equa-
tion 12.1, for example, used for orifice plate siz-
ing. For a gas, the density obviously depends upon
the pressure. It doesn’t particularly matter whether
the upstream or downstream pressure is used, or
even an average value as per Equation 20.10 used
for valve sizing. Any discrepancy can be accom-
modated by the coefficient used as the constant of
proportionality. Suppose the downstream pressure
is used:

Q ∝
√

P0. (P1 − P0)

For turbulent flow, the requirement is that
P1 < 2P0.

If the downstream pressure is constant and the
upstreampressurevaried,subject to the constraint,
the flow is approximately given by:

Q = b
√

(P1 − P0)

As depicted in Figure 87.2, this relationship may be
linearised about normal conditions.
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Q

01 PP −

QΔ

Q

R

1
slope =

0

01 PP −
)PP( 01 −Δ

Fig. 87.2 Linearisation of turbulent flow relationship

In deviation form, the relationship becomes:

Q =
dQ

d (P1 − P0)

∣

∣

∣

∣

Q

. (P1 − P0)

The valve may be compared with an electrical re-
sistance and Ohm’s law applied in which flow is
analogous to current and pressure drop is analo-
gous to voltage difference:

Q =
1

R
. (P1 − P0) (87.1)

where:

R =
ā (P1 − P0)

āQ

∣

∣

∣

∣

Q

=
1

dQ
d(P1−P0)

∣

∣

∣

Q

However:

dQ

d (P1 − P0)
=

b

2
√

(P1 − P0)
=

Q

2 (P1 − P0)

whence:

R =
2
(

P1 − P0

)

Q
(87.2)

If P1 > 2P0 then the flow is sonic and given ap-
proximately by:

Q = c.P1

As discussed in Chapter 20, a maximum veloc-
ity through the valve is established and the flow
rate depends upon the gas density, and hence the
upstream pressure, alone. This relationship is de-
picted in Figure 87.3.

Q

0P

QΔ
Q

R

1
slope =

0 1P

0P2 1P

1PΔ

Fig. 87.3 Sonic flow through the fixed resistance

Again, this may be linearised about normal condi-
tions giving, in deviation form:

Q =
dQ

dP1

∣

∣

∣

∣

Q

.P1

In this case the electrical analogy is simpler be-
cause of the straight line relationship:

Q =
1

R
.P1 (87.3)

where:

R =
āP1

āQ

∣

∣

∣

∣

Q

=
1

dQ
dP1

∣

∣

∣

Q

=
P1

Q
(87.4)

87.2 Volumetric Capacitance
Nowconsider the effect of capacity by attaching the
valve to a pressure vessel as depicted in Figure 87.4.

V,P
R

Q

Fig. 87.4 Capacity with a fixed resistance

The volume of gas in the vessel at P = V m3 . The
equivalent volume at 1 bar (abs) = P.V m−3 .

Suppose that the pressure in the vessel falls by
an amount ıP0 over a period of time ıt.

A volume balance gives:

−ıP.V = Q.ıt

In the limit:

V
dP

dt
= −Q
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Again, by analogy with an electrical capacitance,
capacity may be defined by:

C
dP

dt
= −Q (87.5)

where C = V. Note that although C and V are nu-
merically equal their units are different.

87.3 Pressure Control
Next consider the pressure vessel to have both an
inlet and outlet resistance, the outlet discharging
into the atmosphere as depicted in Figure 87.5.

1P

1R

1Q
0P,C

0R

0Q

Fig. 87.5 Pressure vessel with inlet and outlet resistances

From Equation 87.5, an unsteady state volume bal-
ance for the pressure vessel gives:

Rate of Accumulation = Input − Output

C
dP0

dt
= Q1 − Q0

Note that this equation is the same in deviation
form.

For sake of argument, assume that the inlet
flow is turbulent and the outlet flow is sonic, i.e.
P1 < 2P0 and P0 > 2 bar. Substituting from Equa-
tions 87.1 and 87.3 gives:

C
dP0

dt
=

P1 − P0

R1
−

P0

R0

Suppose that the valve in the outlet stream is the
control valve in a pressure control loop, as shown
in Figure87.6,which is consistent with thepressure
vessel being used for anti-surge purposes.

1P

1R

1Q
0P,C

0R

0Q

PC

X

Fig. 87.6 Pressure vessel with variable outlet resistance

The unsteady state balance needs to be modified to
take into account the installed characteristic of the
valve, as established by Equation 84.4. Remember-
ing that the balance is already in deviation form,
this gives:

C
dP0

dt
=

P1 − P0

R1
−

P0

R0
−

∂Q0

∂X

∣

∣

∣

∣

P0,X

.X

This may be transformed, assuming zero initial
conditions, to give:

CsP0(s) =
1

R1
(P1(s) − P0(s))

−
1

R0
P0(s) −

∂Q0

∂X

∣

∣

∣

∣

P0,X

.X(s)

Rearranging:
(

R0R1C

R0 + R1
s + 1

)

.P0(s)

=
R0

R0 + R1
.P1(s) −

R0R1

R0 + R1
.

∂Q0

∂X

∣

∣

∣

∣

P0,X

.X(s)

1sT

K

P

L

+

1sT

K

P

P

+
−

+
-

+
+

V(s)C(s)

M(s)

)s(P0

)s(P1

)s(X)s(u)s(e)s(r

)s(m

Fig. 87.7 Block diagram of pressure control system
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which is of the form:

(TPs + 1) P0(s) = KLP1(s) − KPX(s) (87.6)

These transfer functions may be incorporated in
the block diagram of the pressure control loop as
shown in Figure 87.7.

87.4 Worked Example
A vacuum control system is as depicted in Fig-
ure 87.6.Air is drawn into a process vessel through
a manually set needle valve across which the pres-
sure is reduced from atmospheric to P0.A vacuum
of variable pressure PV is applied to the vessel by
means of a control valve. The pressure P0 is con-
trolled by manipulating the suction flow rate Q0.

The following data may be assumed:

P0 = 0.3bar, PV = 0.2 bar, X = 0.59, V = 5.0 m3

Inspection of the normal conditions indicates
sonic flow across R1 and turbulent flow across R0.
An unsteady state volume balance across the pres-
sure vessel gives:

C
dP0

dt
= Q1 − Q0

which, from Equations 87.1 and 87.3, yields in de-
viation form:

C
dP0

dt
= 0 −

P0 − PV

R0
−

∂Q0

∂X

∣

∣

∣

∣

P0,PV,X

.X

Transform and rearrange gives:

(R0Cs + 1) .P0(s) = PV(s) − R0.
∂Q0

∂X

∣

∣

∣

∣

P0,PV,X

.X(s)

which is of the form:

(TPs + 1) .P0(s) = KLPV(s) − KPX(s) (87.7)

By inspection, KL = 1.0.
Assume that the valve’s installed characteristic

is as follows:

Q0 = 0.014
√

(P0 − PV).e4.1X

Substitute the normal conditions gives Q̄0 ≈
0.05 m3 s−1. Hence:

R0 =
2
(

P0 − PV

)

Q0

= 4 bar s m−3.

However, C = 5.0 m3 bar−1 which, from Equa-
tion 87.7, gives TP = R0.C = 20 s.

The process gain comes from the slope of the
valve’s characteristic:

∂Q0

∂X

∣

∣

∣

∣

P0,PV

= 0.014
√

(P0 − PV).4.1.e4.1X = 4.1Q0

Under normal conditions:

∂Q0

∂X

∣

∣

∣

∣

P0,PV,X

= 4.1.Q0 = 0.205 m3 s−1.

Whence, from Equation 87.7:

KP = R0.
∂Q0

∂X

∣

∣

∣

∣

P0,PV,X

= 0.82 bar.

87.5 Boiler Dynamics
As was seen in Chapter 33, the control of boiler
plant can be quitecomplicated.Their dynamics are
complex too. This example shows how, by making
a few assumptions, a simple but nevertheless effec-
tive model of a boiler’s dynamics can be developed.

Consider the boiler system depicted in Fig-
ure 87.8 in which a single riser tube is shown
for simplicity. The feed water passes through an
economiser but there is no superheater. The steam
produced is dry saturated but, because the outlet
steam pipework is exposed to heat transfer with
the flue gases above the drum, it can be presumed
that the steam discharged into the steam main is
slightly superheated.

The boiler is controlled by simple feedback.
Thus, the steam pressure is controlled by manip-
ulating the rate of combustion, the air flow being
ratioed to the fuel flow rate, and the drum level
is controlled by manipulating the water feed rate.
For the purposes of this model any cascade control
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Fig. 87.8 Schematic of boiler featuring drum and single riser

on the drum level, signal selection or ratio trim-
ming are ignored. The objective is to simultane-
ously control the steam pressure and drum level
against a variable steam demand.

Assuming that the drum is always about half
full, such that its cross sectional area is approx-
imately constant, an unsteady state mass balance
for the water in the drum gives:

A�
dh

dt
= FW − E

where E is the rate of evaporation. Noting that
this equation is the same in deviation as in ab-
solute form, and assuming zero conditions, it may
be transformed:

A�sh(s) = FW(s) − E(s) (87.8)

The rateof evaporation in thedrumdependson the
rateof heat transfer in the riser tubes,which in turn
depends on the turbulence in the tubes and on the
combustion process. It is probably goodenough to
assume that there is some second order transfer
function that describes this. The parameters of the
transfer function would themselves either be de-

termined empirically or by further modelling and
simplification. Suppose:

E(s) =
K

(T1s + 1) (T2s + 1)
FF(s) (87.9)

An unsteady state mass balance for the steam in the
drum and steam main, as far as the first reducing
valve in the main, gives:

dM

dt
= E − FS

which,again, is the same in deviation as in absolute
form.

Assuming that some superheating occurs, the
steam may be treated as a gas whichobeys the ideal
gas law rather than as a vapour: this is not unrea-
sonable provided the pipework is well insulated.
The gas law may be expressed in the form:

PV = kMT

Assuming that the temperature is approximately
constant:

V
dP

dt
= kT

dM

dt
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whence:
V

kT

dP

dt
= E − FS

Assuming zero initial conditions, this may be
transformed:

V

kT
sP(s) = E(s) − FS(s) (87.10)

The transfer functions represented by Equa-
tions 87.8–87.10 are shown in block diagram form
in Figure 87.9.

)s(P

)s(E

)s(FW

+
-

Vs

kT

)s(h

+ sA

1

ρ

)s(FF

)s(FS

)1sT)(1sT(

K

21 ++

-

Fig. 87.9 Block diagram of simplified boiler model

Note, in particular, that the dynamics are domi-
nated by two integrator terms.These are classic for
boiler dynamics. Typically, all other things being
equal, a small step increase in fuel flow will lead to
a slow ramp increase in pressure.

There are many refinements that could be
made to the model.For example, the effects of swell
in the drum, i.e. the increase in level due to boil-up
following a decrease in pressure, can be significant.
It is nevertheless good enough for most purposes.

The interactionsbetween thepressure and level
loops are not as severe as in the case of the blend-

ing system in Chapter 86. Adequate control can be
achieved using independent feedback loops, sup-
plemented with cascade control, signal selection
and ratio trimming as in Chapter 33. Multivariable
compensation, or even model predictive control,
is only necessary for tight control where several
boilers are feeding into the same steam main.

87.6 Nomenclature
C capacity m3 bar−1

E rate of evaporation kg s−1

F mass flow rate kg s−1

M mass kg
P pressure bar (abs)
Q volumetric flow rate m3 s−1

R resistance bar s m−3

t time s
T temperature K
V volume m3

X fractional valve opening –
� density kg/m3

Subscripts

F fuel
S steam
W water
0 outlet
1 inlet
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88.1 Nature of the Process

88.2 Energy Considerations

88.3 Energy Balance

88.4 Nomenclature

When the opening of a valve is increased it is nor-
mal to assume that the change in flow occurs al-
most instantaneously. This can only be true if the
change in flow is small relative to the capacity of
the pump that is producing the flow. If the pipeline
is long or of a large diameter, such that the mass of
fluid flowing is large,the pump will only be capable
of accelerating the fluid at a finite rate depending
on its power.The lags associated with such changes
areknown ashydrodynamics andarepotentially of
significance in any pumping system.Strictly speak-
ing, hydrodynamics only concerns aqueous flow
although the principles apply to liquids in general.
The dynamics of gaseous systems has already been
covered in Chapter 87.

88.1 Nature of the Process
Consider a flow control loop, as depicted in Fig-
ure 88.1, in which the“process”consists of a pump,

FC

F

PPΔ FPΔ 0PΔ VPΔ

SP DP

Fig. 88.1 Schematic of pump and pipeline

a pipeline which contains a substantial amount of
liquid, an orifice plate and the body of a control
valve.

As the valve opens and the flow rate increases,
the liquidaccelerates.The kinetic energy of the liq-
uid within the pipeline represents the system’s ca-
pacity for energy storage.Note that,by virtue of the
increase in flow rate, both the rate of change of po-
tential and pressure energy across the system vary,
as does the rate of energy dissipation within the
system. An unsteady state energy balance across
the system is thus of the general form:

d

dt
(kinetic energy)

= power input from pump

− net rate of increase of potential
and pressure energy

− various rates of energy dissipation

88.2 Energy Considerations
Each of the different energy types is considered in
turn.

Kinetic

The mass flow rate is given by:

F =
�d2

4
.v.�
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whence:

v2 =
16
(

�d2�
)2 .F2

The kinetic energy of the mass of liquid in the pipe
is thus:

EK =
1

2
Mv2 =

8M
(

�d2�
)2 .F2 (88.1)

Potential

Let the vertical difference in height between the
inlet and outlet of the pipeline be āh.

The change in potential energy per unit mass
of liquid is thus āh.g.

That this is indeed energy per unit mass can be
confirmed by considering the units:

J

kg
=

Nm

kg
= kg

m

s2
.m.

1

kg
= m.

m

s2

Therefore the rate of change of potential energy is:

UH = āh.g.F (88.2)

The rate of change of potential energy is power,
also confirmed by considering the units:

W =
J

kg
.
kg

s

Pressure

Let the difference between the supply and return
main pressures be PD − PS.

The change in pressure energy per unit mass
of liquid is thus:

(PD − PS)

�

Again, consideration of the units confirms that this
is dimensionally correct:

J

kg
=

Nm

kg
=

N

m2
.
m3

kg

Therefore the rate of change of pressure energy is:

UP =
1

�
. (PD − PS) .F (88.3)

Frictional

Let the pressure drop due to frictional losses along
the pipeline be āPF .

The rate of dissipation of energy is thus given
by:

UF =
1

�
āPF.F

However:

āPF = cFF2

so:

UF =
1

�
cF.F

3 (88.4)

Other Losses

Similarly, the rate of dissipation of energy across
the orifice plate is:

U0 =
1

�
c0.F

3 (88.5)

and the rate of dissipation of energy across the
control valve is given by:

UV =
1

�
āPV.F (88.6)

88.3 Energy Balance
An unsteady state energy balance across the system
gives:

d

dt
EK = W − UH − UP − UF − UO − UV

Substituting from Equations 88.1–88.6 gives:

8M
(

�d2�
)2

d

dt

(

F2
)

= W − āhg.F −
1

�
(PD − PS) .F

−
1

�
(cF + c0) .F3 −

1

�
āPV.F



88.3 Energy Balance 729

Putting this into deviation form gives:

16MF
(

�d2�
)2

dF

dt
= −āhg.F −

1

�

(

PD − PS

)

.F

−
1

�
F.PD −

3F
2

�
(cF + c0) .F

−
1

�

(

āPV.F + F.āPV

)

(88.7)

where it is assumed that the supply pressure and
power input from the pump are constant.

However, as was seen in Chapter 84, the in-
stalled characteristic of a control valve, in devia-
tion form, is:

F ≈ ∂F

∂X

∣

∣

∣

∣

āPV,X

.X +
∂F

∂āPV

∣

∣

∣

∣

āPV,X

.āPV (84.3)

Substituting into Equation 88.6 for āPV and rear-
ranging gives:

UV =
1

�
.
(

āPV.F + F.āPV

)

=
1

�

⎛

⎜

⎜

⎜

⎜

⎝

āPV.F + F.

(

F −
∂F

∂X

∣

∣

∣

∣

āPV,X

.X

)

∂F

∂āPV

∣

∣

∣

∣

āPV,X

⎞

⎟

⎟

⎟

⎟

⎠

=
1

�

⎛

⎜

⎜

⎜

⎝

āPV +
F

∂F

∂āPV

∣

∣

∣

∣

āPV,X

⎞

⎟

⎟

⎟

⎠

.F

−
1

�

⎛

⎜

⎜

⎜

⎝

F.
∂F

∂X

∣

∣

∣

∣

āPV,X

∂F

∂āPV

∣

∣

∣

∣

āPV,X

⎞

⎟

⎟

⎟

⎠

.X

which is of the form:

UV = cV1.F − cV2.X (88.8)

Substituting Equation 88.8 into Equation 88.7
gives:

16MF
(

�d2�
)2

dF

dt
= −āhg.F −

1

�

(

PD − PS

)

.F

−
1

�
F.PD −

3F
2

�
(cF + c0) .F

− cV1.F + cV2.X

Rearrange:

16MF
(

�d2�
)2

dF

dt

+

(

āhg +
1

�

(

PD − PS

)

+
3F

2

�
(cF + c0) + cV1

)

.F

= −
1

�
F.PD + cV2.X

Let:

¥ =

(

āhg +
1

�

(

PD − PS

)

+
3F

2

�
(cF + c0) + cV1

)

Laplace transform and rearrange:

(

16MF

¥ .
(

�d2�
)2 s + 1

)

.F(s)

= −
F

¥ .�
.PD(s) +

cV2

¥
.X(s)

which is of the form:

(Ts + 1) .F(s) = −K1.PD(s) + K2.X(s)

These transfer functions are incorporated in the
block diagram of a typical flow control loop as de-
picted in Figure 88.2.
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1Ts

K 2

++-

+X

1Ts

K 1

+
−

+

DP

F
ActuatorI/PController

Dp cell Orifice

Fig. 88.2 Block diagram of pumping control system

88.4 Nomenclature
c constant m−1 kg−1 (mostly)
d diameter m
E energy J
F flow rate kg s−1

g gravitational m s−2

acceleration
h height m
M mass kg
P pressure N m−2

t time s
U power W
v velocity m s−1

W pump power W
X valve opening –
� density kg m−3

Subscripts

D discharge
F fixed resistance (pipeline)
H potential
K kinetic
O orifice plate
P pump
S supply
V variable resistance (valve)
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89.1 Semi-Batch Reactor: Temperature Control

89.2 Temperature and Flow Coefficients

89.3 Semi-Batch Reactor: Pressure Control

89.4 Multivariable Control

89.5 Nomenclature

Most process systems involve the simultaneous
control of many variables. Usually, if the inter-
action between the variables is weak, then effec-
tive control can be achieved by schemes consisting
of multiple independent feedback loops. A good
example of this is the evaporator plant of Chap-
ter 31. However, if there are strong interactions as,
for example, with the blending system of Chap-
ter 86, then a multivariable controller is required
to counter the interactions. The theory of multi-
variable control system design was introduced in
Chapter 81. To apply this theory requires a model
of the plant in either matrix or state-space form.
For the blending system it was relatively simple to
develop the model. However, that is not always the
case. This chapter provides an example of the de-

TC PC

11,F θ

Q

X

0θ

P

Fig. 89.1 Agitated semi-batch reactor with cooling coil

velopment of a state-space model for a semi-batch
reactor which is more complex.

Figure 89.1 depicts a gaseous reagent being
bubbled through an agitated semi-batch reactor.
Unreacted gas accumulates in the space above the
reaction mixture. The reaction is exothermic, heat
being removed from the reactor by means of cool-
ing water circulated through a coil. The objective
is to simultaneously control the temperature and
pressure in the reactor.

89.1 Semi-Batch Reactor:
Temperature Control

An unsteady state heat balance on the liquid con-
tents of the reactor yields:

Rate of Accumulation = Input − Output

McP
d�0

dt
= ¥ āH − UA (�0 − �1)

Note that any heat transfer between the gas and liq-
uid has been ignored because the thermal capacity
of the gas is so small relative to that of the liquid.

Suppose that the rate of reaction is dependant
upon the partial pressure of the dissolved gaseous
component which, in turn, is proportional to the
gas pressure, absorption being a gas film domi-
nated process:
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¥ = k.p = a.k.P

Substituting:

McP
d�0

dt
= akP.āH − UA (�0 − �1)

Note that the rate constant k is temperature depen-
dant. Also, if the agitator runs at a constant speed,
then the overall heat transfer coefficient U is effec-
tively dependant upon the cooling water flow rate
only. The balance may thus be put into deviation
form:

McP
d�0

dt
= akāH.P + aPāH.

dk

d�0

∣

∣

∣

∣

�0

.�0

− UA. (�0 − �1)

−
(

�0 − �1

)

A.
dU

dF1

∣

∣

∣

∣

F1

.F1

This may be rearranged as follows:

d�0

dt
=

1

McP

(

aPāH.
dk

d�0

∣

∣

∣

∣

�0

− UA

)

.�0 +
akāH

McP
.P

−

(

�0 − �1

)

A

McP
.

dU

dF1

∣

∣

∣

∣

F1

.F1 +
UA

McP
.�1 (89.1)

which is of the general form:

�̇0 = a11.�0 + a12.P + b11.F1 + b12.�1 (89.2)

Assuming zero initial conditions, this may be
transformed and rearranged:

(s − a11) .�0(s) = a12.P(s) + b11.F1(s)

+ b12.�1(s) (89.3)

Note that for stability the coefficient a11 must be
negative. This requires that:

UA > PāH.
dk

d�0

∣

∣

∣

∣

�0

(89.4)

which is consistent with the heat transfer capacity
of the coil being greater than the potential rate of
heat release by the reaction.

89.2 Temperature and Flow
Coefficients

The values of the differential coefficients in Equa-
tion 89.1 may be determined from other funda-
mental relationships as follows. First, the rate con-
stant’s temperature dependence is, according to
Arrhenius’ equation:

k = B.e

−Ea

R (�0 + 273) (89.5)

By differentiation and substitution of normal con-
ditions this yields:

dk

d�0

∣

∣

∣

∣

�0

=
kEa

R
(

�0 + 273
)2 (89.6)

Andsecond,the resistance to heat transfer will vary
with the thickness of the coil’s inside film. Increas-
ing the water flow rate increases the turbulence.
This reduces the coil side film’s thickness leading
to an increase in the film coefficient for heat trans-
fer. The film coefficient is related to the cooling
water flow rate by Pratt’s adaptation of the dimen-
sionless Dittus Boelter equation:

Nu = 0.023

(

1 + 3.5
d

dc

)

Re0.8.Pr0.3 (89.7)

Assuming all the physical properties of the cooling
water to be approximately constant over the range
concerned, this may be simplified to:

h1 = b.F1
0.8 (89.8)

Even if the coil is thin walled and the reactor
strongly agitated, as should be the case, the resis-
tances to heat transfer due to the coil’s wall and
outside film will be significant but relatively con-
stant. Lumping these resistances together gives the
overall heat transfer coefficient:

1

U
=

1

h1
+ c (89.9)

Substituting and rearranging gives:

U =
bF1

0.8

1 + bcF1
0.8

(89.10)



89.3 Semi-Batch Reactor: Pressure Control 733

By differentiation and substitution of normal con-
ditions this yields:

dU

dF1

∣

∣

∣

∣

F1

=
0.8b

F1
0.2
(

1 + bcF1
0.8
)

(

1 −
bcF1

0.8

(

1 + bcF1
0.8
)

)

(89.11)

89.3 Semi-Batch Reactor:
Pressure Control

Now consider the gas in the space above the liquid
inside the reactor. Suppose that the direct affect of
temperature changes on the pressure of the gas is
negligible, and that there are no significant vapor-
isation effects.An unsteady state molar balance for
the gas gives:

C
dP

dt
= Q − ¥ = Q − akP

Assuming that the gas supply is at a constant pres-
sure and that flow through the control valve is tur-
bulent, this balancemay beput into deviation form:

C
dP

dt
=

∂Q

∂X

∣

∣

∣

∣

X,P

.X −
1

Z
.P − ak.P − aP

dk

d�0

∣

∣

∣

∣

�0

.�0

This may be rearranged:

dP

dt
= −

aP

C
.

dk

d�0

∣

∣

∣

∣

�0

.�0 −
1

C
.

(

1

Z
+ ak

)

.P

+
1

C
.

dQ

dX

∣

∣

∣

∣

X,P

.X (89.12)

which is of the general form:

Ṗ = a21.�0 + a22.P + b23.X (89.13)

Assuming zero initial conditions, this may be
transformed and rearranged:

(s − a22) .P(s) = a21.�0(s) + b23.X(s) (89.14)

Note that the coefficient a22 is negative correspond-
ing to a stable system.

89.4 Multivariable Control
Figure 89.2 is a block diagram of the control sys-
tem which incorporates Equations 89.3 and 89.14.
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b
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−
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b
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−
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−
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2h
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+
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+
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+
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)s(1θ
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)s(F1 )s(0θ
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Fig. 89.2 Block diagram of semi batch reactor with multivariable controller
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This clearly demonstrates the interactive nature of
the reactor. Note that the dynamics of the pressure
measurement and of the control valves have been
assumed to be negligible.

Equations 89.2 and 89.13 may be assembled
into state-space form as follows:

[

�̇0

Ṗ

]

=

[

a11 a12

a21 a22

]

.

[

�0

P

]

(89.15)

+

[

b11 b12 0
0 0 b23

]

.

⎡

⎣

F1

�1

X

⎤

⎦

which is of the general form

ẋ = Ax + Bu

The multivariable controller depicted in Fig-
ure 89.2 is as described in Chapter 81.

89.5 Nomenclature
a coefficient
A effective heat m2

transfer area
b coefficient
B frequency factor kmol bar−1 s−1

c resistance m2 K kW−1

to heat transfer
C gaseous holdup kmol bar−1

cp specific heat of liquid kJ kg−1 K−1

d diameter m
Ea activation energy kJ kmol−1

F mass flow rate kg s−1

h film coefficient kW m−2 K−1

for heat transfer
āH heat of reaction kJ kmol−1

k rate constant kmol bar−1 s−1

M mass of liquid kg
P gas pressure bar (abs)
Q gas feed rate kmol s−1

R universal gas constant kJ kmol−1 K−1

t time s
U overall heat kW m−2 K−1

transfer coefficient
X fractional valve opening –
Z normal resistance bar s kmol−1

of control valve
� temperature ◦C
¥ rate of reaction kmol s−1

Subscripts

C coil
S supply
0 reaction mixture
1 cooling water
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90.1 Vapour Flow Lags

90.2 Liquid Flow Lags

90.3 Concentration Lags

90.4 Dual Composition Control

90.5 Worked Example

90.6 L-V Strategy

90.7 Comments

90.8 Nomenclature

Many items of plant,multi-stage evaporators being
a good example, consist of a number of identical
units which are operated in series. The general ap-
proach to modelling such systems is to decompose
the plant into non-interacting units, as far as is
practicable, to analyse the dynamics of each unit,
and to combine the models of the individual units
to obtain the dynamics of the plant as a whole.

The distillation column is used in this chap-
ter as a vehicle for studying multistage dynam-
ics. Distillation is inherently multistage because of
the nature of the internal design of the column.
Decomposition is done on the basis of individual
plates/stages. Analysis and modelling is most ef-
fective when the flow and concentration effects are
considered separately. There are three types of lag:

1. Vapour flow lags. These are the smallest and
may well be negligible. They occur because the
vapour holdup of a plate varies with pressure,
which in turn depends upon vapour flow rate
through the column.

2. Liquid flow lags. These are due to the hydrody-
namics of the individual plates.A change in the
liquid flow rate onto a plate causes the level on
the plate, and hence its liquid holdup, to vary.

3. Concentration lags. These are the largest lags
and dominate the column’s dynamics. Any

change in composition of either of the streams
entering a plate will cause a change in the con-
centration in the liquid holdup on the plate.

The vapour, liquid and concentration lags are es-
sentially independent of each other and may be
considered to act in series. Thus, following a step
change in external conditions, the response of a
plate initially depends mainly on the faster vapour
and liquid flows and on the distance of the plate
from the source of the disturbance. However, the
time required for a 63.2% response depends pri-
marily on the longer concentration lags.

90.1 Vapour Flow Lags
If the capacity for vapour holdup was just the vol-
umeof thevapour space,then the vapour lag would
be negligible. However, the increase in pressure
that is associated with an increase in vapour flow
is accompanied by an increased boilingpoint. This
means that vapour must be condensed to heat up
the liquidholdup to a higher boilingpoint.The liq-
uid holdup therefore acts as a capacity for vapour,
a holdup which is generally much higher than that
due to the capacity of the vapour space.

Consider the nth and n−1th plates of a column,
as depicted in Figure 90.1.
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n

n-1

1nP +

nP

1nP −

Fig. 90.1 An arbitrary plate of a distillation column

Suppose there is an increase in pressure of dPn

above the plate over a period of time dt. This will
cause the boiling point of the liquid holdup on the
nth plate to rise by d�.

Heat required to restore boiling = HLcPd�

Moles of vapour condensed =
HLcPd�

�

So rate of condensation

=
HLcP

�
.
d�

dt
=

HLcP

�
.

d�

dPn

∣

∣

∣

∣

Pn

.
dPn

dt

Using theanalogy of resistance to flow,asdescribed
in Chapter 87, an unsteady state molar balance for
the vapour across the nth plate thus gives:

Rate of Accumulation = Input − Output

HV
dPn

dt
+

HLcP

�
.

d�

dPn

∣

∣

∣

∣

Pn

.
dPn

dt

=
(Pn+1 − Pn)

Z
−

(Pn − Pn−1)

Z

which is the same in deviation form.Transform,as-
suming zero initial conditions,andrearrangegives:

(

Z

2

(

HV +
HLcP

�
.

d�

dPn

∣

∣

∣

∣

Pn

)

.s + 1

)

.Pn(s)

=
1

2
Pn+1(s) +

1

2
Pn−1(s)

which is of the form:

(TVs + 1) Pn(s) =
1

2
Pn+1(s) +

1

2
Pn−1(s)

where the vapour lag TV is of the order of 2–20 s,
depending upon the size of the column.

90.2 Liquid Flow Lags
The lag for liquid flow can be treated as a liquid
level problem that is complicated somewhat by the
change in level across the plate. Consider the nth
plate depicted in Figure 90.2.

n

1nL −

nL

Foam

Fig. 90.2 Liquid flow profile across an arbitrary plate

Let hn be the depth of clear liquid equivalent to the
static pressure drop across the centre of the plate.
Assume that this represents the average equivalent
depth of liquid across the plate. Assuming all the
variables to be in deviation form,an unsteady state
volume balance for the liquid across the plate gives:

A
dhn

dt
=

1

�
(Ln−1 − Ln) =

1

�
.Ln−1 −

1

�
.

dL

dh

∣

∣

∣

∣

h

.hn

Transform, assuming zero initial conditions, and
rearrange gives:

⎛

⎜

⎜

⎝

A�

dL

dh

∣

∣

∣

∣

h

.s + 1

⎞

⎟

⎟

⎠

.hn(s) =
1

dL

dh

∣

∣

∣

∣

h

.Ln−1(s)

which is of the form:

(TLs + 1) .hn(s) = KL.Ln−1(s)

where the liquid lag TL is of the order 10–100 s. As
far as liquidflow is concerned, the plates in the col-
umn forma series of identical non-interacting first
order lags. The transient response several plates
from the top to a step increase in reflux rate can
be approximated by a time delay plus an expo-
nential response, as described in Chapter 72. It is
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this time delay that makes control at intermediate
plates much more sluggish than control at the top
plate.

90.3 Concentration Lags
The composition of the liquid on an isolated plate
would show a first order response to any change
in either composition or flow rate of either of the
two streams entering the plate. However, the plates
of a column are not isolated and, because of the
counter-current nature of flow within the column,
there is considerable dynamic interaction between
them.To illustrate this,a model is developed for the
concentration lags of the 3-stage column depicted
in Figure 90.3.

VY3

BX3

VY2

VY1

LX0
DX0

LX1

FXF

(F+L)X2

Fig. 90.3 Flows and compositions throughout a 3-stage column

It is recognised that a 3-stage binary separation
is not representative of typical industrial distilla-
tions: however, it is sufficiently complex to ade-
quately demonstrate all of the issues involved in
the modelling of concentration lags. The column
consists of two plates and a still. The feed is liquid,
at its boiling point, and enters at the second plate.

To prevent the model from becoming too unwieldy,
it is necessary to make a number of assumptions
and approximations, as follows:

1. That the concentration and flow lags within the
column are independent of the dynamics of the
overhead condenser and reflux drum.

2. That overhead condensation is complete and
there is no sub-cooling of the condensate, i.e.
the reflux enters as liquid at its boiling point.

3. That there is sufficient turbulence on each plate
to assume good mixing such that lumped pa-
rameter dynamics apply.

4. That the distillation is of a binary mixture, i.e.
of two components,which are referred to as the
more volatile component (MVC) and the less
volatile component.

5. That constant molal overflow occurs, i.e. for
each mole of vapour that is condensed there
is one mole of liquid evaporated. This implies
that the molar latent heat of evaporation is the
same for both components.

6. That the column is operated at constant over-
head pressure. This fixes the vapour-liquid
equilibrium data, referred to as the X-Y curve,
which relates the composition of the liquid on
a plate to that of the vapour leaving the plate.

7. That the efficiency � of each plate is the same.
This is normally articulated in terms of the
Murphree efficiency, for which a typical value
is 60–70%.

The X–Y curve may be linearised for the nth plate
at the point corresponding to its normal condition,
as follows:

Yn = mnXn + cn

where:

mn =
dY

dX

∣

∣

∣

∣

Xn

Thus, for small changes in composition, where the
variables are in deviation form:

Yn = mn.Xn

Allowing for the inefficiency of the plate, the
change in composition realised is given by:

Yn = �mn.Xn
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An unsteady state molar balance for the MVC in
the liquid on the top plate (n = 1) gives:

HL1
dX1

dt
= LX0 + VY2 − LX1 − VY1

This may be put into deviation form:

HL1
dX1

dt
= L.X0 + X0.L + V.Y2 + Y2.V

− L.X1 − X1.L − V.Y1 − Y1.V

Since there is total condensation of the overhead
vapour, then X0 = Y1. Hence:

HL1
dX1

dt
= L.Y1 + X0.L + V.Y2 + Y2.V

− L.X1 − X1.L − V.Y1 − Y1.V

Substitute for Yi in terms of Xi gives:

HL1
dX1

dt
= L�m1.X1 + X0.L + V�m2.X2

+ Y2.V − L.X1 − X1.L

− V�m1.X1 − Y1.V

This may be rearranged:

dX1

dt
= −

(

L + V�m1 − L�m1

)

HL1
.X1 +

V�m2

HL1
.X2

+

(

X0 − X1

)

HL1
.L −

(

Y1 − Y2

)

HL1
.V

which is of the general form:

Ẋ1 = a11.X1 + a12.X2 + b11.L + b12.V (90.1)

An unsteady state molar balance for the MVC in
the liquid on the feed plate (n = 2) gives:

HL2
dX2

dt
= FXF + LX1 + VY3 − (F + L) X2 − VY2

This may be put into deviation form:

HL2
dX2

dt
= F.XF + XF.F + L.X1 + X1.L + V.Y3

+ Y3.V −
(

F + L
)

.X2 − X2.(F + L)

− V.Y2 − Y2.V

Substitute for Yi in terms of Xi gives:

HL2
dX2

dt
= F.XF + XF.F + L.X1 + X1.L

+ V�m3.X3 + Y3.V −
(

F + L
)

.X2

− X2.(F + L) − V�m2.X2 − Y2.V

This may be rearranged:

dX2

dt
=

L

HL2
.X1 −

(

F + L + V�m2

)

HL2
.X2 +

V�m3

HL2
.X3

+

(

X1 − X2

)

HL2
.L −

(

Y2 − Y3

)

HL2
.V

+

(

XF − X2

)

HL2
.F +

F

HL2
.XF

which is of the general form:

Ẋ2 = a21.X1 + a22.X2 + a23.X3 (90.2)

+ b21.L + b22.V + b23.F + b24.XF

An unsteady state molar balance for the MVC in
the liquid in the still (n = 3) gives:

HL3
dX3

dt
= (F + L) X2 − BX3 − VY3

This may be put into deviation form:

HL3
dX3

dt
=
(

F + L
)

.X2 + X2.(F + L) − B.X3

− X3.B − V.Y3 − Y3.V

Using the overall molar balance for the still to elim-
inate B gives:

HL3
dX3

dt
=
(

F + L
)

.X2 + X2.(F + L) − B.X3

− X3.(F + L − V) − V.Y3 − Y3.V

Substitute for Yi in terms of Xi gives :

HL3
dX3

dt
=
(

F + L
)

.X2 + X2.(F + L) − B.X3

− X3.(F + L − V) − V�m3.X3 − Y3.V

Strictly speaking Y3 ≈ �.m3.X3. The vapour of
composition Y3 is in equilibrium with the liquid
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leaving the reboiler rather than the liquid in the
still of composition X3.However, for highflowrates
through the thermosyphon the approximation is
good enough.

This may be rearranged:

dX3

dt
=

(

F + L
)

HL3
.X2 −

(

B + V�m3

)

HL3
.X3

+

(

X2 − X3

)

HL3
.L −

(

Y3 − X3

)

HL3
.V

+

(

X2 − X3

)

HL3
.F

which is of the general form:

Ẋ3 = a32.X2 + a33.X3 + b31.L + b32.V + b33F (90.3)

Equations 90.1–90.3 may be assembled into state-
space form as follows:

⎡

⎣

Ẋ1

Ẋ2

Ẋ3

⎤

⎦ =

⎡

⎣

a11 a12 0
a21 a22 a23

0 a32 a33

⎤

⎦

⎡

⎣

X1

X2

X3

⎤

⎦ (90.4)

+

⎡

⎣

b11 b12 0 0
b21 b22 b23 b24

b31 b32 b33 0

⎤

⎦

⎡

⎢

⎢

⎣

L
V
F
XF

⎤

⎥

⎥

⎦

which is of the general form:

ẋ = Ax + Bu

As explained in Chapter 79, this equation can be
solved by Laplace transformation and inversion to
yield the composition model:

x(s) = [sI − A]−1 B.u(s) = G(s).u(s) (90.5)

90.4 Dual Composition Control
The model of Equation 90.5 describes the concen-
tration lags of the column in a form that is consis-
tent with the L-V energy balance type of control
scheme, as described in Chapter 35 and depicted
in Figure 90.4.

Both the feed rate F and its composition XF vary.
Dual control of both top plate X1 and bottoms X3

compositions is realised by manipulation of the
reflux L and boil-up V rates respectively. Strictly
speaking it is the distillate composition X0 that is
of interest, but that is controlled indirectly by con-
trolling X1 instead. The distillate D and bottoms B
streams are manipulated for inventory purposes.

From a control point of view, the transfer func-
tions of particular importance are those relating
X1(s) and X3(s) to the manipulated variables L(s)
and V(s) and to the disturbance variables F(s) and
XF(s). These are the elements g11(s), g13(s), g14(s),
g32(s), g33(s) and g34(s) of G(s) respectively.

The denominator of each of these transfer
functions is a cubic polynomial in the Laplace op-
erator. It is cubic because the column has three ca-
pacities. The smallest of the roots obtained by fac-
torising this polynomial corresponds to the largest
time lag which dominates the dynamic response
of the column. In general, this lag varies from a
minute or so for small columns to several hours
for large ones, say 2 min to 4 h, and is approxi-
mately equal to the residence time of the column.
For this particular 3-stage example:

Tdominant ≈ HL1 + HL2 + HL3

F

The power of the numerator of these transfer func-
tions depends on the position of the source of dis-
turbance relative to the plate in question. In gen-
eral, the closer the source to the plate the greater
the number of lead terms. For example, g11(s) con-
tains two lead terms which, in effect, offset two
of the lags resulting in quasi first order dynamics.
This is consistent with the reflux stream L entering
the top plate and affecting the its composition di-
rectly, which has a relatively fast response. By way
of a contrast, g13(s) contains one lead term only re-
sulting in quasi second order dynamics: the affect
of changes in feed composition, being filtered by
two capacities, is more sluggish.
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TC

LC

LC

TC

B

L D

FXF

V

X1

X3

X2

Fig. 90.4 L-V dual composition control of 3-stage column

90.5 Worked Example
The 3-stage column depicted in Figure 90.3 is used
to distil a binary mixture.The various assumptions
and approximations listed above are valid.

Assuming a relative volatility of 3, the vapour-
liquid equilibrium data for the binary mixture is
given by the equation:

Yn =
3Xn

1 + 2Xn

The normal values of the flow rate and composi-
tion of the top and bottom product streams are as
follows:

D = 0.4 kmol min−1 X0 = 0.8

B = 0.6 kmol min−1 X3 = 0.433

This enables the steady state molar balances which
yield:

F = 1.0 kmol min−1 XF = 0.5798

A reflux ratio L/D of 3 is used such that the normal
upper operating line equation is as follows:

Yn+1 = 0.75Xn + 0.2

Hence it can be deduced that the normal values of
the flows are:

D = 0.4, B = 0.6, F = 1.0, L = 1.2

V = 1.6 kmol min−1

The lower operating line equation is:

Yn+1 = 1.375Xn − 0.1624

from which it can be deduced that the boil-upratio
V/B is 2.67 which is consistent with the values of B
and V above.

The Murphree efficiency of each stage is 60%,
whence:

X0 = 0.8 X1 = 0.6758 X2 = 0.5478 X3 = 0.433

XF = 0.5798 Y1 = 0.8 Y2 = 0.7069 Y3 = 0.5909

Differentiating the equation of the X-Y curve gives:

dY

dX

∣

∣

∣

∣

Xn

=
3

(1 + 2Xn)2
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Substituting the various values of X gives:

m1 = 0.5425 m2 = 0.6831 m3 = 0.8616

The liquid holdups HL1, HL2 and HL3 are 1, 1 and
2 kmols respectively.

Substituting into Equations 90.1–90.3 gives the
A and B matrices of Equation 90.4:

A =

⎡

⎣

−1.330 0.6558 0.0
1.20 −2.856 0.8271
0.0 1.10 −0.7136

⎤

⎦

B =

⎡

⎣

0.1242 −0.0931 0.0 0.0
0.1280 −0.1160 0.0320 1.0
0.0574 −0.0789 0.0574 0.0

⎤

⎦

Extensive manipulation yields the transfer matrix
G(s) of Equation 90.5, of which the key transfer
functions are:

g11(s) =
X1(s)

L(s)

=
0.2462 (2.015s + 1) (0.2667s + 1)

(4.254s + 1) (0.8857s + 1) (0.2829s + 1)

g14(s) =
X1(s)

XF(s)

=
0.4987 (1.401s + 1)

(4.254s + 1) (0.8857s + 1) (0.2829s + 1)

g32(s) =
X3(s)

V(s)

=
−0.5650 (0.6258s + 1) (0.2378s + 1)

(4.254s + 1) (0.8857s + 1) (0.2829s + 1)

It can be seen that the dominant time constant is
4.254 min which agrees well with the approxima-
tion:

Tdominant ≈ HL1 + HL2 + HL3

F
= 4.0 min

90.6 L-V Strategy
As can be seen from the concentration model de-
veloped,there are very strong interactions between
the flows and compositions throughout the col-
umn. An L-V energy balance control strategy was
depicted in Figure 90.4. Assuming conventional
feedback control, the corresponding block dia-
gram is depicted in Figure 90.5.

C1(s) V1(s)
L(s)

X1(s)

+
-

G(s)

C3(s) V3(s) FV(s)
V(s)

+
-

X3(s)

X2(s)

F(s)

XF(s)

T3(s)

E3(s)

E1(s) R1(s)

T1(s)

Fig. 90.5 Block diagram of L-V control system
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Remember the first assumption in developing the
model about the independence of concentration
and flow lags. Thus, in Figure 90.5, the flow lags
and dynamics of the ancillary plant are superim-
posed on the composition model. It doesn’t partic-
ularly matter where the additional dynamics are
included, as long as they are appropriate for the
loop.

Apart from the controller C1(s) and valveV1(s),
the top product control loop consists of a the pro-
cess transfer function g11(s), the overhead con-
denser E1(s) and the reflux drum R1(s):

• There is no liquid flow lag due to the tempera-
ture being measured on the top plate onto which
the reflux flows directly.

• The top product loop must contain both E1(s)
and R1(s) because the composition model in-
volved the substitution X0 = Y1. In practice
the reflux composition lags behind that of the
vapour due to the dynamics of the condenser
and drum.

Apart from the controller C3(s) and valveV3(s), the
bottom product control loop consists of a vapour
flow lag FV(s), the process transfer function g32(s)
and the reboiler E3(s):

• The single vapour flow lag is due to the effect
of changes in boil-up rate on the pressure in the
vapour space beneath the feed plate.

• Note that g32(s) incorporates the dynamics of
the still.

• The reboiler E3(s) could have been included be-
fore the column, between V3(s) and FV(s). In
truth, it doesn’t matter where the reboiler dy-
namics are shown, as long as they are included
in the loop.

The way that this scheme works is perhaps best
explained with reference to the X–Y diagram de-
picted in Figure 90.6.

Diagrams of this type are used for the steady
state design of distillation columns. The design es-
sentially consists of a number of steps between the
X-Y curve and the operating lines.Each step corre-
sponds to a stage of the column, i.e. the two plates

and the still. The corners of the steps correspond
to conditions as follows:

Y

X

10 Y,X

21 Y,X

32 Y,X

43 Y,X

11 Y,X

22 Y,X

33 Y,X

Fig. 90.6 X-Y diagram for 3-stage column

On plates/in still:
(

X1, Y1

)

,
(

X2, Y2

)

and
(

X3, Y3

)

Between plates/still:
(

X0, Y1

)

,
(

X1, Y2

)

,
(

X2, Y3

)

and
(

X3, Y4

)

.

Note that X0 and Y1 are numerically equal, as also
are X3 and Y4.

Also note that the steps do not reach the X-Y
curve This is because of the Murphree efficiency
which has been taken into account at each stage.

Theupper operating line,whichpasses through
X0, Y1 and X1, Y2 has the equation

Yn+1 =
R

R + 1
.Xn +

1

R + 1
.X0

where the reflux ratio R = L/D.
Suppose that a decrease in feed composition XF

occurs.This disturbance will result in a decrease in
composition X1 which in turn will lead to a drop
in quality of the overhead product composition X0.
As far as the X-Y diagram is concerned, all the cor-
ners would eventually shift left and downwards.
The control system will respond to the decrease in
X1 by increasing the reflux rate L which obviously
results in a decrease in top product flow rate D.
This increase in the reflux ratio may be thought of
as the extra recycling necessary to restore the top
product quality.
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Increasing the reflux ratio R has the effect of in-
creasing the slope R/(R+1) of the upper operating
line equation. This means that the size of the steps
between the X-Y curve and the upper operating
line equation become greater so, for a given num-
ber of steps, two in this case, a greater separation
can be achieved. Thus the corners of the steps will
be driven right and upwards, returning the com-
position on the top plate to its normal value and
restoring the top product quality. When the feed
composition returns to its normal value, the con-
trol system will maintain top product quality by
reducing the reflux ratio.

The lower operating line,whichpasses through
X2, Y3 and X3, Y4 has the equation

Yn+1 =
Q + 1

Q
.Xn −

1

Q
.X3

where the boil-up ratio Q = V/B.
A similar analysis can be applied to the bottom

product control loop, the controller being reverse
acting. An increase in X3 causes an increase in the
boil-up rate V which results in a decrease in bot-
tom product flow rate B. The increase in boil-up
ratio has the effect of reducing the slope (Q+1)/Q

of the lower operating line equation.This results in
a greater separation per stage and drives X3 down
again.

90.7 Comments
The models developed in this chapter may seem
complex but they are, nevertheless, realistic and
give a clear insight into the dynamics of column
behaviour. However, the example is of a binary
mixture and for a three stage column only. For
more typical industrial columns, the approach is
the same but the extent of the equations involved
is such that analytical solutions are not practicable
and simulation is necessary.

The strength of the interactions between the
temperature control loops is considered in Chap-
ter 111 using relative gain analysis. In practice, the
interactions are such that conventional feedback
is sometimes insufficientand multivariable and/or
model predictive controllers,as discussed in Chap-
ters 81 and 117, may have to be used to achieve the
necessary decoupling.
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90.8 Nomenclature
B bottoms flow rate kmol s−1

D distillate flow rate kmol s−1

F feed flow rate kmol s−1

L liquid flow rate kmol s−1

V vapour flow rate kmol s−1

A equivalent cross m2

sectional area
cp specific heat kJ kmol−1 K−1

of liquid
h depth of liquid m
HL liquid holdup kmol

of a plate
HV vapour holdup kmol bar−1

of a plate
P gas pressure bar (abs)
Q boil-up ratio (V/B) –
R reflux ratio (L/D) –
t time s
X mol fraction of –

MVC in liquid phase
Y mol fraction of –

MVC in vapour phase
Z resistance to flow bar s kmol−1

� latent heat kJ kmol−1

of vaporisation
� plate efficiency –

(fractional)
� temperature ◦C
� density of liquid kmol m−3

Subscripts

L liquid
n nth plate from top of column
V vapour
0 condenser/reflux drum
1 top plate
2 feed plate
3 still/reboiler

Matrices and Vectors
A system matrix 3 × 3
B input matrix 3 × 4
G transfer matrix 3 × 4
u input vector 4 × 1
x state vector 3 × 1
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91.2 Heat Balance

91.3 State Space Model

91.4 Stability Considerations

91.5 Nomenclature

Various schemes for the control of continuous flow
stirred tank reactors (CSTR) were covered in Chap-
ter 36. Of particular interest, because of their haz-
ardous nature, is the stability of temperature con-
trol systems for reactors in which exothermic re-
actions are taking place. Figure 91.1 depicts such a
system.

TC

WW ,F θ

00C0B0A ,C,C,C,F θ

11B1A ,C,C,F θ

Fig. 91.1 Continuous flow stirred tank reactor with cooling coil

As a basis for designing the control system it is nec-
essary to have an understanding of the kinetics of
the reaction as well as the dynamics of the reac-
tor. Suppose that the reaction taking place is of the
second order reversible type

A + B ⇔ C

where A and B are reagents and C is the product.
Although this is only a simple reaction, it will nev-

ertheless demonstrate the essential characteristics
of reacting systems. For a treatment of the kinetics
of consecutive and parallel reactions, the reader is
referred to texts on reactor design, such as those
by Coulson (2004) and Metcalfe (1997).

91.1 Mass Balance
Consider unit volume of reaction mixture.The rate
at which A and B are consumed by the reaction,
which is the same as the rate at which C is pro-
duced, is given by:

dCA

dt
=

dCB

dt
= −

dCC

dt
= −kFCACB +kRCC

2 (91.1)

Thus, for a volume V of reactants, the rate of reac-
tion is given by:

r = V
(

−kFCACB + kRCC
2
)

An unsteady state molar balance for component A
within the reactor gives:

V
dCA0

dt
= F.CA1 +V

(

−kFCA0CB0 + kRCC0
2
)

−F.CA0

Recognising that every term is a variable, apart
from V, this equation can be put into deviation
form:
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V
dCA0

dt
= F.CA1 + CA1.F − VkFCA0.CB0

− VkFCB0.CA0 − VCA0CB0.kF

+ 2VkRCC0.CC0 + VCC0
2.kR

− F.CA0 − CA0.F (91.2)

However, as was seen in Chapter 89, kF is exponen-
tially related to �0 by Arrhenius’ law:

kF = BF.e

−EF

R (�0 + 273) (91.3)

where BF, EF and R are constants. Thus, as with
Equation 89.6:

dkF

d�0
= BF.e

−EF

R (�0 + 273) EF

R(�0 + 273)2

=
kFEF

R(�0 + 273)2

Hence, in deviation form about the normal tem-
perature, kF is given by:

kF =
dkF

d�0

∣

∣

∣

∣

�0

.�0 =
kFEF

R
(

�0 + 273
)2 .�0

Similarly:

kR =
dkR

d�0

∣

∣

∣

∣

�0

.�0 =
kRER

R
(

�0 + 273
)2 .�0 (91.4)

Substituting into 91.2 gives:

V
dCA0

dt
= F.CA1 + CA1.F − VkFCA0.CB0

− VkFCB0.CA0 − VCA0CB0.
dkF

d�0

∣

∣

∣

∣

�0

.�0

+ 2VkRCC0.CC0 + VCC0
2 dkR

d�0

∣

∣

∣

∣

�0

.�0

− F.CA0 − CA0.F

This may be rearranged:

dCA0

dt
= −

(

kFCB0 +
F

V

)

.CA0 − kFCA0.CB0

+ 2kRCC0.CC0

−

(

CA0CB0
dkF

d�0

∣

∣

∣

∣

�0

− CC0
2 dkR

d�0

∣

∣

∣

∣

�0

)

.�0

+
F

V
.CA1 +

1

V

(

CA1 − CA0

)

.F (91.5)

which is of the form:

ĊA0 = −a11.CA0 − a12.CB0 + a13.CC0 − a14.�0

+ b11.CA1 + b13.F (91.6)

An unsteady state molar balance for component B
within the reactor gives:

V
dCB0

dt
= F.CB1 + V.

(

−kF.CA0.CB0 + kR.CC0
2
)

− F.CB0

A similar treatment yields:

ĊB0 = −a21.CA0 − a22.CB0 + a23.CC0 − a24.�0

+ b22.CB1 + b23.F (91.7)

An unsteady state molar balance for component C
within the reactor gives:

V
dCC0

dt
= V.
(

kF.CA0.CB0 − kR.CC0
2
)

− F.CC0

Again, a similar treatment yields:

ĊC0 = a31.CA0 + a32.CB0 − a33.CC0 + a34.�0

− b33.F (91.8)

91.2 Heat Balance
If āH is the amount of heat released per unit mass
of A reacted, then the rate of heat generation by the
reaction is given by:

Q = V.
(

−kF.CA0.CB0 + kR.CC0
2
)

.āH

Note that, by convention, āH is negative for exo-
thermic reactions so that Q is a positive quantity
for net forward reactions.



91.2 Heat Balance 747

An unsteady state heat balance on the contents of
the reactor gives:

V�cp
d�0

dt
= F�cp (�1 − �0)

+ V
(

−kFCA0CB0 + kRCC0
2
)

āH

− UA (�0 − �W)

This may be put into deviation form:

V�cp
d�0

dt
= F�cp. (�1 − �0) +

(

�1 − �0

)

�cp.F

− VkFCA0āH.CB0 − VkFCB0āH.CA0

− VCA0CB0āH.kF+2VkRCC0āH.CC0

+ VCC0
2āH.kR − UA. (�0 − �W)

−
(

�0 − �W

)

A.U (91.9)

As was explained in Chapter 89, the coefficient for
heat transfer due to the coil’s inside film is approx-
imately related to the coolingwater flow rate by the
equation:

hW = b.FW
0.8

Assuming the coil is thin walled and the reactor
strongly agitated, as should be the case, the overall
heat transfer coefficient is thus given by:

1

U
=

1

hW
+ c

Substituting and rearranging as with Equation
89.10 gives:

U =
bFW

0.8

1 + bcFW
0.8

Hence, in deviation form about the normal flow,
U is given by:

U =
dU

dFW

∣

∣

∣

∣

FW

.FW (91.10)

=
0.8b

FW
0.2
(

1 + bcFW
0.8
)

(

1 −
bcFW

0.8

(

1 + bcFW
0.8
)

)

.FW

Substituting for k = f(�0) from Equation 91.4 and
U = f(FW) from Equation 91.10 into Equation 91.9
gives:

V�cp
d�0

dt
= F�cp. (�1 − �0) +

(

�1 − �0

)

�cp.F

− VkFCA0āH.CB0 − VkFCB0āH.CA0

− VCA0CB0āH
dkF

d�0

∣

∣

∣

∣

�0

.�0

+ 2VkRCC0āH.CC0

+ VCC0
2āH

dkR

d�0

∣

∣

∣

∣

�0

.�0

− UA. (�0 − �W)

−
(

�0 − �W

)

A
dU

dFW

∣

∣

∣

∣

FW

.FW (91.11)

This may be rearranged:

d�0

dt
= −

kFCB0āH

�cp
.CA0 −

kFCA0āH

�cp
.CB0

+
2kRCC0āH

�cp
.CC0

−

(

F

V
+

UA

V�cp
+

CA0CB0āH

�cp

dkF

d�0

∣

∣

∣

∣

�0

−
C

2
C0āH

�cp

dkR

d�0

∣

∣

∣

∣

�0

)

.�0 −

(

�0 − �1

)

V
F

+
F

V
.�1 −

(

�0 − �W

)

A

V�cp

dU

dFW

∣

∣

∣

∣

FW

.FW

+
UA

V�cp
.�W

which is of the form:

�̇0 = −a41.CA0 − a42.CB0 + a43.CC0 − a44.�0

− b43.F + b44.�1 − b45.FW + b46.�W

(91.12)
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91.3 State Space Model
Equations 91.6–91.8 and 91.12 can be assembled in
state-space form as follows:

⎡

⎢

⎢

⎣

ĊA0

ĊB0

ĊC0

�̇0

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎣

−a11 −a12 a13 −a14

−a21 −a22 a23 −a24

a31 a32 −a33 a34

−a41 −a42 a43 −a44

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

CA0

CB0

CC0

�0

⎤

⎥

⎥

⎦

+

⎡

⎢

⎢

⎣

b11 0 b13 0 0 0
0 b22 b23 0 0 0
0 0 −b33 0 0 0
0 0 −b43 b44 −b45 b46

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎣

CA1

CB1

F
�1

FW

�W

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎦

which may be expressed using matrix notation as
follows:

ẋ = A.x + B.u (91.13)

91.4 Stability Considerations
It is evident from the state-space model of the reac-
tor that there are extensive interactions.The extent
of these interactions are perhaps best appreciated
by consideration of the corresponding block dia-
gram. This requires that Equations 91.6–91.8 and
91.12 are transformed and rearranged in transfer
function form.

V(s)C(s)

+

M(s)

+
-

+

0
θ

WFrθ

1sT

K

D

15

+
−

+
+

+
+

+
+

+
+

+
+

+
+

+
+

+
+

+
+

+
+

1sT

K

A

1

+
−

1sT

K

A

2

+1sT

K

A

3

+
−

1sT

K

A

4

+

CA1

CB1

CA0

CB0

CC0

1sT

K

B

5

+
−

1sT

K

B

6

+1sT

K

B

7

+
−

1sT

K

B

8

+

1sT

K

C

9

+1sT

K

C

10

+1sT

K

C

11

+

1sT

-K

D

12

+

1sT

-K

D

13

+

1sTD +
K14

Fig. 91.2 Block diagram of reactor temperature control system
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For simplicity, it is assumed that the reactor feed
rate and inlet temperature and the cooling water
temperature are constant. Thus, in deviation form:

F(s) = �1(s) = �W(s) = 0

Whence:

(TAs + 1) .CA0(s) = −K1.CB0(s) + K2.CC0(s)

− K3.�0(s) + K4.CA1.(s)

(TBs + 1) .CB0(s) = −K5.CA0(s) + K6.CC0(s)

− K7.�0(s) + K8.CB1.(s)

(TCs + 1) .CC0(s) = K9.CA0(s) + K10.CB0(s)

+ K11.�0(s)

(TDs + 1) .�0(s) = K12.CA0(s) + K13.CB0(s)

− K14.CC0(s) − K15.FW(s)

where:

TA =
V

VkFCB0 + F
TB =

V

VkFCA0 + F

TC =
V

2VkRCC0 + F

and:

TD =
V�cp

�cPF + UA + VCA0CB0āH
dkF

d�0

∣

∣

∣

∣

�0

− VCC0
2āH

dkR

d�0

∣

∣

∣

∣

�0

These transfer functions are incorporated in the
block diagram of the temperature control loop as
depicted in Figure 91.2.

It is evident from Figure91.2 that the dominant
open loop pole in the temperature control system
corresponds to (TDs + 1). For stability, TD > 0, i.e.:

�cPF + UA > −V

(

CA0CB0
dkF

d�0

∣

∣

∣

∣

�0

− CC0
2 dkR

d�0

∣

∣

∣

∣

�0

)

āH

Thus, per unit rise in temperature, the increase in
rate of heat removal must be greater than the net
increase in rate of heat generation. This is entirely
consistent with the observation made in Chap-
ter 36, but has been arrived at on a less qualitative
basis.

91.5 Nomenclature
A effective surface area m2

of coil
b scaling factor
B frequency factor m3 kmol−1 s−1

c resistance to heat m2 K kW−1

transfer
C concentration kmol m−3

cp specific heat kJ kmol−1 K−1

E activation energy kJ kmol−1

F reactor feed rate m3 s−1

h film coefficient kW m−2 K−1

for heat transfer
āH heat of reaction kJ kmol−1

k rate constant m3 kmol−1 s−1

K steady state gain
Q rate of heat generation kW
r rate of reaction kmol s−1

R universal gas constant kJ kmol−1 K−1

(8.314)
t time s
T time constant s
U overall heat transfer kW m−2 K−1

coefficient
V volume m3

of reactor contents
� density kmol m−3

� temperature ◦C

Subscripts

A reagent
B reagent
C product
D temperature
F forward reaction
R reverse reaction
W cooling water
0 outlet
1 inlet
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92.1 Heat Exchanger Dynamics

92.2 Exchanger Process Transfer Function

92.3 Exchanger Load Transfer Function

92.4 Cooling Coil

92.5 Absorption Column Dynamics

92.6 Nomenclature

All the examples of systems modelled so far have
been of the lumped parameter type in which a sys-
tem’s parameters vary uniformly,throughout some
capacity, with time only. Another important cate-
gory is that of distributed parameter systems in
which the parameters’ values vary with both time
and distance. The affect of this second dimension
is to make the modelling more complex. It is a use-
ful skill to be able to model distributed parameter
systems, even though they are often approximated
by some lumped parameter equivalent. Two exam-

TC

1P ,F θ 0θ
SF

Sθ

Sθ

1θ

0θ
θ

x X

δθ

PF

xδ

0

Fig. 92.1 Temperature profile in steam heated shell and tube

exchanger

ples are used in this chapter, the first is of a simple
heat exchanger and the second is of an absorption
column.

92.1 Heat Exchanger Dynamics
Consider a single pass shell and tube exchanger in
which a liquid process stream on the tube side is
heated up by condensing steam on the shell side,
as depicted in Figure 92.1.

The corresponding block diagram is as shown
in Figure 92.2.

Assume that the principle of superposition ap-
plies. Each of these transfer functions may be de-
termined by assuming that the others’variables are
constant, as indicated in Table 92.1.

Table 92.1 Variables involved in process

and load transfer functions

Transfer Transfer Variables
function function assumed

relates constant

P(s) �0 to �S FP and �1

L1(s) �0 to �1 FP and �S

L2(s) �0 to FP �S and �1

In the following sections, first P(s) and then L1(s)
are established.
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+-
)s(V)s(C sFerθ

)s(M

+

+

+

+

)s(P

PF

)s(L1
1θ

)s(L2

u

mθ

0θSθ
)s(E

Fig. 92.2 Block diagram of exchanger temperature control loop

92.2 Exchanger Process
Transfer Function

As shown in Figure 92.1, the temperature of the
process stream varies along the length of the tubes
as well as with time. Consider an element of the
exchanger of length ıx at an arbitrary distance x
from the inlet. The process stream enters the el-
ement at a temperature of � and its temperature
rises by an amount ı� as it flows through the ele-
ment. Heat transfer within the element is from the
steam through the tube walls and from sensible
heat due to flow through the element.

Assuming that FP is constant and at its normal
value, then so too will be U.An unsteady state heat
balance on the process stream within the element
thus gives:

Rate of Accumulation = Input − Output

Mıx.cp
∂�

dt
= U.A′ıx. (�S − �) + FPcp.�

− FPcp

(

� +
∂�

∂x
.ıx

)

This equation is the same in deviation form. It may
be simplified and rearranged to give:

Mcp

UA′ .
∂�

dt
= �S − � −

FPcp

UA′ .
∂�

∂x

= �S − � −
FP

M
.
Mcp

UA′ .
∂�

∂x

which is of the general form:

Tu.
∂�

dt
= �S − � − vTu.

∂�

∂x
(92.1)

This partial differential equation has to be solved
to find the required transfer function. It may be
Laplace transformed in two stages. First, the trans-
formation is with respect to time and assumes that
x �= f(t). Thus any dependency upon distance is
unaffected.

The s operator is defined on the basis that:

f(s) =

∫ ∞

0
f(t)e−stdt.

Hence:

Tus.�(s) = �S(s) − �(s) − vTu.
d

dx
�(s)

Note that the partial differential becomes an or-
dinary differential because transformation has re-
moved the time dimension. Rearranging gives a
first order ordinary differential equation:

vTu

(Tus + 1)
.
d�(s)

dx
+ �(s) =

1

(Tus + 1)
.�S(s) (92.2)

Second, the transformation is with respect to dis-
tance and assumes that �S �= f(x). Thus any depen-
dency upon steam temperature is unaffected.

The p operator is defined on the basis that:

f(p) =

∫ ∞

0
f(x)e−pxdx

Hence:

vTu

(Tus + 1)
p.�(p) + �(p) =

1

(Tus + 1)
.
�S(s)

p
(92.3)
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Note that the term in �S is, in effect, a constant and
is simply treated as a step input.

Solving for �(p) gives:

�(p) =
1

(Tus + 1)
.

�S(s)

p

(

vTu

(Tus + 1)
.p + 1

)

Inverse transforming, back into the s domain,
gives:

�(s) =
1

(Tus + 1)

(

1 − e
− (Tus + 1) x

vTu

)

.�S(s) (92.4)

This is the value of � as a function of �S at some
arbitrary distance x along the exchanger. What is
of interest is the value of � at the outlet, i.e. when
x = X:

�0(s) =
1

(Tus + 1)

(

1 − e
− (Tus + 1) X

vTu

)

.�S(s)

Note that the tube side residence time L = X/v.
This may be rearranged to give the required trans-
fer function:

�0(s) =
1

(Tus + 1)

(

1 −
e−Ls

eL/Tu

)

.�S(s) = P(s).�S(s)

(92.4)
This is represented in block diagram form in Fig-
ure 92.3.Combinationsoftime lags anddelays such
as this are typical of the transfer functions of dis-
tributed parameter systems.

92.3 Exchanger Load Transfer
Function

Next, the transfer function L1(s) is established. If
the steamtemperature is assumed constant then, in
deviation form, �S(s) = 0 and Equation 92.2 may
be rearranged:

1

�(s)
.d�(s) = −

(Tus + 1)

vTu
.dx (92.5)

This may be integrated within the limits corre-
sponding to the tubes’ inlet and outlet conditions
as follows:

∫ �0(s)

�1(s)

d�(s)

�(s)
= −

(Tus + 1)

vTu

∫ X

0
dx

Hence:

ln
�0(s)

�1(s)
= −

(Tus + 1)

vTu
.X

�0(s) = e
−

(Tus + 1) .X

vTu .�1(s)

Again, substituting L = X/v yields the required
transfer function:

�0(s) =
e−Ls

eL/Tu
.�1(s) = L1(s).�1(s) (92.6)

92.4 Cooling Coil
The contents of an agitated vessel are cooled by
passing cooling water through an internal coil, as
depicted in Figure 92.4.

Sθ

sLe−

1sT

1

u +

uTL
e

1

1sT

1

u +

0θ+

-

Fig. 92.3 Block diagram representation of the process transfer function
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1θ

0θ

Rθ

Fig. 92.4 Reaction vessel with internal cooling coil

This system is exactly analogous to the exchanger
considered previously: the cooling water temper-
ature being forced in a distributed manner along
the length of the coil. Thus, from Equation 92.4:

�0(s)

�R(s)
=

1

(Tus + 1)

(

1 −
e−Ls

eL/Tu

)

(92.7)

where, as before: Tu =
M.cP

U.A′ and L =
v

X
.

Also, from Equation 92.6:

�0(s)

�1(s)
=

e−Ls

eL/Tu

Hence the transfer function relating the reaction
temperature to the coil inlet temperature is of the
form:

�R(s)

�1(s)
=

�R(s)

�0(s)
.
�0(s)

�1(s)

=
(Tus + 1)
(

1 −
e−Ls

eL/Tu

) .
e−Ls

eL/Tu

=
Tus + 1

eL (Tus + 1) /Tu − 1

(92.8)

92.5 Absorption Column
Dynamics

This example demonstrates how the same tech-
niques can be applied to a fundamentally different

Fig. 92.5 Cross section of a packed bed absorption column

application. Consider the packed bed absorption
column as depicted in Figure 92.5.

A gaseous stream Q, containing some soluble
component, is blown into the bottom of the col-
umn. It passes up through the bed, countercur-
rent to a liquid solvent stream F which is pumped
into the top of the column and then trickles down
through the bed. The volume fraction (or mol
fraction) of the soluble component in the gaseous
stream is reduced from Y1 at the inlet to Y0 at the
outlet.

Assume that the gas flow rate is approximately
constant and the concentration of soluble compo-
nent is low. The flow rate Q may then be assumed
to be uniformthroughout the column and its pres-
sure P to be constant.

Consider an element of the bed of thickness ıx
and cross sectional area A. If the surface area of
packing per unit volume is a, then

Surface area within the element is A.ıx.a.

The rate of mass transfer within the element is thus

NA = KG.Aıxa.
(

p − pE

)

The driving force for mass transfer is the difference
in partial pressures at the gas liquid interface. PE

is the partial pressure of the soluble component in
the gas stream that would be in equilibrium with
soluble component in the liquid stream.Assuming
most of the resistance to mass transfer is in the gas
film, p ≫ pE and:

NA ≈ KG.Aıxa.p

0Y

F

1Y,Q
0

X

x

xδ
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If the voidage fraction of the packing is e, then the
volume of space within the element is A.ıx.e.

Thus the mass of soluble component within
that space is Aıxe.�.Y.

An unsteady state molar balance for the soluble
component in the gas stream within the element
thus gives:

Rate of Accumulation = Input − Output

Aıxe.�.
∂Y

∂t
= Q�.Y − Q�.

(

Y +
∂Y

∂x
ıx

)

− KG.Aıxa.p

which may be simplified to give:

Ae�.
∂Y

∂t
= −Q�.

∂Y

∂x
− KGAa.p (92.9)

However, from Dalton’s law, p = YP.

Hence:

Ae�.
∂Y

∂t
= −Q�.

∂Y

∂x
− KGAaP.Y

This equation is already in deviation form since A,
e, � , P, Q, KG and a are all approximately constant.
It is a partial differential equation and, as before, is
firstly transformed with respect to time assuming
that x �= f(t).

The s operator is defined on the basis that
f(s) =

∫∞
0 f(t)e−stdt.

Hence:

Ae�.sY(s) = −Q�.
d

dx
.Y(s) − KGAaP.Y(s)

which may be rearranged:

d

dx
Y(s) =

−A
(

e�.s + KGaP
)

Q�
.Y(s) (92.10)

This may be integrated within the limits corre-
sponding to the column’s inlet and outlet condi-
tions as follows:

Y0(s)
∫

Y1(s)

dY(s)

Y(s)
=

−A
(

e�.s + KGaP
)

Q�
.

X
∫

0

dx

ln
Y0(s)

Y1(s)
=

−A
(

e�.s + KGaP
)

Q�
.X

Substitute for the volume of the column, V = AX,
and rearrange giving:

ln
Y0(s)

Y1(s)
= −

Ve

Q

KGaP

e�

(

e�

KGaP
s + 1

)

≡ −
L

T
(Ts+1)

where the time delay L =
Ve

Q
and the time lag

T =
e�

KGaP
. Anti-logging gives:

Y0(s) = e
−

L

T
(Ts + 1)

.Y1(s) =
1

eL/T
.e−Ls.Y1(s)

(92.11)
which is the transfer function relating inlet and
outlet concentration changes. Note again that the
transfer function is a combination of time con-
stants and delays. With practice it is possible to
anticipate the structure of the transfer functions
for these distributed parameter systems.
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92.6 Nomenclature
a surface area m−1

per unit volume
A cross sectional m2

area
A′ surface area m

per unit length
cp specific heat kJ kg−1 K−1

e voidage fraction
F mass flow rate kg s−1

KG mass transfer kmol m−2 bar−1 s−1

coefficient
of gas film

L time delay s
(residence time)

M mass of liquid kg m−1

per unit length
NA rate of mass kmol s−1

transfer
p partial pressure bar
P pressure bar
Q volumetric m3 s−1

flow rate
t time s
T time constant s
U overall heat kW m−2 K−1

transfer
coefficient

v tube side velocity m s−1

V volume m3

x distance m
from inlet

X overall length m
Y volume (or mol) –

fraction
� temperature ◦C

at distance x
� density kmol m−3

Subscripts

E equilibrium
P process stream
S steam
u tube side
0 outlet
1 inlet
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93.1 Dynamics of Anti-Surge

93.2 Anti-Surge Design

93.3 Worked Example

93.4 Anti-Surge Control: Pressure Context

93.5 Comments

93.6 Nomenclature

There are two main categories of level control sys-
tem. First, and conventionally, those in which the
level is controlled for its own sake. The dynamics
of such a level control system were considered in
Chapter 84.The second category is where the exact
level is unimportant,provided that the tank doesn’t
overflow or run dry,and surges in flow are damped
by allowing the level to rise and fall. The level con-
trol system on the reflux drum of a distillation col-
umn is a good example, as depicted in Figure 93.1.
The reflux rate is controlled by the temperature at
the top of the column and a level controller used
to average out fluctuations in product rate, as de-
scribed in more detail in Chapter 35.

TC
LC

Fig. 93.1 Control of level in a reflux drum

The basic strategy is for the control loop to have
P action only with a low gain, such that the closed
loop response is overdamped, and to exploit its in-
herent offset. A tank with a level control system

can be designed to provide any degree of damp-
ing. It is essentially a question of estimating the
size of surge that is likely to occur, specifying the
maximum rate of change that is acceptable, deter-
mining the necessary tank capacity, and matching
the controller gain with the height of the chosen
tank.

93.1 Dynamics of Anti-Surge
Consider the simple level control system depicted
in Figure 93.2. It is assumed that the dynamics of
all the control loop elements other than the tank
are negligible.

X
0F

LC
1F

h

Fig. 93.2 Tank with level control loop

The corresponding block diagram is depicted in
Figure 93.3. The process transfer functions are as
developed in Chapter 84. Note that all the signals
shown are in deviation form.
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h(s)

F1(s)

X(s)u(s)e(s)hR(s)

1sT

K

P

L

+

1sT

K

P

P

+
−

KX-KC

KM

+
-

+
+

Fig. 93.3 Block diagram of level control system

Using blockdiagram algebra yields the closed loop
response:

h(s) =
KL

(TPs + 1)
.F1(s)

+
KC.KX.KP

(TPs + 1)
. (hR(s) − KM.h(s))

Assuming the set point is fixed at the normal level
in the tank, which it would be for anti-surge con-
trol, then hR(s) = 0.

Whence:

h(s) =

KL

(TPs + 1)

1 +
KM.KC.KX.KP

(TPs + 1)

.F1(s)

=
KL

(1 + K)
.

1

(Ts + 1)
.F1(s)

where:

K = KM.KC.KX.KP and T =
TP

1 + K
(93.1)

If a step change in feed rate occurs, which is the
worst possible surge, i.e. F1(s) = F1

s :

h(s) =
KL.F1

(1 + K)
.

1

s (Ts + 1)

The response as a function of time is thus:

h =
KL.F1

(1 + K)
.
(

1 − e−t/T
)

(93.2)

h

H

t

0

Fig. 93.4 Response to a step change in inlet flow

If the steady state closed loop offset is H, as de-
picted in Figure 93.4, then:

H =
KL.F1

(1 + K)
(93.3)

Differentiating Equation 93.2 gives:

dh

dt
=

KL.F1

(1 + K)
.
e−t/T

T

d2h

dt2
= −

KL.F1

(1 + K)
.
e−t/T

T2

93.2 Anti-Surge Design
Following a step change in feed rate, the important
variable for anti-surge control is the rate of change
of outlet flowrate, dF0/dt.

An unsteady state volume balance gives:

A
dh

dt
= F1 − F0

A
d2h

dt2
= −

dF0

dt
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Thus:
dF0

dt
=

A.KL.F1

(1 + K)
.
e−t/T

T2

Noting that the maximum rate of change of outlet
flowrate, the principal constraint, is at t = 0, and
substituting from Equation 93.1 gives:

dF0

dt

∣

∣

∣

∣

max

=
A.KL.F1

(1 + K) .T2
=

A.KL.F1. (1 + K)

T2
P

(93.4)
Substituting from Equations 84.8 and 84.9, in
which it was shown that TP = A.KL, and also from
Equation 93.1 gives:

dF0

dt

∣

∣

∣

∣

max

=
F1. (1 + K)

A.KL
=

F2
1

A.H

Whence:

A.H =
F2

1

dF0

dt

∣

∣

∣

∣

max

(93.5)

This is the change in volume that occurs when the
rate of change of outlet flowrate is restricted to
some specified maximum value following a step
change of magnitude F1 in inlet flowrate. For any
particular anti-surge duty,AH represents the min-
imum tank volume required. Clearly, in practice, a
volume slightly larger than AH is required to pre-
vent flooding, and allowance must be made for the
head necessary to produce the outlet flowrate un-
der minimum flow conditions.

The relative values of A and H may be chosen
to allow for the shape of tanks available. Having
established a value for H, the controller gain KC

to give the required damping may be determined
from Equations 93.1 and 93.3:

H =
KL.F1

1 + K
=

KL.F1

1 + KM.KC.KX.KP

Hence:

KC =
1

KM.KX.KP

(

KL.F1

H
− 1

)

Note that KP and KL are defined explicitly in Chap-
ter 84. KM and KX represent the calibrations of the
level sensor/transmitter and converter/actuator
respectively.

93.3 Worked Example
A reaction is carried out by using three reactors in
parallel and the product is sent to a recovery col-
umn.Thenormal flow fromeach reactor is 10 m3/h.
Each reactor is shut down about every 10 days for
an 8-h period.To protect the column from changes
in feedrate it is proposed to install a buffer vessel
between the reactors and the column.What size of
storage tank is needed to guarantee a maximum
change in column feedrate of 10%/h?

Assume that, because the reactors are shut
down every 10 days for an 8-h period, the flow into
the buffer vessel will always be either 20 or 30 m3/h.
A strategic decision has been made that the buffer
vessel is not intended to cope with the situation
when two reactors go off stream simultaneously.

The worst case scenario is when the third re-
actor comes on stream which represents a 50% in-
crease in flow, rather than when the third reactor
goes off stream which represents a 33% decrease
in flow.

If F1 = F0 = 20 m3/h and F0 is to be limited to
10% per hour, then:

dF0

dt

∣

∣

∣

∣

max

= 2 m3 h−2.

Substituting into Equation 93.5 gives the minimum
volume necessary:

V =
F2

1

dF0

dt

∣

∣

∣

max

=
102

2
= 50 m3.

A vessel of 4 m diameter and 4 m height (50.3 m3)
would be adequate for the job. Remember that al-
lowance must be made for the head required to
produce the flowrate of 20 m3/h when there are
only two reactors operating.

93.4 Anti-Surge Control:
Pressure Context

Consider the anti-surge control system shown in
Figure 87.6 whose block diagram is as depicted
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in Figure 87.7. Block diagram algebra yields the
closed loop response:

P0(s) =
KL

(TPs + 1)
.P1(s)

+
(−KC).KX.(−KP)

(TPs + 1)
(PR(s) − KM.P0(s))

Assuming the set point is fixed at the normal pres-
sure, which it would be for anti-surge control, then
PR(s) = 0. Whence:

P0(s) =
KL

(1 + K)
.

1

(Ts + 1)
.P1(s)

where:

K = KM.KC.KX.KP and T =
TP

1 + K
. (93.6)

If a step change in supply pressure occurs, which is
the worst case scenario, i.e. P1(s) = P1

s , then

P0(s) =
KL.P1

(1 + K)
.

1

s (Ts + 1)

The response as a function of time is thus analo-
gous to Equation 93.2:

P0 =
KL.P1

(1 + K)
.
(

1 − e−t/T
)

Differentiating this gives:

d2P0

dt2
= −

KL.P1

(1 + K)
.
e−t/T

T2

An unsteady state volume balance gives:

C
dP0

dt
= Q1 − Q0

C
d2P0

dt2
≈ −

dQ0

dt

The approximation is in recognition ofthe fact that
the flow Q1 will not necessarily be constant follow-
ing the step change in P1.This depends on whether
the flow is sonic or turbulent, and on the relative
values of the pressures.

Thus
dQ0

dt
=

C.KL.P1

(1 + K)
.
e−t/T

T2

Again, analogous to Equation 93.4, the initial rate
of change is maximum, i.e. at t = 0:

dQ0

dt

∣

∣

∣

∣

max

=
C.KL.P1

(1 + K) .T2

Substituting from Equation 93.1 for T and from
Equation 87.6 for TP and KL:

T =
TP

1 + K
TP =

R0R1C

R0 + R1
KL =

R0

R0 + R1

gives:

dQ0

dt

∣

∣

∣

∣

max

=
(R0 + R1) . (1 + K) .P1

C.R0.R2
1

(93.7)

which relates the resistances of the valves, the min-
imum capacity of the anti-surge vessel, the size of
the step input and the open loop gain.

93.5 Comments
Some judgement is necessary in deciding upon the
set point for the level loop. For example, in a level
context, if the tank is to protect against sudden,
but reversible, decreases in flow from the normal
flow,it would normally be operated full with the set
point at the top of the tank. Conversely, for sudden
reversible increases, the tank is normally empty
with the set point at the bottom. If the tank is re-
quired to protect against both sudden increases
and decreases about the normal flow, a tank of ca-
pacity 2AH would be required with the set point at
half full.

Note that these designs are based upon worst
case scenarios, i.e. a step change in inlet flow and
the maximum slope at time t = 0. In practice, anti-
surge systems with smaller capacity will provide
adequateprotection for most purposes.In this con-
text it is appropriate to introduce a touch of inte-
gral action to gently restore the level to the normal
value in between disturbances.

And finally, remember that anti-surge control
is a capital intensive solution to the problem of av-
eraging out fluctuations. It is much cheaper, if pos-
sible, to use feedforward control to manipulate the
process down stream to accommodate the surges
than to put in an anti-surge vessel.
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93.6 Nomenclature
A cross sectional area m2

e error m
F flow rate m3 s−1

h level m
H steady state level m
K gain
P pressure bar
Q flow rate (measured at 1 bar) m3 s−1

t time s
u controller output
T time constant s
X fractional opening of the valve –

Subscripts

C controller
L load
M sensor and transmitter
P process
R set point
X I/P converter and actuator
0 outlet
1 inlet
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94.1 Description of Spray Drier

94.2 Volume Balance

94.3 Mass Balance

94.4 Heat Balance

94.5 Nomenclature

Psychrometric systems are those involving mix-
tures of air and water vapour. Plant involving
air/water mixtures are surprisingly common and
include various types of drier and all forms of air
conditioning plant. A model is developed in this
chapter of a spray drier as a vehicle for consid-
ering the issues involved in the modelling of psy-
chrometric systems. Spray driers are undoubtedly
the most important category of drier used in bulk
drying applications.

94.1 Description of Spray Drier
A spray drier is a large cylindrical vessel in which
a slurry is dried by a current of hot and relatively
dry air.A typical arrangement is as depicted in Fig-
ure 94.1. The slurry, which consists of solids sus-
pended in water, is pumped into an atomiser at the
top of the tower and the hot air is blown in at the
bottom. There are many designs of atomiser, in-
volving impellers, rotating nozzles, spinning discs,
andso on.In essence,the atomiser causes the slurry
to form a spray or a conical shaped sheet which
breaks up into droplets.As the droplets fall through
the air stream, evaporation takes place resulting in
dry solid particles which fall to the bottom and are
discharged through a rotary valve. The heat for the
evaporation process comes fromthehot air stream,
the moist air stream produced being vented from
the top of the drier.

TC
47

Slurry

Moist air

Hot dry air

Solids

222 ,X,F θ

1P111 ,c,X,F θ

3PA3 ,c,F θ

2PS4 ,c,F θ

V

Fig. 94.1 Schematic of spray drier depicting slurry feed and

atomiser

Drying is typically controlled by regulating the
temperatureof the air leaving thedrier by means of
a simple feedback loop. Clearly the temperature of
the moist air stream �2 is the controlled variable,
the flow rate of the slurry F1 is the manipulated
variable and its water content X1 is the disturbance
variable. In developing the model of the drier it is
assumed that the flow rate F3 and temperature �3

of the hot air stream and the temperature �1 of the
slurry are all constant.

94.2 Volume Balance
The flow rate of the moist air stream is deter-
mined by the flow rate of the dry air stream and
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the amount of water evaporated.Because spray dri-
ers are normally operated at atmospheric pressure,
there is no capacity for flow changes due to the
compressibility of the air stream. Thus, assuming
that the volume of solids is negligible relative to
that of the air and water vapour, and that all of
the water is evaporated, an overall unsteady state
volume balance gives:

Rate of Accumulation = Input − Output = 0
1

�2

.F2 =
1

�A
.F3 +

1

�V
.F1.X1 m3 s−1

Noting that it is presumed that the flow rate of hot
dry air is constant, the volume balance may be put
into deviation form:

F2 =
�2

�V
.
(

F1.X1 + X1.F1

)

This may be Laplace transformed:

F2(s) =
�2

�V
.
(

F1.X1(s) + X1.F1(s)
)

which is of the general form:

F2(s) = K1.X1(s) + K2.F1(s) (94.1)

94.3 Mass Balance
It may be presumed that the drier’s contents have
lumped parameter dynamics because of the turbu-
lence caused by the atomisation. Thus the weight
fraction of water inside the drier will be roughly
the same as in the moist air stream leaving it. As-
suming that the hot air stream entering the drier
contains negligible moisture, which is not unrea-
sonable, an unsteady state mass balance for water
gives:

Rate of Accumulation = Input − Output

V�2

dX2

dt
= F1.X1 − F2.X2 kg s−1

In deviation form this becomes:

V�2

dX2

dt
= F1.X1 + X1.F1 − F2.X2 − X2.F2.

Laplace transforming and rearranging gives:

(

V�2

F2

.s + 1

)

.X2(s) =
F1

F2

.X1(s) +
X1

F2

.F1(s)

−
X2

F2
.F2(s)

which is of the form:

(T1s + 1).X2(s) = K3.X1(s) + K4.F1(s) − K5.F2(s)
(94.2)

94.4 Heat Balance
The contents of the drier may be considered to be
a mixture of air and water vapour only because,
to all practical intents and purposes, the evapora-
tion is instantaneous and the residence time of the
solids is negligible. Again lumped parameter dy-
namics are assumed which means that the specific
enthalpy of the moist air stream and the drier’s
contents are roughly equal. Neglecting the thermal
capacity of the drier’s walls, etc., an unsteady state
heat balance (relative to 0◦C) gives:

V�2

dh2

dt
= F1.h1 + F3.h3 − F2.h2 − F4.h4 kW

Substituting from the mass balance for the solids
to eliminate F4 gives:

V�2

dh2

dt
= F1.h1 + F3.h3 − F2.h2 − F1(1 − X1).h4

(94.3)
Values for each of these specific enthalpies are next
established. Treating the water and solids compo-
nents of the slurry stream separately:

h1 = cP1.�1 = (X1.cPW + (1 − X1).cPS) .�1

= X1.(cPW − cPS).�1 + cPS.�1 (94.4)

Noting that the moist air stream may be consid-
ered to be a mixture of dry air and water vapour,
the latter having been evaporated at the bulk tem-
perature �2:

h2 = (1 − X2)cPA.�2 + X2(cPW.�2 + �W) (94.5)
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whence:

dh2

dt
= (1 − X2)cPA

d�2

dt
− cPA�2

dX2

dt

+ X2.cPW
d�2

dt
+ (cPW.�2 + �W)

dX2

dt

which may be rearranged:

dh2

dt
=
(

(1 − X2)cPA + X2.cPW

)

.
d�2

dt

+
(

(cPW − cPA)�2 + �W

) dX2

dt
(94.6)

Because the hot air stream is assumed to be dry:

h3 = cPA.�3 (94.7)

and because evaporation takes place at the bulk
temperature:

h4 = cPS.�2 (94.8)

Substituting Equations 94.4–94.8 into Equation
94.3 gives:

V�2

{

(

(1 − X2)cPA + X2.cPW

) d�2

dt

+
(

(cPW − cPA)�2 + �W

) dX2

dt

}

= F1

(

X1.(cPW − cPS)�1 + cPS.�1

)

+ F3.cPA.�3

− F2 ((1 − X2)cPA.�2 + X2(cPW.�2 + �W))

− F1.(1 − X1)cPS.�2

Putting this into deviation form gives:

V�2

{

(

(1 − X2).cPA + X2cPW

) d�2

dt

+
(

(cPW − cPA)�2 + �W

) dX2

dt

}

= F1(cPW − cPS)�1.X1 + X1(cPW − cPS)�1.F1

+ cPS�1.F1 + 0 − F2(1 − X2)cPA.�2

+ F2cPA�2.X2 − (1 − X2)cPA�2.F2

− F2X2cPW.�2 − F2(cPW.�2 + �W).X2

− X2(cPW.�2 + �W).F2−F1(1 − X1)cPS.�2

+ F1cPS�2.X1 − (1 − X1)cPS�2.F1

Transforming and rearranging gives:

{

V�2

(

(1 − X2)cPA + X2.cPW

)

.s + F2(1 − X2)cPA

+ F2X2.cPW + F1(1 − X1)cPS

}

.�2(s)

+
{

V�2

(

(cPW − cPA)�2 + �W

)

.s

+ F2(cPW.�2 + �W) − F2.cPA�2

}

.X2(s)

=
(

F1(cPW − cPS)�1 + F1.cPS.�2

)

.X1(s)

+
(

X1(cPW − cPS)�1 + cPS.�1 − (1−X1)cPS.�2

)

. F1(s)

−
(

(1 − X2)cPA.�2 + X2(cPW.�2 + �W)
)

. F2(s)

which is of the form:

K6(T2s + 1).�2(s) + K7(T3s + 1).X2(s)

= K8.X1(s) + K9.F1(s) − K10.F2(s) (94.9)

where:

K6 = F2(1 − X2)cPA + F2X2cPW + F1(1 − X1)cPS

T2 =
V�2

(

(1 − X2)cPA + X2.cPW

)

F2(1 − X2)cPA + F2X2.cPW + F1(1 − X1)cPS

K7 = F2(cPW.�2 + �W) − F2.cPA .�2

T3 =
V�2

(

(cPW − cPA)�2 + �W

)

F2(cPW.�2 + �W) − F2.cPA .�2

K8 = F1(cPW − cPS)�1 + F1.cPS.�2

K9 = X1(cPW − cPS)�1 + cPS.�1 − (1 − X1)cPS.�2

K10 = (1 − X2)cPA.�2 + X2(cPW.�2 + �W)

Equations 94.1, 94.2 and 94.9 are incorporated into
a block diagram of the temperature control loop as
depicted in Figure 94.2.
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C(s) V(s)

K2 K10

+
-

K4

K9 )1sT(K

1

26 +

K5

-

+
1sT

1

1 +

)1sT(K 37 +

+
-

X2(s)F2(s)

K1 K3

+

K8

+
+

X1(s)

+

+

F1(s) )s(2θ

T(s)

+
-

Fig. 94.2 Block diagram of spray drier temperature control system

94.5 Nomenclature
cP specific heat kJ kg K−1

F mass flow rate kg s−1

h specific enthalpy kJ kg−1

V volume of spray drier m3

X weight fraction of water –
� latent heat kJ kg−1

� temperature ◦C
� density kg m−3

Subscripts

A dry air
S solids
V water vapour
W water
1 slurry stream
2 moist air stream
3 hot dry air stream
4 solids stream
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95.1 Simple Feedback System

95.2 Cascade Control System

95.3 Nomenclature

Electro-mechanical systems are not used much in
the process industries. However, they are used ex-
tensively throughout other sectors such as man-
ufacturing and aerospace. They are primarily in-
volved in position control, forexample in position-
ing the arm of a robot, the cutting piece on a ma-
chine tool or the flap on an aircraft wing.These are
all examples of servo-mechanisms which are char-
acterised by a variable set point and small but con-
tinuous disturbances,e.g. noise.It is inherent in the
design of electro-mechanical control systems that
there is somepower amplification.This is normally
realised by means of electric motors, switchgear
and gearboxes of appropriate size. However, when
massive forces are required, as for example in the
positioning of rollers in a steel strip mill, the power
amplification is realised through spool valves and
hydraulic pistons.It is true to say that the dynamics
of electro-mechanical systems are generally much
faster than is found in the process industry: time
constants are typically measured in milliseconds,
seldom in seconds and never in minutes.

This chapter provides an introduction to the
design of electro-mechanical position control sys-
tems. It is included for completeness rather than
of necessity. Most texts on control systems design
are written from an electro-mechanical perspec-
tive and it is helpful to have some understanding
of the concepts involved to be able to relate them
to the world of process control.

95.1 Simple Feedback System
The principle elements of a simple electro-
mechanical control system are as depicted in Fig-
ure 95.1.In essence,the position of the output shaft
�0 is measured by some transducer and fed back to
the power amplifier. A high precision potentiome-
ter is implied but various forms of digital encod-
ing are common practice. The power amplifier is
typically thyristor based and, depending upon the
difference (error) between the reference (set point)
and measured value, produces an output current.
This current i is applied to a d.c. motor which
causes the drive shaft to rotate, varying its position
�. Switchgear is required to enable the motor to be
driven in either direction according to the sign of
the error. The motor’s drive shaft is connected to
a gearbox which enables torque to be applied to
the output shaft: it is the output shaft that does the
positioning of the cutting piece, flap, or whatever.

The current i from the drive amplifier produces
a torque T in the drive motor:

T(s) = KM.i(s)

Typically the motor shaft is rigidly connected
through to the load. Notwithstanding the gearbox,
the motor and load are effectively on a common
shaft. Whilst such mechanical components can be
modelled separately, it is common practice to de-
velop a combined lumped parameter model for
them. If the displacement was linear then, accord-
ing to Newton’s law, its model would be



768 95 Electro-Mechanical Systems

i

Gearbox

    n:1

VR

Drive motor

Power amplifier

0θθ

Position

transducer

VP

Fig. 95.1 Electro-mechanical system with simple feedback

M.ẍ = F − b.ẋ

In fact the displacement is rotary so, by analogy:

J.�̈ = T − B.�̇

where J is a single inertia andB is a common damp-
ing coefficient. Thus:

�(s) =
1

s.(Js + B)
.T(s)

The gear box has a ratio of n: 1 so:

�0(s) =
1

n
�(s)

The feedback signal is proportional to the output
position so:

VP(s) = KP.�0(s)

and for the drive amplifier:

i(s) = KA.e(s) = KA. (VR(s) − VP(s))

The corresponding block diagram is as depicted in
Figure 95.2.

+-
MKAK

TeRV +
+

n

1i

PV

)BJs(s

1

+
0θ

PK

θ

Fig. 95.2 Block diagram of electro-mechanical control system

Note the presence of the integrator which is inher-
ent in the motor/load model. This means that it is
not necessary to introduce integral action through
the controller to remove offset due to changes in
set point or disturbance. Also note that the open
loop, and hence the closed loop, transfer function
is second order. Position control systems such as
this tend to have a fast oscillatory response (high
!n and low �) which is not desirable.

95.2 Cascade Control System
The oscillatory response of the simple system may
be dampened by using a tacho generator to pro-
vide derivative feedback in a cascade arrangement
as depicted in Figure 95.3.

Cascade control was considered in some de-
tail in Chapter 25. The master (outer) loop is con-
trolling the output position �0 and the slave (in-
ner) loop is controlling the motor speed d�/dt.The
function of the master loop is to minimise posi-
tion error by manipulating the set point of the
slave loop. Thus, as the error rises, the set point
of the slave loop increases causing the motor to
speed up and reduce the error faster. Conversely,
the smaller the error becomes the slower the mo-
tor turns thereby reducing the scope for overshoot.
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i

 n:1

VR

0
θθ

+

-

+

-

VP

e
Comp

VT

Fig. 95.3 Electro-mechanical system with derivative feedback of motor speed

The transfer functions of most of the elements in
the cascade control system are the same as for the
simple feedback system but additionally for the
tacho generator:

VT = KT.�̇

VT(s) = KTs.�(s)

Note the inherent derivative action of the tacho
generator.Thus the slave loop has both integral ac-
tion due to the motor/load and derivative action
due to the tacho generator. The block diagram of
the cascade control system is as depicted in Fig-
ure 95.4.

Remember that a fundamental requirement in
the design of a cascade control system is that the
dynamics of the inner loop must be faster than
those of the outer loop. At first sight the system of

Figure 95.4 appears to be at odds with this prin-
ciple. That is because, for modelling purposes, the
dynamics of the load and motor were lumped to-
gether within the inner loop. In reality, because of
the common shaft and rigidity of the system, the
dynamics of the motor and load are distributed
between both the inner and outer loops. Also, be-
cause the tacho generator’s dynamics are deriva-
tive in nature, they have the effect of speeding up
the inner loop relative to the outer loop. Note that
it is common practice to use some form of dy-
namic compensation in the outer loop, rather than
simple proportional control, which can be used to
make the outer loop more sluggish. The compen-
sator shown in Figure 95.4 is a simple first order lag
but lead/lag type compensators are often used to
better characterise the overall response for servo
control.

)BJs.(s

1

+ n

1

as

KC

+
AK MK

PV

s.KT

θ

TV

PK

RV e i T
0

θ
+

-
+

-

+
+

Fig. 95.4 Block diagram of electro-mechanical system with cascade control
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95.3 Nomenclature
b damping coefficient kg s−1

B damping coefficient kN m s rad−1

e error V
F force N
i current A
J inertia of motor/load kN m s2 rad−1

K gain various
M mass kg
n gearing ratio –
T torque kN m
V voltage V
x position m
� position rad

Subscripts

A amplifier
C compensator
M motor
P position
R reference (set point)
T tacho generator
0 output
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96.1 Euler’s Explicit Method

96.2 Predictor-Corrector Method

96.3 Worked Example No 1

96.4 Runge Kutta Method

96.5 Euler’s Implicit Method

96.6 Worked Example No 2

96.7 Step Length

96.8 Nomenclature

Numerical integration is an approach to solving
differential equations, either ordinary or partial,
and is at the heart of any dynamic simulation pack-
age. In general,numerical integration is used when
a solution by classical methods, such as the use of
Laplace transforms, is not possible. This may be
because the differential equations are:

• nonlinear and/or time dependent,
• mixed with algebraic equations,
• subject to constraints and inequalities,
• too numerous to be handled without difficulty.

A fundamental difference between the solution to
a set of differential equations obtained by classi-
cal methods and by numerical integration is in the
form of the solution. A classical solution is a set
of algebraic equations which are explicit relation-
ships between the dependent variables and time.
The numerical solution is, in effect, a set of trend
diagrams: a graph of each dependent variable as a
function of time.

The essential approach to numerical integra-
tion is, from a known position at a given point in
time, to predict the position at some future point
in time. The difference in time is referred to as the
period of integration or, more simply, as the step
length. The position at the end of the first step is
then used to predict the position at the end of the

next, and so on. There are various techniques of
numerical integration available, the principal dif-
ferences between them being whether:

• the prediction is explicit or implicit,
• the prediction is corrected or not and, if so, to

what extent,
• the step length is fixed or variable.

Each of the main techniques is explained and ex-
amples are given. For a more comprehensive treat-
ment the reader is referred to Luyben (1990).

96.1 Euler’s Explicit Method
This method was introduced in Chapters 44 and 84
in the context of filtering and linearisation respec-
tively. Consider the ordinary differential equation:

dy

dt
= f(y, t) (96.1)

The value of y can be predicted at the end of the
step length by approximating the curve with a tan-
gent at the current point in time, as depicted in
Figure 96.1.

This may be articulated explicitly as follows:

yj+1 ≈ yj +
dy

dt

∣

∣

∣

∣

j

.āt = yj + f(yj, tj).āt (96.2)
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Fig. 96.1 Prediction based on slope at current point

This is the simplest but least accurate approach to
numerical integration.As discussed in Chapter 84,
its accuracy depends on the curvature of the func-
tion and the size of the step length. High levels
of accuracy can only be realised by means of very
small step lengths.

As seen in Chapter 79, process control systems
often consist of sets of first order differential equa-
tions which may be described in state space form:

ẋ = Ax + Bu (96.3)

This may be integrated numerically by Euler’s ex-
plicit method as follows:

xj+1 ≈ xj +
(

Axj + Bu
)

.āt (96.4)

96.2 Predictor-Corrector
Method

In the predictor-correctorversion of Euler’s meth-
od, an estimate of the value of y at the end of the
step is first predicted as above:

y∗
j+1 = yj + f(yj, tj).āt

An estimate of the slope at the end of the step is
then made:

dy

dt

∣

∣

∣

∣

∗

j+1

= f(y∗
j+1, tj+1)

The value of y predicted is then corrected using an
average of the values of the slope at the beginning
and end of the step:

yj+1 ≈ yj +
1

2

(

f(yj, tj) + f(y∗
j+1, tj+1)

)

.āt (96.5)

A much more common problem in process control
is to solve sets of equations such as:

dx

dt
= f(x, y)

dy

dt
= g(x, y)

(96.6)

for all values of time in the range j = 0, 1, 2, . . .n
given the initial conditions, i.e. the values ofx and y
when j = 0. The variables x and y could, for exam-
ple, represent concentrations of reagents in a re-
action mixture. Using Euler’s predictor-corrector
method yields:

x∗
j+1 = xj + f(xj, yj).āt

y∗
j+1 = yj + g(xj, yj).āt

xj+1 = xj +
1

2

(

f(xj, yj) + f(x∗
j+1, y∗

j+1)
)

.āt

yj+1 = yj +
1

2

(

g(xj, yj) + g(x∗
j+1, y∗

j+1)
)

.āt

(96.7)

96.3 Worked Example No 1
Consider the same system as that used in Chap-
ters 74 and 80, whose block diagram is repeated in
Figure 96.2.

+
+

)s(d

)s(c)s(r

+
-

( )( )2s.1s

K2 c

++

3s

3

+

Fig. 96.2 Feedback system of third order with proportional gain

A state space analysis of the system yields:

⎡

⎣

ẋ1

ẋ2

ẋ3

⎤

⎦ =

⎡

⎣

0 1 0
−2 −3 −2K
3 0 −3

⎤

⎦

⎡

⎣

x1

x2

x3

⎤

⎦ +

⎡

⎣

0
2K
0

⎤

⎦ u

(96.8)
which is of the general form of Equation 96.3.
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Using Euler’s predictor-corrector method gives:

x∗
1,j+1 = x1,j + x2,j.āt

x∗
2,j+1 = x2,j +

(

−2x1,j − 3x2,j − 2Kx3,j + 2Ku
)

.āt

x∗
3,j+1 = x3,j +

(

3x1,j − 3x3,j

)

.āt

x1,j+1 = x1,j +
1

2

(

x2,j + x∗
2,j+1

)

.āt

x2,j+1 = x2,j +
1

2

(

− 2x1,j − 3x2,j − 2Kx3,j − 2x∗
1,j+1

− 3x∗
2,j+1 − 2Kx∗

3,j+1 + 4Ku

)

.āt

x3,j+1 = x3,j +
1

2

(

3x1,j − 3x3,j + 3x∗
1,j+1 − 3x∗

3,j+1

)

.āt

These equations may be articulated in a state space
form:

x∗
j+1 = xj +

(

Axj + Bu
)

.āt

xj+1 = xj +
1

2

(

Axj + Ax∗
j+1 + 2Bu

)

.āt
(96.9)

The predictor corrector method is much more ac-
curate than the explicit Euler method but, obvi-
ously, for a given step length involves approxi-
mately twice as much computation.There is a trade
off between accuracy and step length. In general,
for the same accuracy and computing effort, the
predictor-corrector method integrates faster.

96.4 Runge Kutta Method
The Runge Kutta methods are even more accu-
rate than the predictor-corrector version of Eu-
ler’s method because for each prediction there are
several corrections.The fourth order Runge Kutta
method, which is the most common, involves tak-
ing a weighted average of the estimates of the value
of the dependent variable based upon four slopes:
one at either end of the step and two at intermedi-
ate points. Applied to Equation 96.1:

dy

dt
= f(y, t) (96.1)

this involves calculating the following sequence of
equations:

k1 = f
(

yj, tj
)

k2 = f

(

yj +
k1

2
, tj +

āt

2

)

k3 = f

(

yj +
k2

2
, tj +

āt

2

)

k4 = f
(

yj + k3, tj + āt
)

yj+1 = yj +
1

6
(k1 + 2k2 + 2k3 + k4) .āt (96.10)

Applying Runge Kutta to Equations 96.6:

dx

dt
= f(x, y)

dy

dt
= g(x, y)

(96.6)

yields:

k1 = f
(

xj, yj

)

m1 = g
(

xj, yj

)

k2 = f

(

xj +
k1

2
, yj +

m1

2

)

m2 = g

(

xj +
k1

2
, yj +

m1

2

)

k3 = f

(

xj +
k2

2
, yj +

m2

2

)

m3 = g

(

xj +
k2

2
, yj +

m2

2

)

k4 = f
(

xj + k3, yj + m3

)

m4 = g
(

xj + k3, yj + m3

)

xj+1 = xj +
1

6
(k1 + 2k2 + 2k3 + k4) .āt

yj+1 = yj +
1

6
(m1 + 2m2 + 2m3 + m4) .āt

(96.11)

96.5 Euler’s Implicit Method
A potential problem, to which all the predictor-
corrector methods are prone, is numerical insta-
bility. This manifests itself by non-convergence of
the solutions.It happenswhen the step length is too
long relative to the curvature of the function be-
ing integrated. Instability is exacerbated when the
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equations being integrated are stiff.A stiff system
is one in which there is a wide range of dynamics,
characterised by a mixture of large and small time
constants. Implicit methods are much more stable.

Consider the previous ordinary differential
equation:

dy

dt
= f(y, t) (96.1)

The value of y can be predicted at the end of the
step by approximating the curve with a tangent at
the end of the step, as depicted in Figure 96.3.

y

t

jy
1jy +

jt

tΔ

Fig. 96.3 Prediction based on slope at next point

This may be articulated implicitly as follows:

yj+1 ≈ yj + dy
dt

∣

∣

∣

j+1
.āt

= yj + f(yj+1, tj+1).āt
(96.12)

This is implicit in the sense that the value of y at
j+1,which isunknown,appearson both sidesof the
equation.An explicit solution has to be obtained by
isolating the unknown. Consider, for example, the
first order response to a step input:

T.
dy

dt
+ y = A

for which the implicit algorithm is:

yj+1 ≈ yj +
A − yj+1

T
.āt

Solving for the unknown gives:

yj+1 ≈ T.yj + A.āt

T + āt

Note that as āt → ∞ then yj+1 → A,and as T → 0
then yj+1 → A.

Numerical stability depends on the āt being
small enough relative to T. Since the analytical
steady state solution to the step input is an output
of magnitude A, it is clear that stability is guaran-
teed irrespective of the values of T and āt.

96.6 Worked Example No 2
Consider again a system described in state space
form:

ẋ = Ax + Bu (96.3)

The corresponding implicit algorithm is:

xj+1 = xj +
(

Axj+1 + Bu
)

.āt

to which the solution is:

xj+1 = (I − A.āt)−1 .

(

xj + Bu.āt
)

This may be related to the example of Figure 96.2:

⎡

⎣

x1,j+1

x2,j+1

x3,j+1

⎤

⎦ =

⎛

⎝

⎡

⎣

1 0 0
0 1 0
0 0 1

⎤

⎦ −

⎡

⎣

0 1 0
−2 −3 −2K
3 0 −3

⎤

⎦.āt

⎞

⎠

−1

×

⎛

⎝

⎡

⎣

x1,j

x2,j

x3,j

⎤

⎦ +

⎡

⎣

0
2K
0

⎤

⎦ .uāt

⎞

⎠

For values of K = 5 and āt = 0.1 the implicit solu-
tion is:
⎡

⎣

x1,j+1

x2,j+1

x3,j+1

⎤

⎦ =

⎡

⎣

1.0 −0.1 0
0.2 1.3 1.0

−0.3 0 1.3

⎤

⎦

−1⎛

⎝

⎡

⎣

x1,j

x2,j

x3,j

⎤

⎦ +

⎡

⎣

0
1
0

⎤

⎦ .u

⎞

⎠ =

⎡

⎣

0.968 0.0745 −0.0573
−0.321 0.745 −0.573
0.223 0.0172 0.756

⎤

⎦

⎛

⎝

⎡

⎣

x1,j

x2,j

x3,j

⎤

⎦ +

⎡

⎣

0
1
0

⎤

⎦ .u

⎞

⎠

The implicit Euler method suffers from inaccu-
racy in the same way as the explicit Euler method.
However, whereas the explicit Euler and predictor-
corrector methods become unstable when the step
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length is too big,the implicit Euler method is much
more stable. Indeed, assuming that an explicit so-
lution can be found, the implicit method can guar-
antee numerical stability.

96.7 Step Length
Choice of method of numerical integration de-
pends upon factors such as accuracy, numerical
stability, speed of computation, number of equa-
tions, spread of time constants, etc. Often, the ex-
plicit Euler method is sufficient.If the step length is
short enough then instability should not be a prob-
lem. For greater accuracy a predictor-corrector
method should be used: fourth order Runge Kutta
is the most popular, but runs relatively slowly.

Accuracy is often not critical, the whole point
of simulation being to “get a feel” for how a system
behaves rather than trying to predict exactly what
its behaviour will be.Therefore, indetermining the
appropriate step length, it is often good enough to
start with a small step size for testing purposes,
and to keep doubling it until a value is found that
gives sufficiently accurate solutions whilst still be-
ing numerically stable. Typically this is between a
tenth and a hundredth of the largest time constant.

Finding a good step length is particularly im-
portant in relation to stiff systems. The step length
required for accurate integration of the fast dif-
ferential equations, i.e. those with the small time
constants, is much smaller than that required for
the slow equations. Yet the overall behaviour of a
stiff system is dominated by the slow equations. A
sensible strategy is to eliminate any ODE whose
time constant is less than, say, one fiftieth of the
largest time constant in the system. Replace any

such equation with a steady state algebraic rela-
tionship.Accuracy on the remaining fast equations
may then be sacrificed by using as large a step
length as possible, consistent with the fast equa-
tions being numerically stable and the slow equa-
tions being accurate enough.

There are various algorithms available which
vary the step length as the integration proceeds.
This approach is attractive when the number of
equations involved is large since it can substan-
tially reduce the computation effort involved and
speed up the integration. In essence, provided the
functions being integrated are relatively smooth,
the algorithm relaxes the step length (allows it to
increase) subject to some on-going estimate of ac-
curacy and/or stability. However, if the algorithm
comes across a sudden increase in curvature in
one or more of the functions being integrated, it
would reduce the step length to maintain accu-
racy. The criterion for relaxing (or tightening) the
step length would,for example, for the fourth order
Runge Kuttaalgorithm,be based upon the percent-
age change in the ratio of its k1 to k4 values from
one iteration to the next.

96.8 Nomenclature
x, y dependent variables
K controller gain
t time
āt step length

Subscripts

j denotes current instant
n range of steps
∗ estimated value
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There are essentially two approaches to dynamic
simulation: the procedural approach which is cov-
ered in this chapter and the block orientated ap-
proach which is covered in Chapter 98. Histori-
cally, the procedural approach was realised by pro-
grams written in a high level language such as For-
tran. Programs would often be massive in terms
of the number of lines of code: unless very care-
fully structured they were generally unintelligible,
inflexible and difficult to maintain. This led to the
development of the block orientated approach in
which functional entities were realised by means
of self contained,re-usable,generic,blocks of code.
These blocks of code were then strung together as
appropriate to create larger programs. Today, they
are written in more current languages, such as C#
or Java, and are used in a simulation environment
with graphical user interfaces (GUI) such that the
code itself is hidden from the user.

The purpose of this chapter is to provide some
understanding of the functionality of a modern

procedural language.It is basedupon Matlab which
is an interpretive language.All of the Matlab func-
tions are themselves written in C# code and have
been pre-compiled ready for execution. The fol-
lowing chapter provides some understanding of
the functionality of a block orientated language
and is based upon Simulink, the blocks of which
are written in Matlab code.

The intention is that the reader should have
access to Matlab and Simulink and try out the
various functions and programs alongside reading
the chapters. It is only by using the languages and
exploring their functionality that understanding
can be developed and experience gained. Provid-
ing a comprehensive coverage of both Matlab and
Simulink in a couple of chapters is neither feasible
nor desirable.

There are many good texts on Matlab and
Simulink. Most introduce the functionality of the
languages in a domain context, an excellent ex-
ample of which is the text by Wilkie (2002). For
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more detailed information the reader is referred
to the Matlab handbooks, in particular to the Stu-
dent Versions, which are well organised and sur-
prisingly readable.

97.1 The Matlab User Interface
The Matlab user environment is Windows based.
The various windows are opened and closed from
the Matlab“desktop”menu and all have drop down
menus for file handling, editing, viewing, help, and
so on.Central to the use of Matlab is the“command
window”at which instructions (or statements) are
entered and from which programs are controlled.
Associated with the command window is the “cur-
rent directory” window which lists all the files
in the Matlab work directory and the “command
history” window which provides a log in reverse
chronological order of the instructions used.

The variables created in the command window
and manipulated by programs reside in the Mat-
lab “workspace”. The workspace is virtual but its
contents may be viewed in a separate workspace
window.The variables may also be listed,or details
provided, in the command window by using the
functions:

who
whos

They can also be deleted individually or collec-
tively from the command window:

clear

Matlab works in commandmodewhichmeans that
any instruction correctly entered at the prompt,
followed by pressing either the “enter” or “return”
key, will be executed immediately. It then goes into
an idle mode until the next instruction is entered.

There are essentially four different types of in-
struction that can be entered at the prompt which
are used to:

• invokea valid Matlab operation or function.The
results are displayed as appropriate. In effect
Matlab is being used as a calculator, albeit an
extremely powerful one.

• execute an equation. Variables are assigned
and/or their values in theworkspace changedac-
cording to an equation consisting of valid Mat-
lab operators and functions. Again, results are
displayed as appropriate.

• activate a user defined program, referred to as
an M-file. The program then runs, interacting
with the variables in the workspace, until either
it completes according to logic within the pro-
gram or is aborted.

• launch a Matlab toolbox. Whereas Matlab has
a wide range of mathematical functions, they
are largely generic. For specific application do-
mains there are a number of toolboxes,eachwith
its own dedicated functions. Simulink is such a
toolbox. Other toolboxes are available for han-
dling control systems, signal processing, fuzzy
logic, neural nets, and so on.

A particularly useful feature of the command win-
dow is use of the ↑ key for entering instructions.
Pressing the ↑ key at the prompt will cause the last
entry to be repeated. Pressing the ↑ key repeatedly
causes previous entries to be repeated in reverse
chronological order. If the ↑ key is pressed after
the first few characters of an instructionhave been
entered, the last entry whose first characters match
those entered will be repeated. Once the required
instructionhas been selected, it may be edited if/as
appropriate and executed.

Matlab has extensive help facilities. These can
be accessed from a menu in the command window.
Alternatively, information about specific functions
can be listed by typing in “help” followed by the
name of the function at the prompt. This provides
information about the structure, arguments, for-
mat, etc., of the function together with examples.
Note the “see also” list of functions at the end of
the listing which can give inspiration when uncer-
tain about what function to use.
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97.2 Array and Matrix
Operations

Fundamental to Matlab’s power and flexibility is
its array and matrix handling capability. Data is
stored either in scalar or array form: arrays may be
one dimensional (vectors) or two or more dimen-
sional (matrices). There are multiple instructions
for manipulating data within arrays and for car-
rying out linear and matrix algebra. Some simple
examples follow.

Variables are declared at the prompt in the
command window as and when required. They
then exist within theworkspaceuntil deleted.Thus:

x = [1, 2, 3, 4, 5]

creates a row vector x. Note that either commas or
spaces are used to separate the elements of the vec-
tor. Note also that the vector is created with square
brackets: all vector and matrix operations require
square brackets.The vector x can be translated into
a column vector by using the transpose operator:

x = x′

Alternatively, it could have been entered as a col-
umn vector by use of semicolon separators:

x = [1; 2; 3; 4; 5]

The Matlab function forcreating vectors of equally
spacedvalues is“linspace”.This is useful, for exam-
ple, in defining axes for data and plots. The argu-
ments of linspace are respectively: first value, last
value, number of values.

y = linspace (0, 10, 11)

This produces a row vector of eleven elements of
value 0 through to 10. Note that the arguments
for linspace are embraced by round brackets, even
though a vector is being produced. Arguments of
Matlab functions are always contained in round
brackets.

Matrices are created in much the same way
as vectors. Consider, for example, the A matrix of
the numerical example on matrix version of Chap-
ter 79:

A = [1, 2, 0; 3, −1, −2; 1, 0, −3]

Its inverse is found using the “inv” function:

inv(A)

Taking out the determinant of A as a factor yields
the adjoint:

d = det(A)
Adj = d ∗ inv(A)

Referring to Worked Example No 2 of Chapter 79,
for which the A matrix is as follows:

A = [0, 1, 0; −2, −3, −0.076; 3, 0, −3]

the eigenvalues of A are given by:

E = eig(A)

The eigenvectors and eigenvalues of A are returned
if the “eig” function is used with the following for-
mat:

[V, D] = eig(A)

where V is the matrix of eigenvectors and D is the
trace of eigenvalues.

The eigenvector corresponding to the first
eigenvalue is the first column of the matrix V, and
so on. That this is the same as the eigenvector r1 in
WorkedExampleNo 2 of Chapter 79 can bedemon-
strated by the following operation:

V(: , 1) = V(: , 1)/V(1, 1)

Note the use of the colon operator. The above in-
struction selects the elements in every row of the
first column of the matrix V and divides them by
the value of the element in the first row of the first
column of V (the top left hand corner which hap-
pens to have a value of −0.451).The colon operator
is a very powerful means of editing values in rows
or columns of matrices.

97.3 Curve Fitting
The ability to fit a polynomial to a set of data is
a useful empirical technique. Consider the specific
heat vs temperature data fromWorked Example No
1 of Chapter 83:

T = linspace(50, 95, 10)
Cp = [6.72, 6.91, 6.85, 6.97, 7.01, 7.12, 7.14,

7.22, 7.18, 7.27]
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Whilst it is known a priori that this is essentially a
linear relationship, a third order polynomial may
nevertheless be fitted to this data using the “poly-
fit” function:

[P, S] = polyfit(T, Cp, 3)

This returns a row vector P containing the coeffi-
cients of the polynomial:

Cp = 0.T3 + 0.T2 + 0.0236T + 5.7299

Whilst Matlab was asked to fit a third order poly-
nomial to the data, it appears that the best fit that
it could find in a least squares sense was linear.
However, if the floating point format is changed to
provide more significant figures, it can be seen that
the higher order coefficients do indeed exist:

format long e

Entering the name of a variable at the prompt
causes its value in the workspace to be displayed.
Typing in P thus reveals the coefficients to be:

Cp = −3.4188 × 10−7T3 − 4.6853 × 10−5T2

+ 0.023595T + 5.7299

Restoring the format to its previous form, thevalue
of Cp predicted by the polynomial at any point, say
T = 70, is found to be 7.0347 using the “polyval”
function:

format short
polyval (P, 70)

The predicted values of Cp for all the values in T
are returned using a row vector:

Cphat = polyval (P, T)

97.4 Root Finding
It is particularly helpful in stability analysis, for
example, to be able to find the roots of a polyno-
mial function.Consider the characteristic equation
from Worked Example No 1 of Chapter 74:

s3 + 6s2 + 11s + 6 (K + 1) = 0

To find its roots when K = 1.0 requires the poly-
nomial to be declared as a row vector as follows:

K = 1.0
f = [1.0, 6.0, 11.0, 6.0 ∗ (K + 1)]
roots(f)

The roots are returned as a column vector corre-
sponding to the factorisation:

f(s) = (x + 4)(x + 1 + j1.4142)(x + 1 − j1.4142)

Just as the roots of a polynomial can be found us-
ing the“roots” function, so too can the polynomial
corresponding to a set of roots declared in a col-
umn vector be found using the “poly” function:

r = [−4.0; −1.0 − 1.4142j; −1.0 + 1.4142j]
poly(r)

97.5 Multiplying and Dividing
Polynomials

Polynomial multiplication is realised by the“conv”
function. This is especially useful when working
out open and closed loop transfer functions. Con-
sider the characteristic equation of Worked Exam-
ple No 3 of Chapter 71:

(5s + 1) (1 − 0.5s)

s. (10s + 1) (0.5s + 1)2 (0.2s + 1)
+ 1 = 0

The denominator is formed by convolution ofden1
and den2, den1 being the quadratic and den2 the
product of the other terms. Note the trailing zero
in den2 to ensure that it is treated as a third order
polynomial:

den1 = [0.25, 1.0, 1.0]
den2 = [2.0, 10.2, 1.0, 0.0]
den = conv (den1, den2)

The characteristic polynomial is thus found by
cross multiplication:

num = [0, 0, 0, −2.5, 4.5, 1.0]
fs = num + den

resulting in:

f(s) = 0.5s5 + 4.55s4 + 12.45s3 + 8.7s2 + 5.5s + 1

Note the leading zeros in the numerator necessary
for dimensional consistency during the addition.

Polynomial division is realised by the“deconv”
function:

[q, r] = deconv(h, g)

This should be interpreted as follows: q(x) is the
quotient polynomial obtained by dividing h(x) by
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g(x), the remainder being r(x)/g(x). Note that g(x)
must not have any leading zeros.For example,with:

h = [1, 9, 27, 28]
g = [1, 3]

deconvolution results in
x3 + 9x2 + 27x + 28

x + 3
= x2 + 6x + 9 +

1

x + 3

97.6 Differentiating
Polynomials

Differentiation of a polynomial is simple. For ex-
ample:

fsprime = polyder(fs)

gives:

df(s)

ds
= 2.5s4 + 18.2s3 + 37.35s2 + 17.4s + 5.5

So far, all the polynomials considered have been
simple. Matlab can also handle rational polyno-
mials, that is ratios of polynomials, for which the
numerators and denominators are handled sepa-
rately. Consider the calculation of the break point
in Worked Example No 3 of Chapter 74:

K =
−(s3 + 3s2 + 2s)

s + 5
This may be cast in the form of two polynomials:

num = [−1.0, −3.0, −2.0, 0.0]
den = [1.0, 5.0]

The derivative of this rational polynomial with re-
spect to s is also found using the“polyder”function
but with different arguments:

[nd, dd] = polyder(num, den)

which results in:
nd = [−2.0, −18.0, −30.0, −10.0]
dd = [1.0, 10.0, 25.0]

and corresponds to:

dK

ds
=

−(2s3 + 18s2 + 30s + 10)

s2 + 10s + 25

97.7 Finding Partial Fractions
As seen with inverse Laplace transformation, find-
ing the partial fractions of any rational polynomial
can bea non-trivial task.Consider a function of the
form considered in Example No 5 of Chapter 70:

f(s) =
1

s2(5s + 1)

for which:
num = [1.0]
den = [5.0, 1.0, 0.0, 0.0]

Partial fractions are obtained using the “residue”
function:

[r, p, k] = residue (num, den)

Note that r and p are column vectors and k is a
scalar:

• r contains the residues (coefficients of the par-
tial fractions) which are 5.0, −5.0 and 1.0

• p contains the poles of the partial fractions
which are −0.2, 0 and 0 respectively

• k is the integer number of times that den divides
into num, 0 in this case

The partial fractions are thus:

f(s) =
5

s + 0.2
−

5

s
+

1

s2
=

25

5s + 1
−

5

s
+

1

s2

Note that rational polynomials can be constructed
from partial fractions by using the residue com-
mand in reverse:

[n, d] = residue (r, p, k)

97.8 Display Functions
As stated, whenever an instruction is executed the
results are displayed. The standard Matlab display
is text in which the values of the variables calcu-
lated are displayed in scalar, vector or matrix for-
mat. If the instruction is an operation or function,
rather than an equation, the result is assigned to
the variable ans (short for answer) which can then
be used as a variable in subsequent instructions.

The standard displays are rather sparse. To
make more effective use of screen space the user is
recommended to use the function:
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format compact

The original spacing can be restored by:

format loose

Another way of making more effective use of
screen space is to put a semicolon at the end of
instructions as appropriate. The semicolon sup-
presses the display of the results but does not stop
the instruction from being executed.

Matlab supports a wide range of functions for
displaying results as 2D and 3D graphics.An intro-
duction to 2D graphics follows. Consider again the
data from Worked Example No 1 of Chapter 83.

T = linspace (50, 95, 10)
Cp = [6.72, 6.91, 6.85, 6.97, 7.01, 7.12, 7.14,

7.22, 7.18, 7.27]

Cp (y axis) can be plotted against T (x axis) using
the “plot” function:

plot(T, Cp)

Note that the x axis always comes before the y axis
in the arguments of the plot function. Also note
that the data for the plot command is held in vec-
tors,and that each vector must have the same num-
ber of elements.

The plot is produced in a separate “plot win-
dow”. Use of the Alt-Tab keys enables the user to
toggle between the workspace, the plot and indeed
other windows.

For estimating values it is helpful to superim-
pose grid lines on the plot:

grid

To zoom in on part of the plot:

zoom

anddrag themouse,pressing its LHS button,across
the plot to define the zoom area.

Plots can be annotated with axes and a title:

xlabel (‘rubbish in’)
ylabel (‘rubbish out’)
title (‘a load of rubbish’)

Text can be placed on the plot using the co-
ordinates of the x and y axes:

text (75.0, 7.1, ‘lost the plot’)

The default plot uses a solid blue line and no mark-
ers. There are many options concerning colour,
symbol and line type which are articulated by
means of a third argument.

For example, plotting with crosses only at the
data points or with red pluses/dotted lines:

plot (T, Cp, ‘x’)
plot (T, Cp, ‘r+:’)

Matlab enables multiple plots on the same axes.
For each additional plot the x and y axes must be
added into the arguments of the plot function. Re-
call that a third order polynomial was fitted to the
Cp T data. The fitted values can be superimposed
on the plot as follows:

plot (T, Cp, T, Cphat)

All of the above functions can also be realised from
either the insert or the toolsmenus of the plot win-
dow or from icons on the plot window’s toolbar.

97.9 Statistics Functions
Matlab supports a wide range of statistical func-
tions. As a basis for demonstrating some of these,
the data from Table 83.2 is entered as four vectors:

t = linspace (8.5, 11.5, 7)

y = [0.781, 0.843, 0.841, 0.840, 0.850, 0.852, 0.855]

r = [1.533, 1.428, 1.567, 1.496, 1.560, 1.605, 1.487]

v = [0.027, 0.066, 0.140, 0.294, 0.541, 1.048, 1.810].

Univariate summary statistics, such as average and
standard deviation, may be found using the func-
tions:

mean (y)
std (r)

Theviscosity v may be linearised,standardisedand
plotted as follows:

vg = log (v)
vs = (vg − mean (vg))/std (vg)
plot(t, vs)

which confirms that the “log” function is effective
for linearising the data which is more or less sym-
metrical about the mean.
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Various forms of cross correlation function are
supported by Matlab. It is the unbiased form that
is equivalent to the cross correlation function de-
fined by Equation 82.16. For example:

ys = (y − mean (y))/std (y)
xcorr (ys, vs, ‘unbiased’)

Inspection of the results of the “xcorr” function
reveals a maximum at mid range which is not un-
expected since there were no delays in the original
data.

For finding multivariate summary statistics it
is necessary to assemble the data into a matrix in
which the columns correspond to the variables y, r
and log v and the rows to data sets:

X = [y′, r′, vg′]

Hence the covariance and correlation matrices can
be found:

S = cov (X)
P = corrcoef (X)

As explained in Chapter 82, because of the diverse
units, it is difficult to interpret the covariance ma-
trix but the correlation matrix reveals a strong re-
lationship between conversion and viscosity.

97.10 Import and Export of
Data

Using Matlab often requires that data be imported
from a different environment.A typical scenario is
that plant data has been gathered on a real-time
basis, using some archiving package and/or histo-
rian tool, and is to be analysed using Matlab func-
tions. There are several means of importing data
into Matlab, but the two most common are as ASCI
files and from Excel spreadsheets.

Suppose thedata to be importedhasbeen saved
in columns in an ASCI file called jumbl with a dot
extension (.asc). First the file has to be copied into
the working directory.Bydefault, this is designated
as the“work”directory but other directories can be
used provided they are added to the Matlab search
pathusing the“addpath”function.The file can then
be loaded into the workspace as follows:

load jumbl.asc

To check that it has been loaded successfully any
column, say the tenth, may be listed using the in-
struction:

jumbl (:,10)

plotted using the instruction

plot (jumbl(:,10))

Similarly data in an Excel file called jungl with a
dot extension (.xls) and saved into the work direc-
tory can be loaded into the workspace using the
“xlsread” function:

xlsread jungl

Note that there is an “import data” function avail-
able under the file menu of the command window
which launches an import window. This enables
the source directory to be selected (the default is
work), the file type to be specified and the datafile
to be selected.

It is also often necessary to export data from
Matlab to a different environment. Typically re-
sults, in the form of a graph, have to be exported
into a Word or PowerPoint file. This is easily done
by means of cut and paste from the edit menu of
the plot window. If pasting into a Word file, it is
important to use the paragraph format function
beforehand to ensure that there is sufficient spac-
ing before and after the paragraph where the plot
is to be pasted. Once pasted, whether in Word or
PowerPoint, the size of the plot can be adjusted by
means of the handles at the plot corners.

97.11 Script M-Files
Working in command mode is realistic for simple
tasks of a once-off nature. However, for more com-
plex tasks, which may be repetitive in nature and
involve multiple instructions, command mode is
tedious. What is required is a program. A Matlab
program is essentially a text file, known as a script
file and also referred to as an M-file because of the
dot extension (.m). The script file contains Matlab
commandswhich,when the file is initiated,are exe-
cuted as if they had been typed in command mode.
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A script file is created from the command window.
Under the filemenu,select the newoption and then
the M-file option. This opens up the “text editor”
window in which Matlab commands can be gen-
erated and edited. The text editor provides much
of the functionality of a conventional word pro-
cessor with pull down menus to open/close files,
cut/copy/paste text, search, help, etc..

Program 97.1 is an example is of a simple script
file based on Worked Example No 2 of Chapter 83:

Program 97.1. Determination of multiple linear regression coef-

ficients

% X is the matrix of refractive index and

viscosity (input) variables.

% Note that log of raw values of viscosity is

used.

X = [1.0, 1.533, -1.569; 1.0, 1.428, -1.181;

1.0, 1.567, -0.854; 1.0, 1.496, -0.532;

1.0, 1.560, -0.267, 1.0, 1.605, 0.020;

1.0, 1.487, 0.258];

%

% Y is the conversion (output) variable.

Y = [0.781, 0.843, 0.841, 0.840, 0.850,

0.852, 0.855]’;

Ym = mean (Y)

%

% Calculate vector of b coefficients from

Equation 83.14.

B = inv (X’*X)*X’*Y

% Yh is the vector of fitted values from

Equation 83.15.

Yh = X*B;

%

% Validate model by means of a scatter plot.

% Xaxis is fitted values, Yaxis is residuals.

Xaxis = Yh;

Yaxis = [Y-Yh];

% Plot residuals versus fitted values

(scatter plot).

plotmatrix (Xaxis, Yaxis)

%

% Calculate goodness of fit from

Equation 83.11.

R2 = [Yh-Ym]’*[Yh-Ym]/([Y-Ym]’*[Y-Ym])

%

Having created and edited the script file, it is saved
from the file menu of the text editor in the work-
ing directory with a dot extension (.m). Suppose it
is saved as jumbl.m. Typing the file name without
the dot extension, jumbl in this case, at the prompt
in the command window causes the M-file to be
executed.

Note the use of comment statements, prefixed
by %, to annotate and space out the program.

97.12 Program Structure
Program 97.1 has no structure: starting with the
first, each instruction is executed in turn until the
last is reached and the program stops. It is much
more usual for a program to have structure. Typi-
cally there are three sections to a program:

• Initialisation: this consists of instructions for
setting up the problem. These include declara-
tion of constants, initialisation of variables, def-
inition of vectors and matrices, input of user
defined parameters, etc.

• Recursion: the main body of the program, at the
heart of which is likely to be one or more rou-
tines which are executed recursively. Recursion
is characterised by“for” loops and“while” loops.
Program flow is driven by the recursion, sub-
ject to the constraints of logic which is normally
characterised by “if-else” constructs.

• Presentation: this concerns the outcome of the
program. In essence, results are generated and
data saved during the recursion. Those results,
or a subset thereof, are then displayed as text
to the user in the command window. Alterna-
tively, the data is manipulated for presentation
in graphical format in plot windows.

Program 97.2 illustrates this structure. It has been
written to solve the following problem:

x = y +
k1.(a − x)(a − x − y)(2a + 2x)2

(3x + y)3.p2

y =
k2.(x − y)(a − x − y)

(3x + y)



97.13 Control Loop Simulation 787

Program 97.2. Search for equilibrium conditions

echo off

% A is initial concentration, 2.5<A<4.0kg/m³.

a = input (‘value of A = ’);

% P is pressure in system, 4.0<P<8.0bar.

p = input (‘value of P = ’);

% K1 and K2 are given rate constants.

k1 = 1.022;

k2 = 4.904;

% Initialise error criterion.

emin = inf;

%

% x and y are concentrations in range

0-1.0 kg/m³.

% Search directions have 100 steps so

resolution is 0.01.

%

for j = 1:100

y = j/100;

for k = 1:100

x = k/100;

X = y+k1*(a-x)*(a-x-y)*(2*a+2*x)^2/

(3*x+y)^3/p^2;

E = abs(x-X);

Y = k2*(x-y)*(a-x-y)/(3*x+y);

F = abs(y-Y);

if (E+F) < emin

emin = E+F;

kmin = k;

jmin = j;

end

end

end

%

disp ([’estimate of x is ’, num2str

(kmin/100)]);

disp ([’estimate of y is ’, num2str

(jmin/100)]);

%

These equations describe a chemical equilibrium
in which x and y are the concentrations at equilib-
rium of two reagents, a is an initial concentration
and p is the reaction pressure. The problem is to
find values for x and y that simultaneously satisfy
both equations for any specified values of a and p
within the ranges of 2.5 < a < 4.0 kg m−3 and
4.0 < p < 8.0 bar, for a given reaction tempera-
ture and hence fixed rate constants of k1 = 1.022
and k2 = 4.904.

There is no obvious analytical solution to this
problem so a search approach has been adopted. It
is presumed that there is a unique solution. Sup-
pose the correct values of x and y chosen. If these
values are substituted into theRHS of the two equa-
tions, the values of the RHS should agree with the
LHS, i.e. the values chosen. Otherwise a discrep-
ancy will exist. The program therefore systemati-
cally substitutes valuesofx andy into the equations
and determines discrepancies: the pair of x and y
values with the smallest discrepancies correspond
to the solution.

Note the use of case: lower case x and y to de-
note the search values and upper case X and Y to
denote evaluationsof theRHS of the two equations.

There are many refinements that could be
made to this program. For example, the search
could be made more efficient by alternating the
search direction between x and y axes when the
smallest discrepancy along one axis has been
found. The accuracy of the solution could be im-
proved by increasing the resolution once the solu-
tion has initially been located. However, the point
of the program is to illustrate recursion, nested
loops in this case, and the use of logic to control
program flow rather than to demonstrate perfec-
tion.

97.13 Control Loop Simulation
At the heart of any program to simulate a process
control system is the numerical integration used
to solve the differential equations used to represent
the system’s dynamics.Program 97.3 illustrates the
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use of Euler’s explicit method of numerical inte-
gration,as explained in Chapter 96. It simulates the
process control loop described in Worked Example
No 3 of Chapter 73 and depicted in Figure 73.10.
Thevariables in theprogramarenamed asdenoted
in Figure 73.10.

Central as the numerical integration may be,
it only accounts for a small proportion of Pro-
gram 97.3. Inspection of the program reveals that,
ignoring the comments, there are 68 lines of Mat-
lab code.Notwithstanding the PID controller itself,
only three of these lines of code concern the algo-
rithms for numerical integration. The rest concern
a variety of features specific to process control,
such as the handling of normal values, bias, sat-
uration and integral windup. That is quite typical.

Program 97.3 has a large initialisation section
which, amongst other things, includes statements
to enable the user to enter the controller’s param-
eters Kc, Tr and Td at the prompt in the command
window: it is presumed that other parameters will
be changed by editing the M-file itself. The re-
cursion section consists of one big “for loop”. In
essence, each iteration of the loop progresses the
simulation by one step, the values of the variables
predictedat the end of one stepbecoming the start-
ing point for thenext step.Thepresentation section
simply generates a plot of the data saved during the
main recursion.

Program 97.3. Process control loop simulation

% Define system parameters: gains

dimensionless, time in mins.

Kv = 1.0; Tv = 0.2; Kp = 5.0; Tp = 10.0;

L = 1.0; Km = 1.0; Tm = 0.5;

% Note, for numerical stability:

Tv, Tm > 2% of Tp.

%

% Define disturbances: times in mins.

dr = 10; drt = 1; dd = -10; ddt = 10.0;

% Normal values of control signals:

range 0-100%.

r0 = 50; e0 = 0; u0 = 50; f0 = 50; p0 = 50;

d0 = 0; y0 = 50; m0 = 50;

% Initialise simulation variables.

f = f0; ia = 0; m = m0; mp = m0; p = p0;

t = 0; u = u0; y = y0;

%

% Establish step length and run time.

dt = Tp/200; stop = 600;

%

% Initialise vectors for display purposes.

R(1) = r0; T(1) = 0; U(1) = u0; Y(1) = y0;

%

% Establish process delay.

n = round(L/dt);

for i = 1:n

Q(i) = p0;

end

%

% Enter controller parameters.

echo off;

disp ([’classical form of PID with deriv

feedback’]);

Kc = input (’value of prop gain = ’);

Tr = input (’value of reset time (mins) = ’);

Td = input (’value of rate time (mins) = ’);

if Tr = = 0

Tr = 0.01;

end

% Controller gains as per Equation 31.8.

Ki = Kc*dt/Tr; Kd = Kc*Td/dt;

%

% Recursion of loop dynamics.

for j = 1:stop

t = t+dt;

T(j+1) = t;

%

% Dynamics of controller.

if t < drt

r = r0;

else

r = r0+dr;

end

R(j+1) = r;

e = r-m;

% Apply anti-windup to I action.

if u = = 0

u = u0+Kc*e+ia-Kd*(m-mp);

elseif u = = 100

u = u0+Kc*e+ia-Kd*(m-mp);
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else

ia = ia+Ki*e;

u = u0+Kc*e+ia-Kd*(m-mp);

end

% Force controller saturation.

if u < 0

u = 0;

end

if u > 100

u =100;

end

U(j+1) = u;

%

% Dynamics of i/p converter, actuator,

positioner & valve.

f = f+(Kv*(u-u0)-(f-f0))/Tv*dt;

%

% Dynamics of process.

p = p+(Kp*(f-f0)-(p-p0))/Tp*dt;

% Force process saturation.

if p < 0

p = 0;

end

if p > 100

p = 100;

end

%

% Dynamics of delay.

if t < ddt

d = d0;

else

d = d0+dd;

end

y = Q(1);

for i = 1:n-1

Q(i) = Q(i+1);

Q(n) = p+d;

end

Y(j+1) = y;

%

% Dynamics of sensor, transducer &

transmitter.

mp = m;

m = m+(Km*(y-y0)-(m-m0))/Tm*dt;

%

end

%

plot(T,R,’g’,T,U,’b’,T,Y,’r’)

zoom

%

Using Program 97.3 to apply the continuous cy-
cling test, as explained in Chapter 24, to the sys-
tem of Figure 73.10, results in a controller gain of
KCM = 2.47 for marginal stability. This compares
with the true value of KCM = 2.29 derived from fre-
quency response analysis in Worked Example No 3
of Chapter 73. The inaccuracy, some 8%, is due to
thenumerical integration.Using a better algorithm
would clearly improve the accuracy.

The step length is 1/200th of the dominant time
constant to allow for a certain amount of stiffness.
Assuming the smallest time constant is no less than
1/50th (i.e. 2%) of the dominant time constant, the
corresponding minimum of four steps per time
constant is sufficient to prevent problems with nu-
merical stability.The run time is chosen to be three
times the dominant time constant: that is quite suf-
ficient time to observe the dynamic response of the
system.For example, in the continuous cycling test,
it is long enough for five cycles.

97.14 Function M files
So far, all of the functions used in this chapter have
been predefined Matlab functions which, for most
purposes, are quite sufficient. However, there is
provision to create user defined functions, referred
to as function M files. These are created using the
text editor in exactly the same way as script M files.
It is the syntax of the first instruction of a function
M file that distinguishes it from a script M file.

For illustrative purposes it is convenient to use
the Matlab function ode45 since it requires the use
of a function M file. The function ode45 is a good
general purpose ODE solver, the function M file
being used to return values of the derivatives for
a given time span and set of initial conditions. To
demonstrate the use of ode45, the state space de-
scription of Worked Example No 1 of Chapter 80
is solved.
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The following function M file is created and saved
in a file called loop with a dot extension (.m).

function xprime = loop (t, x);

K = 4.0;

% K = 10.0 for marginal stability.

U = 1.0;

% Unit step change in set point.

xprime = [x(2); -2*x(1)-3*x(2)-2*K*x(3)

+2*K*u;3*x(1)-3*x(3)];

Note that both xprime and x are 3×1column vec-
tors.

To use ode45 the time scale and initial condi-
tions have to be specified in the command window:

tspan = [0,10];
x0 = [0, 0, 0];

The first of these sets a time scale of 10 min, the
step length being decided by the solver. The so-
lution is obtained by entering, at the prompt, the
instruction:

ode45 (‘loop’, tspan, x0);

The function solves the ODEs and automatically
generates a plot. Access to the data generated is
provided by means of output arguments:

[t, x] = ode45 (‘loop’, tspan, x0);

It is worth noting that all of the standard functions
in Matlab and its toolboxes are themselves created
as function M files.

97.15 Comments
It should be emphasised that Matlab and Simulink
have been chosen as vehicles for introducing the
functionality of modern simulation languages be-
cause they are what the author is familiar with.
Whilst they are almost a de-facto standard in
academia for dynamic simulation, and are indeed
used to a significant extent in industry, it is neither
intended to suggest that they are theonly languages
available for dynamic simulation nor that they are
the best.

Copyright

MATLAB and Simulink are registered trademarks
of The MathsWorks Inc.
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98.1 The Simulink Environment

98.2 First Order Step Response

98.3 Control Loop Simulation

98.4 State Space Models in Simulink

98.5 State Feedback Regulator Example

98.6 Dynamic Process Simulators

This chapter focuseson dynamic simulation based
upon languages which use configurable function
blocks. The main focus of the chapter is Simulink,
a simulation environment which supports models
developed by configuring functions together as ap-
propriate, the functionsbeing realised by blocksof
code written in Matlab. A number of examples are
provided, ranging from simple to complex, each
of which relates to problems described elsewhere
in the Handbook. These examples are used to de-
scribe the functionalityof Simulink and, in partic-
ular, to illustrate the interfaces between Simulink,
Matlab and the user. Finally, there is a section, in
the interest of balance andcompleteness,on theuse
of proprietary dynamic process simulators. These
too provide a block orientated simulation environ-
ment but are designed around the needs for simu-
lating plant items and process dynamics.

98.1 The Simulink Environment
As with Matlab, Simulink is Windows based. It is
accessed either by clicking on the Simulink icon in
the Matlab toolbar or else by typing in “Simulink”
at the prompt in the Matlab command window.
This opens up the “Simulink library browser”win-
dow which essentially provides for three types of
activity:

• Drop down menus and icons for file handling
which enables new Simulink files to be created
and existing files to be opened, edited, saved,etc.
All Simulink files have a dot extension (.mdl).
• Selection of functions which, by means of drag

and drop, can be moved into a file being edited.
The functions are organised into the following
browser categories:

commonly used blocks
continuous
discontinuities
discrete
logic and bit operations
lookup tables
maths operations
model verification
model wide utilities
ports and sub systems
signal attributes
signal routing
sinks
sources
user defined functions
additional maths and discrete

• Selection of Matlab toolboxes which can them-
selves be expanded into further categories of
functions for use with Simulink. Note that the
toolboxes available depend upon the licence but
typically could include:
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control system toolbox
model predictive control toolbox
neural network blockset
stateflow
system identification toolbox, etc.

A Simulink model is created in the “model” win-
dow. Clicking on the new file icon in the browser
window toolbar opens up a model window with the
name of “untitled”. It is convenient for model de-
velopment to have the browser andmodel windows
side by side: the browser window needs to be some
30% of the width of the screen and the model win-
dow the other 70%. For large models, the model
window can be maximised and the Alt-Tab keys
used together to toggle between the browser and
model windows.

The model is developed by configuring func-
tions together in the model window.Each function
is selected from the panel obtained by opening up
the appropriate browser category. Left clicking on
the icon enables the function to be dragged from
thebrowser panel and dropped into themodel win-
dow.The functions are arranged in the model win-
dow in a suitablemanner: convention is to have the
inputs on the LHS and the outputs on the RHS.

Functions are interconnected by clicking (LHS
mouse button) on the output handle > of one icon
and dragging a line out/across the screen to the
input handle > handle on another icon. The same
can be achieved, more simply, by clicking on the
output icon, holding down the Ctrl key and click-
ing on the input icon. The connection between any
two icons will automatically adjust itself if the po-
sition of either function is changed in the model
window.Faulty connections etc. can be removed by
clicking on them and pressing the Del key.

Note that,if necessary,theorientation of a func-
tion’s icon can be changed by selecting the icon
(LHS mouse click) and using the“rotate block”op-
tion within the format menu of the model window.

Every function moved into the model win-
dow must be parameterised. Double clicking (LHS
mouse button) on the function’s icon will open up
a “block parameters” dialogue box into which the
function’s parameters have to be entered as appro-

priate. Specific values may be entered or the names
of variables that exist in the Matlab workspace.

A key dialogue box is that for “configuration
parameters” which is found under the simulation
menu of the model window. This dialogue box has
two panels: a selection panel and, for each option
selected, a parameterisation panel. The two most
commonly used selections are:

• Solver. This enables the run time, that is
start/stop times, step size, algorithm for numer-
ical integration, etc., to be specified.

• Data import/export. This provides control over
the Matlab/Simulink interface.

A trivial example concerning the step response of
a first order system follows to introduce some of
the functionality of Simulink.

98.2 First Order Step Response
Open up an untitled model window as explained
above.Select the following functions in thebrowser
window and drag their icons into the model win-
dow:

transfer function from continuous
scope sinks
out (or outport) sinks
step sources

Configure the icons in the model window as de-
picted in Figure 98.1. Connect the output of the
step icon to the input of the transfer function icon,
and the output of the transfer function icon to the
input of the scope icon. The transfer function icon
is also to be connected to the out icon. This is done
by back connecting the input of the out icon to
the connection between the transfer function and
scope icons.

The names of the functions can be changed
by clicking on the name and editing as appropri-
ate. For example, change the name of the transfer
function to“lag”.Also note that text may be written
anywhere in the model window: moving the cur-
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Fig. 98.1 Model of first order lag (Simulink)

sor to the appropriate position and double clicking
opens up a text box.

Open up the blockparameters dialogue box for
the step function and define a unit step after unit
time (say, 1 min). Likewise for the transfer func-
tion:

numerator [1.0]

denominator [0.5, 1.0]

These correspond to the coefficients of s in the
transfer function 1/(0.5 s + 1) of a half minute
time lag.

To complete model definition, open the config-
uration parameters dialogue box. Select the solver
panel and set the stop time to 10.0 (min) and
the maximum step size to 0.01. In the data im-
port/export panel select (tick) both time (tout) and
output (yout). Then click OK.

Having built the model it is perhaps wise to
save it before going any further. Select “save as”
from the "file" menu of the model window and
save the model as time lag without any extension.
A model file called time lag.mdl will be saved in
the Matlab work directory. The file may be closed
from the file menu of the model window. Opening
it up again requires use of the file menu or the open
icon in the browser window.

The model can be run from the simulation
menu. Click on “start” and a beep will be heard
when simulation is complete. Because the time lag
model is trivial this is almost instantaneous. The
response can be observed by opening up the scope:
clicking on thebinocularsbutton automaticallyad-
justs the scaling.

The model can clearly be changed by entering dif-
ferent values for the parameters as appropriate,
the simulation repeated and a new response ob-
served. Note that whenever the model definition
is changed, the new model must be saved prior to
simulation to affect the changes.

The function of the outport is to make values
generatedwithin Simulink availablewithin Matlab.
Remembering that the Alt-Tab buttons are used
to toggle between the Matlab and Simulink envi-
ronments, typing “who” at the command prompt
will reveal that both tout and yout are indeed in
the Matlab workspace. The following instruction
shouldproduce the sameresponseaswasdisplayed
by the scope:

plot (tout, yout)

Similarly, it is important to be able to pass param-
eters from the Matlab workspace into Simulink
models. This is realised by using variables in the
model definition.For example,assign values to two
variables in the workspace as follows:

K = 1.0

T = 0.5

Then, in the model time lag, edit the transfer func-
tion block’s parameters as follows:

numerator [K]

denominator [T, 1.0]

If the model is saved and then run again, the re-
sponse should be exactly the same as before.

98.3 Control Loop Simulation
An important feature of Simulink is the ability to
create subsystems.This is particularly useful when
building large models since subsystems:

• are depicted by a single icon, with inputs and
outputs as appropriate, which take up much less
space in the model window and make for sim-
pler looking models.

• provide a degree of robustness since,once a mo-
del is developed,testedandsaved as a subsystem,
its content cannot inadvertently be changed.
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• can be nested enabling a layered approach to
modelling.For example, subsystems may be cre-
ated forplant items and combined into a process
model which, together with other process mod-
els, may become subsystems within a model of a
control system.

To illustrate the principle, a Simulink model of a
PID controller is developed and used as a subsys-
tem within the Simulink model of a control loop.
The controller is of the derivative feedback formof
Equation 23.7, apart from not having a bias since
the model itself is in deviation form, and is de-
picted in Figure 98.2.

The controller is created from the following
functions:

derivative from continuous
integrator continuous
3 gains maths operations
sum maths operations

The values entered for the gain in the dialogue box
of the gain function blocksare as follows: KC = 1.0,
TR = 3.0 and TD = 0.8. Note that the element-wise
(K.∗u) method of multiplication must be selected
in each case. Otherwise all of the default parame-
ters are sufficient.

Having developed the model of the controller,
it is then converted into a subsystem using the“se-
lect all” and “create subsystem” options under the
edit menu. The subsystem may then be saved as a
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Fig. 98.3 Model of process control loop (Simulink)
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file with a dot extension (.mdl) in its own right or
else cut and pasted into other Simulink models.

In this case it is incorporated into a model of a
control loop,as depicted in Figure 98.3,which is ex-
actly the same loop as that simulated by procedural
means in Program 97.3.The rest of the control loop
is created from:

3 transfer functions from continuous
transport delay continuous
2 sums maths operations
scope sinks
2 steps sources

with the following parameters: KV = 1.0, TV = 0.2,
KP = 5.0, TP = 10.0, L = 1.0, KM = 1.0 and
TM = 0.5. Note that the dialogue box for the trans-
fer function block requires the coefficients of the
numerator and denominator polynomials of the
transfer function. Thus, for example, for the pro-
cess transfer function, the numerator would be en-
tered as [5] and the denominator as [10, 1].

To complete model definition, use the configu-
ration parameters dialogue box to set the stop time
to 30.0 (min) and select the ode4 (Runge Kutta)
solver with a fixed step size of 0.1 (min). Note that
the time range in the scope’s parameters dialogue
box will need to be set either to 30 (min) or else to
“auto”.

The model of Figure 98.3 may then be sim-
ulated. With the above settings an underdamped
response to a unit step change in set point is ob-
tained which, to all intents and purposes, reaches
steady state with zero offset in 20 min. Apply-
ing the continuous cycling test, as explained in
Chapter 24, with TR = 999 and TD = 0.0, results
in a controller gain of KCM = 2.31 for marginal
stability. This compares well with the true value
of KCM = 2.29, derived from frequency response
analysis in Worked Example No 3 of Chapter 73. It
is much better than the value of KCM = 2.47 found
using Program 97.3 due to the choice of the ode4
algorithm for numerical integration.

98.4 State Space Models in
Simulink

In Chapter 90 a dynamic model of the concen-
tration lags of a 3-stage distillation column was
developed in state space form. The parameters of
the model were established in theWorked Example
of Chapter 90. The L-V strategy for dual composi-
tion control as depicted in Figure 90.4 was then
considered, its block diagram being as depicted in
Figure 90.5. The corresponding Simulink model is
shown in Figure 98.4.

Central to the Simulink model is the icon for
the state-space function, its functionalitybeing ex-
actly as defined by Equation 80.7. In this particular
case it has four inputs: L,V,F and XF and three out-
puts: X1, X2 and X3. For configuration purposes,
the following functions are required:

demux from signal routing
mux signal routing
state-space continuous

The number of inputs to the mux (short for mul-
tiplex) function needs to be set to 4 in its parame-
ters dialogue box, corresponding to L,V, F and XF.
The number of outputs from the demux (short for
demultiplex) function needs to be set to 3 in its
parameters dialogue box, corresponding to X1, X2

and X3. It is important that the inputs and outputs
are connected in the correct order with respect to
the state-space model.

The state space model itself is best set up from
within the Matlab workspace.Thus, in the parame-
ters dialogue box for the state-space function, sim-
ply enter the values A, B, C and D as appropri-
ate with zero initial conditions and auto tolerance.
Then, in the Matlab workspace, the following ma-
trices need to be established, either in command
mode or by means of a Matlab M-file:

A =

⎡

⎣

−1.330 0.6558 0
1.20 −2.856 0.8271

0 1.10 −0.7136

⎤

⎦

B =

⎡

⎣

0.1242 −0.0931 0.0 0.0
0.1280 −0.1160 0.0320 1.0
0.0574 −0.0789 0.0574 0.0

⎤

⎦
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Fig. 98.4 Model of L-V strategy for column control (Simulink)

C =

⎡

⎣

1.0 0.0 0.0
0.0 1.0 0.0
0.0 0.0 1.0

⎤

⎦

D =

⎡

⎣

0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0

⎤

⎦

These matrices clearly have to be established in the
Matlab workspace before the Simulink model can
be run.

The rest of the model is realised from transfer
function, step, add and scope functions. The reflux
drum has a first order lag of 1 min, the condenser
and reboiler have lags of 0.5 min, the two tem-
perature measurements have lags of 0.25 min, the
reflux and reboil valves have lags of 0.1 min and
the vapour flow lag is also presumed to be 0.1 min.

The L-V strategy itself is realised by two
PID controllers as articulated in Figure 98.2. The
top plate temperature controller has settings of

KC = 20.0, TR = 1.0 and TD = 1.0 and manipulates
the reflux stream. The bottom plate temperature
controller has settings of KC = −10.0, TR = 1.0
and TD = 1.0 and manipulates the reboil stream.

To complete model definition, use the config-
uration parameters dialogue box to set the stop
time to 40.0 (min) and select the variable step type
ode45 (Dormand-Prince) solver with the default
auto options for the step size.Given that the column
has a dominant time constant of some 4.0 min, a
run time of 15 min should be sufficient to observe
its dynamic response.

Running the model demonstrates that the
above settings provide a stable response to a step
change of (say) 0.02 in the set point for the tops
controller (2% change in X1). These is much os-
cillation for several minutes but steady state with
zero offset is essentially achieved within 15 min-
utes. The oscillation is to be expected: the column
has only three stages, is subject to severe interac-
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tions and dual composition is known to be prob-
lematic. It is left as an exercise for the reader to
explore the scope for fine tuning the settings to
achieve tighter control.

A useful check that the model is behaving as
expected is to configure scopes onto the reflux and
reboil streams. It can be seen that both achieve
an increase of 0.6 kmol min−1 which is sensible
in relation to the normal flows articulated in the
Worked Example of Chapter 90.An increase in the
top product purity requires more recycling which,
at steady state, requires that both reflux and reboil
streams have increased by the same amount.

98.5 State Feedback Regulator
Example

This example is also based upon the 3-stage dis-
tillation column and uses the state space model
developed in the Worked Example of Chapter 90. It
concerns the design of a state feedback regulator,
as explained in Chapter 112, for controlling the top
plate composition X1 by manipulating the reflux
rate L.

Note that the dynamics of the reflux loop are
based upon the concentration lags of the column
only: clearly first order lags could be introduced
before and after the state space function to sim-
ulate the dynamics of the reflux drum, overhead
condenser, temperature transmitter and control
valve.

The design consists of a state feedback regu-
lator with a reference factor for servo operation,
integrated with a full order observer, and incorpo-
rating integral action as depicted in Figure 112.6.
The corresponding Simulink model is as depicted
in Figure 98.5. Note that the thick arrows which
denote vectors of variables, as opposed to the thin
arrows which denote scalar variables, are gener-
ated at run time.

A state space model is used to simulate the pro-
cess, the input being the reflux rate L and the out-
put being the top plate composition X1.Thus, in the
parameters dialogue box of the state-space func-

tion block, the values A, B, C and D are entered as
appropriate with zero initial conditions and auto
tolerance.

For reality, a time delay is included after the
state space model to create some plant-model mis-
match. In its parameters dialogue box a delay of
0.5 min is entered, together with the default set-
tings of 0 initial input of 0, 1024 buffer size and 0
order Pade approximation.

Whereas the reference factor is established by
scalar multiplication, the predictor corrector, ob-
server and state feedback regulator are all realised
by matrix algebra. The values entered for the gain
in the dialogue box of the gain function blocks are
thus as in Table 98.1.

Table 98.1 Gain settings for controller and observer model

Function block Gain Multiplication

State matrix A K∗u

Input matrix B K∗u

Output matrix C K∗u

Regulator gain K K∗u

Observer gain L K∗u

Reference factor R K.∗u

The matrix (K∗u) method of multiplication must
be selected for all of the abovegain function blocks,
apart from the reference factor for which element
wise (K.∗u) is appropriate. Otherwise the default
parameters are sufficient.

The integrator has a gain of 0.1. This too is
realised by means of a gain function block with
element wise multiplication.
A variety of step, sinusoidal and noise (band lim-
ited white noise) inputs have been configured, all
of which come from the sources category in the
Simulink library browser. These enable changes in
set point and disturbance to be generated for test-
ing purposes.Any sensible combination of param-
eters will suffice but, for demonstration purposes,
those listed in Table 98.2 are used. All others pa-
rameters are set to default values.

The rest of the Simulink model consists of var-
ious sum function blocks together with a scope
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Fig. 98.5 Model of state feedback controller with observer (Simulink)

and mux function block, all of which have been
explained in the previous examples.

The Simulink model of Figure 98.5 requires the
matrix A, the vectors B, C, K and L and the scalars
D and R to be established in the Matlab workspace
first. This can be done by running the following
Matlab M-file or equivalent:

Program 98.1. Determination of controller and observer param-

eters

% Establish state space model;

G = zpk([-0.4963, -3.7495], [-0.2351,

-1.1291, -0.5348], 0.1241);

[A, B, C, D] = ssdata (G);

%

% Establish state controller K;

Pk = [-2.5, -0.4+0.3j, -0.4-0.3j];

K = place (A, B, Pk)

%

% Establish reference factor R;

Sys = [A, B; C, D];

Rxu = inv (Sys) * [0, 0, 0, 1]’;

Rx = Rxu (1:3);

Ru = Rxu (4);

R = K * Rx + Ru

%

% Establish full order observer L;

Pl = [-10.0, -3.1, -3.0];

L = place (A’, C’, Pl)’

This program needs a little explanation. First, note
that the process transfer function, evaluated in the
WorkedExampleof Chapter 90,hasbeen converted
into “zero, pole, gain” form as follows:

g11(s) =
X1(s)

L(s)

=
0.2462 (2.015s + 1) (0.2667s + 1)

(4.254s + 1) (0.8857s + 1) (0.2829s + 1)

=
0.1241 (s + 0.4963) (s + 3.7495)

(s + 0.2351) (s + 1.1291) (s + 0.5348)

• The state space model is established using the
zpk and ssdata instructions which are func-
tions of the Matlab control systems toolbox.
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Table 98.2 Input settings for controller and observer model

Input Type Sample time Parameters

Set point Step 0 Step time = 5 min

Initial value = 0

Final value = 0.02

Sine wave 0 Amplitude = 0.002

Bias = 0

Frequency = 0.2 rad/min

Disturbance Step 0 Step time = 20 min

Initial value = 0

Final value = 0.01

Noise 1.0 Noise power = 0.0000001

In essence, the zpk instruction takes the zeros,
poles and gain of the transfer function and con-
verts it into a state space model. The A, B, C and
D matrices of the state-space model are then ab-
stracted by the ssdata instruction.

• The state feedback controller is determined ac-
cording to Equation 112.2. The desired closed
loop pole positions are first specified as a row
vector Pk.Theplace instruction then determines
the parameters of the controller K for the given
system matrix A and input matrix B.

• The reference factor R is determined according
to Equations 112.9 and 112.10 for a given state
space system for which the state controller K is
known.

• The observer is determined according to Equa-
tion 112.14. The desired pole positions of the
observer are specified as a row vector Pl. The
place instruction then determines the parame-
ters of theobserver L for thegiven systemmatrix
A and output matrix B. Note that the observer L
is a column vector.

To complete model definition, the configuration
parameters dialogue box needs values to be com-
pleted. In the solver panel, set the stop time to
100.0 (min) and select the variable step type ode45
(Dormand-Prince) solver with the default auto op-
tions for the step size.

Running the model enables the design of the state
feedback regulator and observer to be validated.
There are two aspects to this:

1. Regulator. How well does the regulator control
the process given changes in set point and dis-
turbances?
It can be seen that with a time delay of about
0.5 min the quality of control is good. Notwith-
standing the sinusoidal component of the set
point and the noise on the disturbance signal,
the composition X1 responds to relatively large
changes in set point witha settling timeof some
10 min.
Increasing the time delay to 0.8 min results in
a very oscillatory but nevertheless stable re-
sponse. Increasing it to 0.9 min results in an
unstable response. This suggests that the reg-
ulator is robust since a delay of say 0.8 min
represents a substantial plant model mismatch
given that the dominant time constant of the
process is 4.25 min.

2. Observer. If the values of the output y (the top
tray composition X1) and its estimate ŷ agree,
which is when the two traces on the scope co-
incide, then the observer is working effectively.
Inspection of the above responses, even that
with the delay of 0.9 min when the system has
gone unstable, reveals that the two traces are
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virtually indistinguishable. Thus, the observer
is very robust across the whole operating enve-
lope of the regulator.

Other parameters, such as the choice of pole posi-
tions for both the regulator and theobserver aswell
as the amount of integral action, can be adjusted
too. Exploring the effect of changing these on the
performance of the system is left as an exercise for
the reader.

98.6 Dynamic Process
Simulators

As seen, Simulink involves configuring mathemat-
ical functions to represent a control system. This
requires a dynamic model of the plant items and
instrumentation cast in either transfer function or
state space form. To develop such models, a deep
understanding of both the process dynamics and
the control system structures isnecessary, together
with a good working knowledge ofmodelling tech-
niques.

The alternative approach is to use a dynamic
process simulator which enables generic models
of plant items to be configured with pipework
connections and control functions to simulate
one or more whole plant items and/or processes.
Thus models of separation columns, reactors,mix-
ing vessels, heat exchangers, pumps, pipes and
branches, valves, controlers, logic function,etc., are
selected from appropriate categories of drop down
menus and configured on-screen with the same
functional layout as the plant itself.

Modern configuration tools work on a “drag
and drop” basis and are both flexible and power-
ful. Once the model icons have been placed on the
screen they can be interconnected by simply drag-
ging a connection from one icon to another. The
configurator has a number of built in constraints
on the types of plant items that can be connected
and checks that all connections are complete. It
will also enable“rubber banding”, a technique that
allows the layout to be simplified, or tidied up, by
moving the position ofone plant icon on the screen

relative to others whilst retaining all of its various
connections.

Having configured the process, the generic
models are then parameterised. This is done by
clicking on the icon of the model and opening
up its dialogue box. For each stream there are
pipework and/or branch models to be parame-
terised in terms of flow rate, composition, tem-
perature, pressure, initial conditions, etc. Instru-
mentation has to be specified in terms of range
and/or calibration.Valves requireCv values for siz-
ing and inherent characteristic types. For items of
equipment, such as pumps and compressors, flow
vs pressure drop characteristics are entered.

For each plant item, physical and process char-
acteristics are entered as appropriate.For example,
for a heat exchanger, the parameters would be as
follows:

• connections: to pipes and/or other items, by
which means the process stream information is
acquired.

• tube information: area, maybe in terms of num-
ber of tubes, tube type,tube length, internal tube
diameter, tube thickness, tube pitch, no of tube
passes, material of construction, etc.

• shell information: internal shell diameter, posi-
tion of internal weirs,number of headers,orien-
tation, etc.

• process function: evaporator, condenser, re-
boiler, thermosyphon, etc.

• process conditions: flow regimes, phases, etc. in
user defined zones.

• model type: choice of model equations, correla-
tions, etc.

• simulation: initial conditions, normal condi-
tions, choice of algorithm, etc.

Note that dynamic process simulators can be run
in both steady state and dynamic modes.The mode
of operation determines, in part, the information
requiredduring parameterisation.For example, for
steady state simulation, the volume of plant items
is of no consequence whereas for dynamic sim-
ulation it is essential. In steady state mode, it is
not necessary to specify the flow and pressure of
all streams at the model boundaries: within lim-
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Table 98.3 Pros and cons of Simulink vs Hysys types of package

Issue Simulink (or equivalent) Dynamic Process Simulator

Approach Configuration of menu based generic compo-
nents followed by parameterisation.

Configuration of menu based generic compo-
nents followed by parameterisation.

Components
of model

Mathematical functions such as transfer func-
tions, state space functions, comparators, steps,
etc.

Generic process models such as pumps, pipes,
branches, valves, exchangers, vessels, etc.

Parameters Gains, time constants, delays, damping factors,
matrices and vectors.

Flows, compositions, temperature, diameters,
efficiencies, fouling factors, rate constants, etc.

Nature of
model

First principles model, linearised, with devia-
tion variables,and converted into transfer func-
tion or state-space form.

First principles models in absolute form.

Modelling
effort

The equations have to be developed on a be-
spoke basis to determine the parameters.

The equations for the dynamics are embedded
in the generic process models.

Knowledge
required

A working knowledge of the plant/process de-
sign and a deep understanding of process dy-
namics, control and model development.

A detailed knowledge of the plant/process de-
sign and a working knowledge of process con-
trol.

Scope and
size of
model

Scope tends to be focused on a single section
of plant, typically a single unit operation result-
ing in small to medium sized models which are
executed quickly on a laptop.

Scope is more extensive, embracing multiple
units, resulting in large to massive models
which obviously require much more processor
power.

Time take
to develop
simulation

Given the limited scope, relatively short times
(days or maybe weeks) are required to develop
the equations and then (days) to build the sim-
ulation.

Given the more extensive scope, and the poten-
tially huge volume of data, much longer times
(weeks or maybe months) to create the models
and do the parameterisation.

Accuracy Depends on quality of model, but accuracy to
within 10% is good enough for most purposes.

Potentially very accurate

Cost of
developing
model

A function of scopeandsizeof model,cost is rel-
atively low but critically dependant upon avail-
ability of expertise.

Noting that dynamic process simulators are
usually used for extensive models, the devel-
opment costs are obviously high, but offset by
lower levels of expertise required.

Cost of
industrial
licence

Modest. Expensive, but includes library of plant and
equipment models, correlations and data for
physical property calculations. Cost can be off-
set by use of model for other purposes, such as
validation of plant design, operations simula-
tion and operator training.

its, those that are not specified are determined by
the simulation. However, for dynamic simulation,
either the flowrate or the pressure of every stream
must be specified. In steady state mode, product
specifications may be set explicitly but for dynamic
mode they are implicit,having to be translated into
controller set points.

Also, note that dynamic information such as time
constants do not have to be entered. Each of the
generic models contains differential equations as
appropriate which are automatically solved by nu-
merical integration at run-time. The coefficients
of the differential equations consist of combina-
tions of the plant and/or process parameters that
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have been entered during the parameterisation
process.

Once configured and parameterised the simu-
lation can be run.As with Simulink, the step length
and run time for numerical integration are re-
quiredas model independent parameters.In effect,
the model of each plant item is executed in turn,
the output of one model becoming the input to the
next. Once a single iteration has been completed:
that is, all of the models have been executed once,
the process is repeated. Iterations continue until
some specified run time has been completed or
some other condition satisfied. During run time,
data about key parameters is displayed in the form
of trend diagrams to depict the dynamic responses
of interest. Simulation can be interrupted to intro-
duce process disturbances as appropriate.

Unlike Simulink type models which use devi-
ation variables and transfer functions, which have
themselves been obtained by linearisation and are

essentially approximations, dynamic process sim-
ulators use absolute variables and are rigorous.
Thus, for every stream, for each iteration, the phys-
ical properties of every component in that stream
are computed at that stream’s current temperature
and pressure. And for every plant item, for each
iteration, the heat and mass transfer between each
stream, the change in composition within each
stream, and the overall and component mass and
energy balances are computed.

It can be seen that there are many differences
between packages such as Simulink and dynamic
process simulators. Some of the pros and cons are
as depicted in Table 98.3.

Copyright

MATLAB and Simulink are registered trademarks
of The MathsWorks Inc.
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In essence there are three types of database, all
of which are of relevance to process automation.
The most common, undoubtedly, is the structured
type of database, consisting of blocks of data to
be used by table driven algorithms for real-time
control, as described in Chapter 45. Less com-
mon are relational databases (RDB) which are used
in management information systems as described
in Chapter 100. And occasionally, in the context
of knowledge based systems, one comes across
object oriented databases, as described in Chap-
ter 107.

With structured databases, the relationships
between data values are predefined and not easy
to determine without knowledge of the basis on
which the database was designed. In an RDB, re-
lationships between values are not defined: they
become explicit when the database is queried as
opposed to when it is created.

Relational databases are ubiquitous. They are
found in personnel departments for storing data
about employees and job functions, in universities
for keeping student and course records, in banks
for accessing informationabout customers and ac-
counts, in the travel industry for booking accom-
modation and journeys, and so on. In many in-
stances they have front ends that enable users to
interact with them directly over the internet.

The essential characteristic of an RDB, from a
user’s point of view, is that it enables information
to be abstracted from a single database from differ-
ent perspectives.Consider, for example, the on-line
booking system used in the travel industry which
enables:

• Individual customers to be provided with the
details of their specific bookings: airport, flight
number, time of departure, etc.

• Travel agents to search for flights going to a par-
ticular destination on a given day, to check avail-
ability of seats on any particular flight, etc.

• An airline to monitor number/class of bookings,
check identity of passengers for security pur-
poses, track connecting flights, etc.

This chapter provides an overview of the function-
ality of relational databases.It introduces the struc-
ture and terminology of RDB, structured query
language (SQL), dependency theory, entity rela-
tionship modelling and database design. RDB is
an area where there are many high quality pro-
prietary packages available. There is also extensive
literature available,both in the form ofmanuals for
particular products and hundreds of textbooks. A
comprehensive treatment of RDB is provided, for
example, by Elmasri (2003).
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99.1 Alarm System for RDB
Purposes

An interesting, and not uncommon, application is
the development of an off-line RDB during the
project build stage of a control system. The RDB
is subsequently used to automatically create, us-
ing print merge techniques, a conventional block
structured database which can be downloaded into
the control system.To limit the scope of discussion,
the alarm features only of such an RDB are consid-
ered as a vehicle for explaining the principles. The
use of tag numbers to reference alarms is funda-
mental: these are the same tag numbers as those
used on the P&I diagrams of the plant. Thus, typi-
cally:
• Each alarm is uniquelydefined in terms of its at-

tributes within a single function block, such as
AIN, PID, AOT, etc., as described in Chapter 44.
• Each alarm has an explicit setting (threshold)

with a deadband for analogues and a delay for
discretes.

• Each alarm may be triggered by change in abso-
lute value, rate of change of value or change of
state.

• Eachalarmcan havedifferent priorities attached
to it such as low, urgent, etc.

• Each alarm can have different levels attached to
it such as warning, action, etc.

• Each alarm is implicitly associated with the
other function blocks connected to that in which
the alarm is defined.

• Each tag is unique (e.g. TIC 047) and uniquely
identified with a specific alarm within the con-
trol system.

• Each tag can be displayed on several mimic di-
agrams and can be configured into one or more
trend diagrams.

• Each tag can reference one or more other tags to
form an alarm scheme.

• Each tag can belong to only one alarm unit.
• Each alarm unit is normally associated with a

major equipment item (MEI) such as a reactor,
filter, etc.

• The control system can support a maximum of
100 alarm units.

• Eachalarmunit can beassigned to only onearea.
• Each area represents a physical area on the plant,

such as the boiler plant or a distillation train.
• The control system can support up to 10 areas.
• Each area can have up to 50 trend diagrams.
• etc., etc.

99.2 Structure and
Terminology

The data of an RDB is essentially organised into re-
lations and tuples. In common practice, a relation
is also referred to as a table and a tuple is usually
referred to as a record or row within a table. The
basic structure and terminology is as depicted in
the relation of Table 99.1.

The relation is an instance of an alarm sum-
mary called Summary. The intension names the
attributes (columns). Attribute names must be
unique within a relation.Attributes are values from
a particular domain (or range) of legal (or valid)
values. For example, the tag numbers must con-

Table 99.1 Basic structure and terminology of a relation

Relation Summary Attributes

Intension Tagno Description Funcblock Almunit

FI046 Reagent flow rate AIN FT046 U047

TIC051 Reflux plate temp PID TT051 U101

Extension LS122 Filtrate level null U120 Records

PS123 Bed pressure DIN PS123 U120
. . . . . . . . . . . .

Prim key For key For key
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Table 99.2 Schema for an alarm system

Summary For key For key

Tagno Description Funcblock Almunit

FI046 Reagent flow rate AIN FT046 U047

TIC047 Reactor temp PID TT047 U047

TIC048 Jacket temp PID TT048 U047

TI050 Top plate temp AIN TT050 U101

TIC051 Reflux plate temp PID TT051 U101

PIC052 Column pressure PID PT052 U101

FI053 Distillate flow AIN FT053 U101

TI120 Slurry temp AIN TI120 U120

LS122 Filtrate level null U120

PS123 Bed Pressure DIN PS123 U120

. . . . . . . . . . . .

Settings

Funcno Threshold Units Trigger Deadband Delay Priority

PID TT051 110 ◦C absolute 1.0 null low

DIN PS123 2.5 barabs off → on null ≤ 5.0 urgent

. . . . . . . . . . . . . . . . . . . . .

Topology

Unitno MEI Description Area Description2

U047 PV047 Reactor#1 A1 Primaries

U101 PV102 Column#2 A4 Separations

U120 PV002 Filter#2 A1 Primaries

. . . . . . . . . . . . . . .

Schemes

Scheme Alarm Trip Interlock

S47 TIC047 TZ047 null

S123 PS123 null PZ123

S52 TI050 PZ052 null

S52 PIC052 PZ052 null

. . . . . . . . . . . .

Trends Mimics

Trend Tag# Mimic Mag#

T47 TIC047 M47 FI046

T47 TIC048 M47 TIC047

T51 TI050 M120 TI120

T51 TIC051 M120 LS122

T51 PIC052 M120 PS123

T51 FI053 . . . . . .

. . . . . .
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formwith a given convention such as ISA S5.1.The
primary key is the attribute, or set of attributes,
which uniquely identifies a particular record. It is
usually underlined. In the above relation both the
tag number and the function block are unique to
the record: the tag number is chosen to be the pri-
mary key. Sometimes it may be necessary to use a
pair of attributes to identify a particular record in
which case they are both referred to as being prime
and are both underlined.

The semantics are as follows:

• The alarm whose tag number is TIC051 is asso-
ciated with the variable reflux plate temperature
and is defined in function block PID-TT051 and
has been assigned to the alarm unit U101.

• The null entry for the level switch LS122 under
function block means “not known”. That could
either be because the level switch is yet to be de-
fined in a function block or because the function
block reference was not known when the record
for LS122 was created.The null entry can also be
taken to mean “not relevant”.

There are usually several relations in an RDB, the
overall design of which is referred to as a schema.
The complete alarm system could consist, for ex-
ample, of relations for alarm summary, settings,
topology, schemes, trends and mimics as depicted
in Table 99.2.

Attribute names need not be unique within a
schema but must be unique within an individual
relation. Relation names must be unique within a
schema.

The semantics of a schema, or indeed of a rela-
tion,cannot necessarily bededuced fromthe inten-
sions: some further documentation is usually nec-
essary.For instance, in the Schemes relation,the at-
tributeTrip for Scheme 52 could be interpreted as:

• If TI050 is true then PZ052 is activated.
• If PIC052 is true then PZ052 is activated.
• If both alarms are true then trip is activated.
• Something else entirely.

99.3 Mappings and Constraints
Relations can be considered as mappings from one
set of attributes,usually theprimary key,to another
set of attributes. Consider again the Summary re-
lation.

Funcblock Of is a mapping from Tagno to
Funcblock:

Funcblock Of (FI046)=AIN FT046

Record Of is a mapping from Tagno to the whole
record:

Record Of (PS123)=PS123,“Bed Pressure”,
DIN PS123, U120

These are both examples of functional dependen-
cies: the first is a one-to-one mapping and the sec-
ond an M-to-one mapping. There are various ways
of articulating such dependencies:

• If X is known then so too is Y.
• X functionally determines Y.
• Y is functionally determined by X.
• If X matches then Y matches.

Other mappings not involving the primary key are
possible. For example:

Almunit To Funcblock (U120)={AIN TI120, null,
DIN PS123}

which may or may not be useful as it results in
three answers.

Mappings within a relation or record are ex-
plicit. Mappings between relations are implied by
use of foreign keys, denoted by “for key” in the
schema. The attribute Funcblock in the Summary
relation is such a foreign key because it is equiv-
alent to the Funcno attribute of the Settings rela-
tion. Likewise Almunit in Summary and Unitno in
Topology. Clearly:

Tag PS123 maps through function block
DIN PS123 into Priority urgent.
Tag TIC051 maps through Unit U101
into Area A4.

There are some important rules governing the use
of foreign keys, generally referred to as integrity
constraints.
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1. The foreign key in one relation relates to the
primary key in another by means of having
the same domain (or range) of values. The do-
main is the same but, obviously, the number of
records in the two relations is likely to be dif-
ferent.

2. The value in the foreign key of a record in the
first relation occurs as a value in the primary
key of some record in the second.

3. The value in the foreign key of a record of the
first relation may be null. This simply means
that particular record isnot involved in the sec-
ond relation.

4. No record can have a null entry in its primary
key. That is because the primary key is used
for identifying records and a null entry would
prevent that record from being identified.

In the interest of simplicity, the name of the at-
tribute in the foreign key and that in the primary
key to which it relates could be the same. However,
it is common practice to use different names as this
enablesqueries to bemore specific than wouldoth-
erwise be the case. Indeed, using different names
is essential when a foreign key refers to a primary
key within its own relation.

It is possible as a result of using a succession
of combinationsof foreign and primary keys to es-
tablisha daisy chain type of loop between relations
within an RDB.Queries based on such recursive re-
lationships cannot be handled effectively by SQL.

Another important concept when considering
relationships is totality. Do all members of the do-
main have to participate in the relationship? If so,
the relationship is said to be total. Consider the
Schemes relation. Every scheme has an alarm, so
that is total, but not every scheme has an interlock,
so that is not total.

In addition to the integrity and totality con-
straints, there are also semantic constraints which
can be applied. These are essentially conventional
equality and inequality constraints. For example,
in the Settings relation, delay ≤ 5.0 s or deadband
= 1.0 units.

Oracle and SQL Server are the two RDB pack-
ages used in the industry although, for smaller

applications, Access is common. The former both
have a data definition language (DDL) and a
database management system (DBMS). The lan-
guage is used for creating relations, defining at-
tributes, declaring data types, specifying legal do-
mainsor valid ranges,andgenerating records.DDL
checks for syntax errors and consistency.It also en-
ables primary and foreign keys to be specified and
other constraints to be applied.The database man-
agement system (DBMS) executes the RDB, han-
dles the queries and enforces the constraints.

99.4 Structure and Syntax
of SQL

The whole point of an RDB is to enable queries for-
mulated in SQL to be processed. This section ex-
plains thebasic structure andsyntax of SQL.It does
not address DBMS commands, such as launching
an SQL query, as these are specific to the RDB en-
vironment.

An SQL query consists of two or more state-
ments of the general form

<keyword> <arguments>

Structure

The structureof a query is as follows:

select attribute expressions
from relations
where conditions
group by attributes
having conditions
order by attributes

Only the first two statements are compulsory, the
others are optional as appropriate. The order, as
listed above, is compulsory too. The use of SQL is
illustrated by means of a number of examples.

1. List all tag numbers in the relation Summary:

select Tagno
from Summary
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2. Retrieve the alarm unit to which tag number
TIC047 belongs:

select Almunit
from Summary
where Tagno=‘TIC047’

3. Find the function blocksof all the alarmswhose
priority is urgent:

select Funcno
from Settings
where Priority=‘urgent’

4. Display all the information (whole record)
about the settings for tag number TIC051:

select *
from Settings
where Funcno=‘PID TT051’

5. Find the tag numbers of all the alarms in the
primaries area.
This is a more complex query in that it requires
both of the Summary and Topology relations
and makes use of the Almunit foreign key:

select Tagno
from Summary, Topology
where Description2=‘Primaries’

and Unitno=Almunit

6. Find all the tag numbers of alarms belonging
to alarm units in the primaries area whose pri-
ority is low.
This is an even more complex query. Priorities
are defined in the Settings relation and areas
in the Topology relation, yet there are no direct
mappings between the two relations. However,
they can bemapped through theSummary rela-
tion as this has foreign keys with both Settings
and Topology:

select Tagno
from Summary, Settings, Topology
where Description2=‘Primaries’

and Unitno=Almunit
and Funcblock=Funcno
and Priority=‘low’

7. List the tag numbers of all the alarms in the
separations area, and group them according to
major equipment item:

select Tagno
from Summary, Topology
where Area=‘A4’ and Unitno=Almunit
group by MEI

8. There are built-in aggregate functions for find-
ing the sum, average, maximum, minimum, etc.
of groups of attributes. These can obviously
only be used with attributes that are numer-
ical although the count function can be used
with non-numerics.
For example, identify by number and name all
of the major equipment items that have three
or more associated alarms, and group them ac-
cording to the item:

select MEI, Topology.Description
from Summary, Topology
where Unitno=Almunit
group by MEI
having count(*)>=3

Note the dot extension to Topology in the se-
lect field. Since both Summary and Topology
have attributes called Description, with differ-
ent meanings, it is necessary to distinguish be-
tween them.
Note also the inequality operator.SQL supports
all standard inequality operators: >, >=, <, <=
and !=, the latter meaning not equal to.

9. List all of the tag numbers in the primaries area,
grouped according to alarm unit in ascending
order:

select Tagno
from Summary, Topology
where Area=‘A1’ and Unitno=Almunit
group by Unitno
order by Unitno asc
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99.5 Other Constructs
The basic structure and syntax of SQL have been
described. Many other constructs and operations
exist, some of the more important ones are de-
scribed as follows. It is important to appreciate that
there are many options on the constructs in terms
of syntax and arguments: the user is referred to an
SQL manual for the detail.

Updates

These concern maintenance of the RDB: that is, in-
serting and deleting whole records and changing
values of attributes.

10. Insert a new trip into the Schemes relation:

insert into Schemes
values (S122, LS122, LZ122, null)

11. Insert a new record in Settings for tag num-
ber PIC052. If only some of the attributes are
known the others will be assigned null values:

insert into Settings (Funcno,
Threshold, Units)

values (PID PT052, 1.49, barg)

12. Remove all records relating to trip PZ052 in
the Schemes relation:

delete from Schemes
where Trip=‘PZ052’

13. For tag number TIC051, change its threshold
and deadband to 120 and 2.0◦C respectively:

update Settings
set Threshold=120, Deadband=2.0
where Funcno=‘PID TT051’

14. Increase thedeadbandof all temperaturemea-
surements to 1.5◦C:

update Settings
set Deadband=1.5 * Deadband
where Units=‘◦C’

Nested queries

These are an alternative structure for more com-
plex queries. Consider the so-called flat query of

Example 6 above. This query can be broken down
into two stages:

• Find the tag numbers of all alarms belonging to
alarm units in the primaries area.

• Of those tag numbers identified, find the ones
whose priority is low.

15. The corresponding nested query is structured
as follows:

select Tagno
from Summary, Settings
where Funcblock=Funcno

and Priority=‘low’
in (

select Funcblock
from Summary, Topology
where Description2=‘Primaries’

and Unitno=Almunit
)

It is a matter of opinion as to whether the flattened
or nested form is clearer to understand for com-
plicated queries. It is tempting to think that the
nested structure is computationally more efficient
but that is not necessarily so: the inner query has
to be evaluated for every record in the outer query.

Joins

A join operation compares two or more relations
(or views, see below) by specifying a column from
each, comparing the values in those columns, and
linking the rows that have matching values. It then
displays the results in the form of table which can
be saved as a new relation if appropriate.

16. List every alarm scheme in the primaries area
together with the alarm unit to which it be-
longs and the MEI to which it relates:

select MEI, Almunit, Scheme
from Summary, Topology, Schemes
where Area=‘A1’and Unitno=Almunit

and Tagno=Alarm
group by MEI
order by Scheme desc
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The outcome of this join is a table consisting of
three columns: MEI, Almunit and Scheme, in that
order, the records of which are grouped according
to MEI and, for each MEI, listed in scheme order.

There are several points illustrated by this ex-
ample of the so-called cross join which are worth
noting:

• In every respect the syntax is exactly the same
as described previously.

• There are various types of joins: cross, inner,
outer, left and right. There is a join keyword that
can be used with appropriate syntax to make the
type of joining being done more explicit.

• The table produced has the same number of
columns, in the same order, as the number of
attributes named after the select keyword.

• The attributesused in the equalities (or inequal-
ities) must be of the same datatype.

• The attributes used after the select keyword
must be unambiguouswithin the schema or else
qualified by means of dot extensions.

Views

A view is a means of looking at the data in one
or more relations. Its structure, in the form of a
table with rows and columns, is exactly the same
as a relation. Views are defined in terms of the re-
lations from which they are derived. The data that
is viewed is contained in the underlying relations:
there are no separate tables of data associated
with the view. From a users perspective, views are
used to:

• Save a defined subset of the RDB.
• Focus on the underlying data that is of particu-

lar interest to the user.
• Display a perspective of the data that is bespoke

to a category of user whilst the RDB is being
used by multiple users.

• Define frequently used queries, joins,etc., to save
the user from doing so every time the database
is accessed.

• Grant or deny others permission to access the
user’s parts of the RDB, a simple but effective
security mechanism.

17. For example, produce a view that lists all
alarms, with threshold values, in the sepa-
rations area whose priority is urgent.

create view Hialarms
as select Tagno, Threshold
from Summary, Topology, Settings
where Area=‘A4’

and Unitno=Almunit
and Funcblock=Funcno
and Priority=“urgent”.

99.6 Dependency Theory
The concept of functional dependency was intro-
duced earlier in Section 3 on mappings and con-
straints. Whether a functional dependency is full
or not underpins the design of an RDB. Table 99.3
depicts the relation Alternate which is a subset of
the Summary and Topology relations considered
previously.

There is an explicit functional dependency be-
tween Tagno, Description and Almunit:

Tagno → Description, Almunit.

There is also an explicit dependency between Al-
munit, MEI and Area:

Almunit → MEI, Area.

However, the dependency between Tagno,MEIand
Area is implicit:

Tagno → MEI, Area.

Such implicit dependencies are said to be transi-
tive.

An obviousprinciple in the design of an RDB is
to split up complex relations into simpler ones.The
original information should, of course, be capa-
ble of being reconstructed using a join operation.
Recognising that Almunit is a common attribute,
the relation Alternate could be decomposed into
two separate relations: Left and Right. It could then
be reconstructed using the join:
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Table 99.3 Alternate: a subset of the summary and topology relations

Alternate

Tagno Description Almunit MEI Area

TIC048 Jacket temp U047 PV047 A1

TIC051 Top plate temp U101 PV102 A4

Left

Tagno Description Almunit

TIC048 Jacket temp U047

TIC051 Top plate temp U101

Right

Almunit MEI Area

U047 PV047 A1

U101 PV102 A4

select Tagno, Description, Almunit, MEI,
Area

from Left, Right
where Left.Almunit=Right.Almunit

This join does indeed result in the same data being
recreated and the original decomposition into the
two simpler tables is said to be lossless. If,however,
the recreated data had contained spurious addi-
tional records then the decomposition would be
said to be non-lossless.

There are three so-called forms of normalisa-
tion:

1NF The first normal formof relations is such that
only atomic values are held in the attributes,
as in all of the relations considered thus far.
If, in the design of an RDB, it appears that
any record contains a list or set of values for a
particular attribute, then that attributeought
to be split into its sub attributes, probably by
means of a new relation.

The other normal forms rely upon the func-
tional dependencies which hold between various
attributes and the underlying semantics.

2NF The second normal form of relations is such
that all non-prime attributes of a relation are
fully functionally dependent on the key of
the relation. If, for example, a relation has a
pair of prime attributes, and other attributes

are functionally dependant upon only one or
other of the prime attributes, then that re-
lation would not be of 2NF form. To be so,
the non-prime attributes would have to be
functionally dependent on both of the prime
attributes.

3NF The third normal formof relation is such that
it is 2NF and no non-prime attribute is tran-
sitively dependant upon the primary key.

These latter normal forms might appear to be
somewhat obscure. They are considered to be a
poor basis of design for an RDB and should be
avoided because, in particular, they:

• result in information being duplicated
• suffer from insert and delete anomalies
• enable inconsistencies in the database

99.7 Entity Relationship
Modelling

Entity relationship (ER) models provide the basis
for RDB design. An ER model is normally devel-
oped in the form of a diagram for which there is
a conventional set of symbols, the subset of which
used here consists simply of square brackets to de-
note entities and angular brackets to denote rela-
tionships, as shown in Table 99.4.
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Table 99.4 Symbols used for entity relationship (ER) models

Symbol Explanation

[noun] Entity

(value) Attribute

〈〈〈verb〉〉〉 Relationship

[E1] – 〈〈〈R〉〉〉 – [E2] Relationship with 1:1 cardinality.

[E1] – M〈〈〈R〉〉〉N – [E2] Relationship with M:N cardinality.

There is much more to ER modelling than meets
the eye: a deep understanding of the application
domain is fundamental. Typically, a set if state-
ments, such as those in Section 1 about the alarm
system, is the starting point. The essential ap-
proach to ER modelling consists of the following
five steps:

1. Identify entities. These are objects, normally
described by nouns. Note the hierarchy of enti-
ties: a useful insight is given by distinguishing
between strong and weak ones. A strong entity
is one that exists in its own right whereas aweak
one depends upon the existence of a stronger
one.

In the alarm system example, all of the entities
are strong, notwithstanding that they do in fact
all presume the existence of tag numbers in the
first place.

2. Identify relationships. These are the connec-
tions between entities normally described by
verbs. A good ER diagram is structured such
that connections between the entities clarify,
rather than confuse, the relationships.

3. Identify mapping constraints. In essence, this
means establishing the cardinality for the dif-
ferent relationships and annotating the ER di-
agram as appropriate. Cardinality is the ratio
of the number of entities there are on one side
of a relationship per entity on the other side.

associated with
N

configured

assigned to

defined in

defined in Function block Units

Threshold

Priority

described by

prevent

belongs to Function block

Tag no

Tag no

Tag no

MEI

Alarm unit Area Control sysAlarm 

Trend diag

Mimic disp

Scheme Trip

Interlock

N
belongs to

N

activate

defined in

described by

described by

N

N

configured
8 max

supported by
100 max

supported by
50 max

supported by

Fig. 99.1 ER model of the alarm system
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Maximum and minimum constraints can also
be applied.

4. Identify attributes. These are the properties
(values) specific to the entities which are at-
tached, diagrammatically speaking, to the enti-
ties as attributes.

5. Identify keys.These are attributes that uniquely
identify one instance of an entity from another.

Figure 99.1 is an ER model for the alarm system
used in this Chapter. It has been constructed us-
ing the above approach. Note that, for clarity, the
Tagno entity is repeated: there is clearly only one
Tagno entity but it would be confusing to connect
all the relations involving Tagno to a single symbol
for the entity.

99.8 Database Design
Whilst in this chapter, for illustrative purposes, the
RDB was presented first and the ER diagram de-
veloped subsequently, it is normal practice to do it
the other way round. It is essentially a pragmatic
process of mapping. Some informal guidelines are
as follows:

• Make the purpose of each relation easy to ex-
plain by mapping the semantics into relations.

• Avoid redundant information and hence update
anomalies.If redundant information must be in-

troduced, say in the interest of efficiency, then it
should be carefully noted.

• Avoid null entries wherever possible. Records
containing multiple null entries suggest that ei-
ther the attributes for the relation or the relation
itself is inappropriate.

• Avoid spurious joins: specify relations that can
be joined on primary or foreign keys.

It is not the objective of this chapter to go into the
detail of the methodologies for and the mechan-
ics of RDB design. There is extensive information
available in standard texts to which readers with a
particular interest are referred.

Observations

There are many important aspects of the use of
RDB that have not been covered in this chapter.
For example, protection and security, which are
functions of the RDB environment rather than of
SQL itself.Another issue is access and the need for
prioritisation, toprevent conflicts and contentions,
through simultaneous use of the RDB by multiple
users.And,of course, there are the special problems
of working with real-time data and the need for
automatic updating and time stamping of records.
Nevertheless, the primary objective of the chapter
has been achieved: to develop a feel for SQL: what
it can do and how to use it.
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The concepts of management information sys-
tems (MIS) and computer integrated manufacture
(CIM) were introduced in Chapter 38. Historically,
the demarcation between MIS and CIM was their
involvement in manufacturing. MIS were essen-
tially concerned with data processing, i.e. the han-
dling of sales and orders, accounts, payroll, etc.,
and the only management information produced
as such were financial summaries of a rudimentary
nature. Conversely, the use of CIM in the discrete
manufacturing industries largely concerned issues
such as stock control, parts ordering and job sta-
tus: resource planning and production scheduling
was fairly primitive.

The scope of both MIS and CIM have evolved
and merged to the point where much of their func-
tionality is fairly indistinguishable. Current gener-
ation systemsoffer an integratedenvironment sup-
porting all aspects of financial planning and pre-
sentation, just-in-time manufacturing, work-in-
progress monitoring, materials resource planning
(MRP), and so on. Of particular importance has
been the emergenceof processorientedMRP pack-
ages,whichhavebegun to penetratebothbatchand
continuous processing, and manufacturing execu-
tion systems (MES).The evolution has been under-

pinned by the development of client-server tech-
nology and the availability of more open systems
as outlined in Chapter 49.

This chapter provides an overview of these var-
ious aspects of MIS and CIM. For a more compre-
hensive background the reader is referred to the
text by Hicks (1993).

100.1 Information
Requirements

An MIS is used for decision making and decision
support. The primary objective is to support the
decision making process by providing relevant in-
formation in the most useful form. Information
needs are determined by the management deci-
sions that must be made which, in turn, are de-
termined by the production objectives. Clearly, in
designing an MIS, it is necessary to identify the
sort of decisions that are to be supported, and to
ensure that the data collected is relevant and stored
in an appropriate form. Another important aspect
of a well designed MIS is that it will accommo-
date growth in terms of the amount of data being
handled and the types of decisions being made.
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Three levels of decision making can be identified:
strategic, tactical and operational:

• Strategic decisions are made by senior manage-
ment. They concern establishing objectives and
planning goals. These are of a long term nature
and are heavily dependent upon financial infor-
mation and external factors such as commodity
prices and market projections.Short term infor-
mation, such as yesterday’s production figures,
is of little interest.

• Tactical decisions are made by middle man-
agement and are concerned with implement-
ing strategic decisions such as allocating bud-
gets, assigning manning levels and determining
overall production schedules.These aremedium
term in nature and hence more dependent upon
real-time data.

• Operational decisions are taken, typically, by
plant management and involve implementing
the tactical decisions efficiently and effectively.
Examples are processing according to an agreed
production schedule and the management of
planned maintenance.Operational decisions are
short term and very dependent on recent data
and current performance.

Two types of decision can be identified: pro-
grammed and non-programmed:

• In a programmed decision, the rules for mak-
ing it are explicit. Given a certain set of con-
ditions, the actions are the same and it follows
that such decisions can be automated. A good
example is automatic stock control in which raw
materials are re-orderedaccording to current in-
ventory, economicorder quantityand minimum
stock levels.Control systems run almost entirely
on programmed decisions with the occasional
query, such as the choice of recovery option, be-
ing presented to the operator for resolution.

• Non-programmed decisions are related to ill de-
fined problems which require human interven-
tion. A good example of such a decision, for
which an MIS is suited, is in defining the objec-
tives for scheduling. In general, the higher the
level of decision making the greater the percent-
age of non-programmed decisions.

In order to make a programmed decision an MIS
must have up-to-date, accurate and reliable infor-
mation. However, to enable management to make
non-programmed decisions, an MIS must offer a
great deal of flexibility in terms of the range of
information available, its manipulation and pre-
sentation. Ideally there should be no barriers to
information from any part of the organisation: ac-
counts, production, marketing, control, etc. This is
the real challenge.

Theneed for flexibility is reinforcedby thevari-
ability of the human component in the decision
making process. The same information can be in-
terpreted quitedifferently by different people.Fur-
thermore, quite different data may be requested by
different people to resolve the same problem. My
view of the world is not necessarily the same as
yours!

100.2 Functionality of MIS
A modern MIS environment provides access to in-
formation, both current and historic, invariably in
the form of a relational database, together with an
integrated suite of packages (modules) for manip-
ulation of that data. The data normally relates to
all aspects of the business activity: sales and mar-
keting, accounts, production, inventory, and so on.
Typically, the system will support screen enquiry
and analysis facilities.These enable informationto
be selected and displayed in the form of graphs
and spreadsheets. What-if type questions may be
asked. Entities may be tracked through the system
and audit trails established. In general, the more
seamless the interface between the modules, the
better the quality of the MIS. The more financially
oriented modules of an MIS are as follows:

• Sales order processing
• Sales analysis

These two modules handle all aspects of end
product sales. They enable orders to be initiated,
tracked, invoiced, costed, documented, and so on.

• Inventory control
• Purchase order processing
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These two modules are used for keeping track of
stock and ordering raw materials. Inventory em-
braces raw materials, work in progress (WIP) and
finished products. The objective of just-in-time
(JIT) inventory systems is to minimise capital tied
up in stock subject to not disrupting production
through out-of-stock situations. In principle, JIT
always delivers raw materials, in the correct quan-
tities, to the right place at the right time, i.e. just be-
fore it is needed for production purposes. For this
to work,the enduser has to shareproduction infor-
mation with its suppliers over electronic data in-
terchange (EDI) links. Ordering is demand driven
and takes into account factors such as purchasing
policy, supplier history, delivery times, costs, etc.

• Accounts payable
• Accounts receivable
• Cash book
• General ledger
• Fixed assets

The functionality of these modules is fairly self-
explanatory. They provide an on-going record of
all amounts owed, both actual and projected, by
an end user to its suppliers (creditors) and to the
end-user by its customers (debtors). They also en-
able the handling of payments via the banking
automated clearing system (BACS), reconciliation
of accounts, generation of forecasts, production of
statements, monitoring of cash flow, management
of assets and depreciation calculations.

• Payroll
• Human resources

The purpose of these two modules is obvious.They
handle payments to employees, both hourly and
salaried, and maintain records of deductions and
taxes, together with personnel informationsuch as
employment history, training, etc. for use in career
planning and industrial relations.

100.3 Materials Resource
Planning

In addition to the above functionality, any sensi-
ble MIS provide modules to support materials re-
source planning (MRP), a concept which evolved
from the manufacturing sector. In essence, MRP
converts a master schedule for producing some
product into detailed schedules of the components
required to produce it. Thus, for each product, a
“bill of materials”is generatedwhich lists the quan-
tity and typeof sub-systemsandcomponents.Each
sub-system is then further decomposed into sub-
sub-systems and components,and so on,until a list
of gross needs is generated.

Knowing the gross needs from the bill of mate-
rials,MRP would subtract the current inventory for
each component and thence establish the various
quantities of sub-systems to be produced and/or
components to be purchased. By including lead
times for purchase, and knowing when compo-
nents are required from the master schedule, or-
ders can be placed to ensure that they arrive just
in time for production. This form of MRP is often
referred to as infinite capacity scheduling because
it takes into account neither labour requirements
nor plant capacity.

MRP II introduced the concept of finite capac-
ity scheduling. A “bill of labour” is defined which
establishes the route taken by a product during its
manufacture through a factory’s resource centres.
Thebill of labour specifies, for eachoftheproduct’s
resource centres:

• The effort required (hours) for manufacture or
assembly.

• The types of machine needed.
• The time required to set-up each machine.
• The milestones for WIP tracking.

This is much more realistic. Conflicts between the
master schedule and what is practicably realisable
are highlighted and resolved, resulting in a con-
trol schedule that takes into account delays and
equipment availability. Orders are then placed on
the basis of achievable manufacture. Milestones
enable the loop to be closed. Thus, for each re-
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source centre,WIP is tracked against nominal (tar-
get) progress and deviations reported.

In practice, most MRP systems have proved
to be generally unsuitable for the process indus-
tries because they only cater for scenarios in which
many inputs, both materials and labour, combine
to produce a single product. Some processes, such
as oil refining, use one raw material to produce
many products. Others, such as speciality chemi-
cals, use multiple reagents to produce a variety of
products, co-products and by-products. This has
led to the development of “process MRP”packages
which are based upon recipes rather than bills of
material and labour.Recipes, asdiscussed in Chap-
ter 37, contain product formulations, equipment
and procedural requirements.

100.4 Process MRP
The more production oriented modules of a
process-MRP enable process definition, produc-
tion scheduling, process monitoring and process
costing, as follows:

1. Process definition allows the process and/or
plant to be defined using S88 type constructs,
the definition providing the basis for produc-
tion scheduling.Definition is essentially aques-
tion of:
i. Articulating the plant structure in terms

of the physical model; that is cells, trains,
units and equipment modules, together
with their interconnections. Associated
witheachof thesewill be information about
their capacity and operational constraints.

ii. Decomposing the processes in terms of the
process model: that is streams, stages and
process operations as appropriate, and as-
serting constraints as to which plant items
can be used for their processing.Targets for
key performance indicators (KPI) such as
batch cycle times and yields may be speci-
fied.

iii. Identifying operational requirements for
each product type in terms of the proce-
dural model: that is procedures, operations

and phases. There will be a nominal pro-
cessing time for each entity.

iv. Defining generic recipes for each product
type in terms of the recipe model: that is
product formulations, equipment require-
ments, procedural requirements and qual-
ity criteria.

2. Production scheduling starts with forecasts for
the production of products over medium or
long termplanning horizons.Clearly thesehave
to bebasedupon themost up to date sales/order
figures available. Forecasts of the raw materi-
als requirements over the same planning hori-
zon are then generated which may be com-
pared with their availability.These forecasts are
then converted into a production plan consis-
tent with the S88 activity model. The shorter
the forecasting horizon, the less scope there is
for change and the less the amount of iteration
subsequently required.Note that whilst thepro-
duction plan generally satisfies the constraints
of processing capacity and raw materials avail-
ability, theremay well be short term conflicts to
be resolved.
The production plan is essentially a queue of
generic recipes in the order they are to be run.
Each recipe relates a batch of a particular prod-
uct to the type of unit in which it is to be
made and to the procedure to be carried out
on that batch. However, to produce a master
schedule, the production plan has to be com-
bined with the process definition. Note that the
master schedulehasbeen producedoff-line and
does not take current plant status into account.
For implementation, the master schedule is
translated into a working schedule, referred to
as a control schedule in S88 speak. This is still
essentially a list of recipes,but their order is ad-
justed in the light of current plant status infor-
mation to allow for unit occupancy,process de-
lays, equipment failures, shortages of raw ma-
terials, etc. For each recipe, a specific unit is
assigned with nominal start and end times.

3. Processmonitoring enables tracking of batches
of products through the plant in relation to the
control schedule and KPIs. It records events as
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they occur: analysis of raw materials quality,
comparison of lapsed timeswithnominal,com-
parison of actual yields with targets, checking
of quality metrics against criteria, logging ofre-
sources as they are used,etc.As production pro-
ceeds, discrepancies are reported so that cor-
rective action may be taken.

4. Process costing concerns estimating the true
costs of production. Cost categories are estab-
lished for raw materials, equipment usage, ser-
vices and so on. Then, as a batch progresses
through the plant, from stage to stage, unit to
unit, the cumulative processing costs are incre-
mented. This can become quite complex when
overheads and indirect costs are factored in.

100.5 Manufacturing Execution
Systems

There remains a gap between MIS and CIM sys-
tems, with their client server technology and re-
lational databases, and proprietary DCS and PLC
systems, despite the trend for the latter to move
towards NT based operating systems. That gap has
been successfully exploited by SCADA suppliers
who have offered manufacturing execution sys-
tems (MES) with bridges into a wide cross section
of third party systems. Hierarchically speaking, an
MES is positioned between the control system and
process-MRP, although MES is increasingly taking
on the lower level functionality of process-MRP.
The essential characteristics of a process oriented
MES include:

• Client server architecture
• OLE server supporting OPC as described in

Chapter 49
• Standard bridges into all major DCS and PLC

systems
• Open interfaces to laboratory information man-

agement systems
• SCADA capability
• Real-time operator interface supporting all

functionality of Chapter 42
• Relational database
• Process definition tools

• Recipe handling and batch management
• Quality management using SPC and batch his-

tory files
• Materials and resource tracking with a lot-

history database
• Preventive maintenance and time and atten-

dance modules
• Access to third party document management

systems
• Report generation

100.6 Project Planning for the
Process Industries

Project planning for the process industries (PP-
PI) was developed by a consortium and the SAP
PP-PI package is perhaps the best known exam-
ple of a process oriented MES. It provides a fully
integrated process planning system with open in-
terfaces to process control systems and laboratory
information management systems (LIMS).

The emphasis of PP-PI is on batch processing.
There are eight key modules, the essential char-
acteristics of which are described below in terms
of IEC 61512 (S88) constructs as appropriate. It
should be recognised that the organisation of PP-
PI is not consistent with the structure of the S88
activity model as depicted in Figure 37.11.

Resource Management

This module manages all the resources necessary
for the processing of each product, with the excep-
tion of raw materials which are managed by the
recipe management module. Resources are cate-
gorised by the user.Thus, subject to the constraints
of the resource network, resources may be cate-
gorised as being either primary or secondary, each
of which can be sub-categorised into classes:

• Resource networks are routes through the plant,
each of which is a potential stream or train.
These are determined by the structure of the
plant and the flexibility for making change
through the use of valve manifolds,flexible pipes
and so on. There are always constraints. For ex-
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ample,once a batch has been started in one unit,
the choice of unit for the next stage is limited to
those units to which the first is physically con-
nected, and to their availability.

• Primary resources are those which are required
for the duration of a batch, the obvious example
being the units containing the batches. Proce-
dural entities, such as operations, that have the
same duration are “committed” to primary re-
sources.

• Secondary resources are those which are not re-
quired for the duration of a batch, examples of
which are shared equipment modules such as
storage vessels and manifolds, labour and lab-
oratory effort. A secondary resource can be al-
located a start time relative to the start of any
operation or phase in which it is utilised.

• Resource classes are sub-categories of resources
that are generically similar. For example, all
identically equipped jacketed agitated vessels
could be so categorised. Thus, when creating
master recipes, equipment requirements may be
specified by type or class, the specifics only be-
ing of interest when the control recipe is created.

Every resource has attributes in the form of data
which is used for planning and scheduling pur-
poses. That data may be about connectivity, say
of one unit to another, access to raw materials
or about materials of construction. Of particu-
lar importance is data about capacity and related
formulae:

• Capacity is the ability of a resource to perform a
particular task. A reactor, for example, will have
a certain volume and heating capacity.An oper-
ator will have a certain amount of time available
for carrying out tasks. Volume, heating capac-
ity and time available are examples of capacity
categories.
Capacity commitment can be exclusive or non-
exclusive. For example, a reactor, even if not
filled by its current batch, cannot have its
spare capacity filled by another, its commit-
ment is exclusive. Resources shared by a num-
ber of batches, such as storage vessels, are non-
exclusive. Equipment modules such as mani-

folds may be either exclusive or otherwise, de-
pending on their usage.

• Formulae can be attached to a resource for use
in calculation of, say, processing times, capac-
ity and costs. It is not uncommon, for exam-
ple, for nominal batch times to be available for
standard batch sizes. For larger batches the for-
mula enables the scheduling function to scale
up the batch time taking into account non-linear
heat transfer effects. Similarly, formulae enable
required capacities to be compared with those
available in the various resources.

Every resource is allocated to a cost centre so that
production costs can be calculated.

Recipe Management

The recipe model of S88 is described detail in
Chapter 37. An underlying principle of S88 is that
master recipes are relatively generic and control
recipes are plant specific. This is reflected in PP-PI
in three important ways:

• The master recipe is cast in terms of equip-
ment requirements, i.e. equipment types, and is
deliberately resource independent. Thus, when
the master recipe is converted into a control
recipe, i.e. when the “process order” is released,
resources are assigned. If there are alternative
resources available,either primary or secondary,
the user is provided with a list to select from.

• Conversion of the master recipe into the con-
trol recipe enables its address lists (A lists) to
be parameterised. That is because, even though
the phases are listed by name only, the physical
resources have already been assigned.

• Materials requirements are articulated in the
form of a materials list linked to the master
recipe. In conversion of the master to the con-
trol recipe, standard quantities referred to in the
master are operated upon by formulae in rela-
tion to theunits’capacity to determine theactual
quantities required by the process. These quan-
tities can then be combined with other opera-
tional requirements into ordered batch parame-
ter lists (B lists).
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Note that there are separate master materials
records for each raw material which contain not
only information about stock levels but also other
relevant factors such as purity and yield.

Process Orders

A process order details all the requirements to
make a batch of a particular product. It is gen-
erated from the master recipe. The order defines
in terms of products, batches, recipes, units and so
on:

• What and how much is to be manufactured
• Where it is to be manufactured
• When it is to be manufactured
• What information is to be archived
• How much it is expected to cost

Release of an order enables the following to occur:

• Raw materials reservations are confirmed and
master records are updated.

• Generic resource classes specified are replaced
by equipment specific entities.

• Process instruction sheets are generated.
• Batch inspection records are allocated.

The cost object is a key construct to which the cost
of a process order is assigned. This is based upon
the planned raw materials consumption and pro-
duction costs, the latter being based upon in-house
charge rates used for use of equipment and utili-
ties.Planned and actual costs may be analysed and
the cost object adjusted in the light of such. Costs
may be revised, for example, to take reworking into
account. When a process order is completed, i.e. a
batch is sentenced to storage,the cost is transferred
to a different cost centre such as to inventory or to
the customers account.

Process Planning

Released process orders are used by the process
planning module for scheduling purposes. There
are two key functions:

• Procedural scheduling. For any order, there will
be a specified recipe whose operations and/or

phases will each have nominal processing times.
Knowing the resources allocated establishes the
capacity commitments which enables the true
processing times to be estimated. Obviously
these times may be aggregated into batch times
which enable lead times and completion dates
to be predicted. All of this may be presented in
Gantt chart form.

• Capacity scheduling. This is carried out once an
order is scheduled when the required and avail-
able capacity requirements can be compared.
The adjustment of any capacity under or over-
loads is referred to as capacity levelling and is
performed interactively by the system user. Ca-
pacity information is displayed in Gantt chart
form and order data may be manipulated, for
example, to enable rescheduling of operations
to meet delivery dates.

A campaign is the manufacture of a number of
batches of the same product based on the same
master recipe, typically utilising a dedicated train
of units. This requires long term planning of re-
sources and materials on a campaign basis. The
functionality to support campaign planning is not
yet available in PP-PI.

Process Management

This module controls the data exchange between
PP-PI and LIMS and the control system. The prin-
cipal functionsof theprocessmanagement module
are as follows:

• It enables phase logic to be incorporated in op-
erations as the control recipe is downloaded into
the control system. Each phase has a unique
name and is stored in a library. Phases, consist-
ing of steps and instructions (or actions), are
abstracted according to the phase names listed
in the operations, and included within the oper-
ation.
The downloading of these operations including
their phase logic, together with their address and
batch parameter lists, into the target control sys-
tems (or nodes of a DCS) is sufficient for exe-
cution of the phases and operations, and hence
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the complete automatic control of the batch pro-
cessing.

• Process instruction sheets may be generated for
display, or printed out, for those aspects of the
processing that are to be carried out manually.
This includes the requirements for materials in-
spection and sampling for laboratory analysis.

• Process messages are used to transfer data from
the control system to PP-PI. Typically data is
requested via process instructions, but unso-
licited data such as alarms and events can also
be sent. Different categories of data exist, such
as analogue measurements, operator confirma-
tions, phase start and stop times, etc.

Quality Management

Data in the form of “batch inspection records”
are the basis for quality management. These are
generated from the master recipe upon release of
the process order. The record sets out the qual-
ity requirements in terms of inspections and lab-
oratory analyses for each batch, identifying not
only what tests are required but when. Inspections
may be manual: the reading of analogue signals
or results from laboratory analysis. More typically,
batch records are compiled from data abstracted
from either the control system or LIMS by means
of messages. Both in-process and post-process in-
spections are supported, i.e. during a batch and
after batch completion.

The capacity and scheduling of laboratory re-
sources can be handled by the process planning
module. This is important if production is round
the clock but the laboratory is only open during
the daytime.

Batch Management

Every material used in production has a generic
specification which defines that material in terms
of its physical andchemical properties suchas state
(solidor liquid),colour,viscosity,purityandexpiry
date. Individual batches (lots) of materials have
their own batch inspection records. The charac-

teristics of raw materials in a record come from
supplier’s information and laboratory analysis, for
manufactured products they come through the
quality management module. For any new batch,
the batch management module checks the batch’s
record against the material specification to ensure
that it conforms.

The batch management module allows materi-
als to be managed in lots. Its essential functionality
is as follows:

• Lot number assignment.This can be either auto-
matic or manual, and applies to all lots whether
they be raw materials upon receipt or manufac-
tured batches.

• Lot status management. A lot is usable only if it
meets its material specification. Usability is in-
dicated by the status types of restricted and un-
restricted.Statusmay be set either automatically
by the quality management module or manually.

• Lot tracking. This records the history of a lot of
any type of material from procurement through
to delivery. For example, all materials and their
lot numbers used in the manufacture of a par-
ticular batch, or which batches used a particular
lot of raw material. This finds its way into the
batch records.

• Lot determination. This is used to reserve raw
material lots for specific orders. It also enables
searches for manufactured lots which meet cer-
tain specifications, e.g., those closest to a cus-
tomer’s specification, thereby minimising “give-
away”.

Batch Records and Evaluation

FDA and GAMP require companies manufactur-
ing pharmaceuticals to keep documented records
of every step in their production, including results
of quality related inspections. This data must be
archived and can be recalled for inspection and
analysis, but cannot be changed. Thus proof of
compliance can be demonstrated and the causes
of any specific problems identified. Data to be
archived is specified through the process order and
typically includes the following for every batch:
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• Order number
• Process resources utilised
• Planned and actual material quantities
• Operation and phase data: start and stop times
• Time stamped process messages
• Time stamped alarm lists and event logs
• Unscheduled operator interventions, e.g. chan-

ges to quantities, setpoints, etc.

It is in the nature of management execution sys-
tems such as PP-PI that the amount of data col-
lected and stored is extensive. Data can be eval-
uated retrospectively, either by tools provided
within the MES or by export to third party pack-
ages, such as Excel. Typical evaluations include:

• General planning and cost data
• Equipment utilisation, planned vs actual
• Product costs, fixed and variable
• Materials consumption, efficiencies and yields
• Variability,operating conditions vsproduct qua-

lity
• Multivariate statistical process control

100.7 Integration of Control
and Enterprise Systems

The ISA S95 standard has been published to pro-
vide a framework for CIM. Its intent is to improve
communications between all parties concerned,
thereby reducing the costs,risk and errors involved
in implementation.

Part 1 provides standard terminology and a
consistent set of concepts and models for inte-
grating control systems with enterprise systems.
Its scope includes maintenance management, ma-
terial and energy control, production scheduling,

order processing, product cost accounting, prod-
uct shipping and administration, product inven-
tory control and qualityassurance.The main func-
tions in each area are defined and information
flows between them are described. The emphasis
throughout is on good integration practice.

Part 2 defines the interface content between
manufacturing control functions and other enter-
prise functions.Its scope is limited to thedefinition
of attributes for the objects of the Part 1 models
and does not extend to the attributes that repre-
sent the relationships between the objects.

Part 3 on models of manufacturing operations
is yet to be published.

100.8 Comments
As will be evident from this chapter, MIS pro-
vides a good deal of functionality that, hierarchi-
cally speaking, is at a higher level than the con-
trol system. Such systems provide a management
framework for making decisions about the control
of plant and processes. They also enable informa-
tion to be abstracted from control systems,manip-
ulated and interpreted. It is almost inconceivable
these days that an automation project would see a
control system being installed without some form
of MIS too. Indeed, given the extent of automa-
tion that exists within the industry, and the ever
reducing scope for realising benefits through con-
trol alone, it is inevitable that much more empha-
sis will be placed upon MIS type functions. Indeed,
one can predict that MIS and decision support will
merge with process control functions. Pressures
fromopen systemdevelopments and network tech-
nology will inexorably reinforce this.
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Multiple linear regression (MLR) was introduced
in Chapter 83 as a means of relating an output
(response) variable to possible input (regressor or
predictor) variables. MLR is undoubtedly the most
commonly used means of establishing the rela-
tionship between input and output variables, but
it does have its limitations. Primarily these are:

• MLR’s inability to handlemissing data.Aswill be
seen in Chapter 102 on statistical process control
there are methods for reconstructingmissing or
incomplete data, so this problem can be circum-
vented.

• Collinearity of input variables leads to least
squares estimates of coefficients that either do
not exist or else are unreliable. Two variables
are said to be exactly collinear if there exists an
equation such that:

c1.x1 + c2.x2 = 1

Knowing the value of x1 determines precisely
the value of x2. Thus x2 may be eliminated from
the list of inputs for MLR without any loss of
information. If collinearity is approximate, then
one of the inputs may be eliminated with only
nominal loss of information. Clearly this argu-

ment may be extended to cases of three or more
inputs being collinear.

• Data overload. The amount of data to be pro-
cessed depends on the number of variables be-
ing regressed, the frequency of sampling and the
duration of the sampling process. Clearly there
is scope for this being massive.

Whilst principal components analysis (PCA) is a
linear method, it is nevertheless tolerant of these
constraints. It also happens to cope well with data
that is noisy, and with situations where the data is
sparse, i.e. when there is little data relative to the
number of inputs being regressed. In essence, PCA
reduces the dimensionality of the problem whilst
retaining as much of the variability contained in
the original data as possible. This is achieved by
forming linear transformations of the input vari-
ables in such a way that the transformed variables
are orthogonal.

This chapter introducesPCA anddemonstrates
its use. First the underlying principles of PCA are
developed in a bivariate context. This is then ex-
tended to multivariate problems and followed by
an example. For a more detailed treatment refer-
ence should be made to texts such as those by Cox
(2005) and Manly (1994).
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101.1 PCA for Two Variables
Consider two variables x1 and x2 for which a num-
ber of empirically determined values are plotted
against each other as depicted in Figure 101.1. The
first principal component y1 is the best straight
line fit to the data. In effect, y1 explains the max-
imum possible variance between x1 and x2. The
second principal component y2 is another straight
line through the same data whose direction is cho-
sen to explain the maximum amount of variance
which is unexplained by the first principal compo-
nent.To satisfy this requirement,y2 must beat right
angles, or orthogonal, to y1. The fact that the prin-
cipal components are orthogonal means that they
are independent of each other: they are not corre-
lated.Each principal component is said to measure
an independent effect. For a typical multivariable
process, there may only be a few underlying inde-
pendent effects.
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Fig. 101.1 Empirical bivariate data

Suppose the variables x1 and x2 are correlated and
that they are both in deviation form with zero
mean. Let y1 and y2 be the first and second prin-
cipal components respectively. They are defined as
linear functions of x1 and x2 as follows:

y1 = a1.x1 + a2.x2

y2 = b1.x1 + b2.x2
(101.1)

First, consider the first principal component. The
objective is that it should reflect the variability of
the original data so the values of the coefficients
a1 and a2, referred to as loadings, are such that the

variance in y1 is maximised. Suppose there are n
sets of data relating y1 to x1 and x2 such that:

y
1

= X.� (101.2)

where:

y
1

=

⎡

⎢

⎣

y11

...
yn1

⎤

⎥

⎦
X =

⎡

⎢

⎣

x11 x12

...
...

xn1 xn2

⎤

⎥

⎦
� =

[

a1

a2

]

The variance of y
1

is given by:

var
(

y
1

)

=
y2

11 + y2
21 + · · · + y2

n1

n − 1

=
yT

1
.y

1

n − 1
=

(

X.�
)T

.X.�

n − 1

=
�T.XT.X.�

n − 1
= �T.S.�

(101.3)

where S is the covariance matrix as defined by
Equation 82.5.Since there are only two variables,x1

and x2, then S must be a 2×2 matrix.Note that this
variance is of a sample rather than a population so
the denominator is (n − 1) as opposed to n. Also
note that the variance is positive and a quadratic
function of �.

Since both n and S are fixed by the set of data
available, the only scope for maximising the vari-
ance in y

1
is by adjusting �.

However, it is necessary to introduce a con-
straint, otherwise the not very helpful solution of
� → ∞ is obtained. A sensible constraint may be
specified as follows:

�T.� =
[

a1 a2

]

[

a1

a2

]

= a2
1 + a2

2 = 1

whence:
�T.� − 1 = 0. (101.4)

In effect, the loadings a1 and a2 are limited to the
range −1 ≤ a1, a2 ≤ 1.

This is quite sufficient for the purposes of for-
mulating the principal component in the first place
since, according to Equation 101.1, it enables y1 to



101.2 Summary of Bivariate PCA 829

consist of any ratio of x1 to x2, ranging fromnone to
all of each. The constraint, which may be thought
of as a unit circle in the parameter space, locks
both coefficients into a single constraint and, be-
cause it is inherently quadratic, is independent of
sign. The cost function for maximisation may then
be defined to be:

Q = var
(

y
1

)

− �.
(

�T.� − 1
)

= �T.S.� − �.
(

�T.� − 1
)

(101.5)

where � is known as a Lagrange multiplier. In-
cluding the constraint in the cost function in this
way guarantees that the constraint is satisfied at
the same time as the variance is maximised. The
use of Lagrange multipliers is explained in detail
in Chapter 105.

Noting that differentiation of a scalar by a vec-
tor is covered in Chapter 79, the derivative of Q
with respect to the loadings vector � is given by:

dQ

d�
= 2.S.� − 2.�.�

Let �̂ be the value of � that maximises the variance.
Thus, at the turning point:

dQ

d�
= 2.S.�̂ − 2.�.�̂ = 0

whence the criterion for maximum variance:

S.�̂ = �.�̂ (101.6)

It might not be obvious, and certainly requires
some interpretation, but this is the solution and
identifies the first principal component. Rear-
rangement gives:

[�.I − S] .�̂ = 0 (101.7)

Inspection of Equation 101.7 reveals that, because
S is a 2 × 2 matrix, there are two pairs of corre-
sponding eigenvalues and eigenvectors that satisfy
the maximum variance criterion. Thus there are
two maxima, but which pair corresponds to the
larger value? Strictly speaking the second differ-
ential should be found to confirm that they are

maxima rather than minima, but this is taken as
read. Let:

�1 and �2 be the eigenvalues, and
�̂1 and �̂2 be the corresponding eigenvectors.

Themaximumvalueof Q corresponding to thepair
�1 and �̂1 is given by Equation 101.5:

Q1 = �̂1
T.S.�̂ 1 − �1.

(

�̂1
T.�̂1 − 1

)

Substituting from Equation 101.6 gives:

Q1 = �̂1
T.�1.�̂1 − �1.

(

�̂1
T.�̂1 − 1

)

= �1.�̂1
T.�̂1 − �1.

(

�̂1
T.�̂1 − 1

)

= �1

Similarly:
Q2 = �2

The larger of the two possible maximum values
for the cost function must correspond to the larger
eigenvalue, and hence to the maximum variance in
the first principal component.

The fact that the variance of the first principal
component has a value of �1 can be confirmed by
substitutionof Equation 101.6 into Equation 101.3:

var
(

y
1

)

= �̂1
T.S.�̂1 = �̂1

T.�1.�̂1 = �1.�̂1
T.�̂1

An important property of an eigenvector is its or-

thogonality such that �̂
T

1 .�̂1 = 1. Hence:

var
(

y
1

)

= �1

101.2 Summary of Bivariate
PCA

The first principal component is of the form:

y1 = a1.x1 + a2.x2 (101.1a)

where the loadings −1 ≤ a1, a2 ≤ 1 are given by

the eigenvector �̂1 =

[

a1

a2

]

which corresponds to

the larger eigenvalue �1 of the covariancematrix S.
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The variance of the first principal component has
a value of �1.

Similarly, the second principal component is of
the form:

y2 = b1.x1 + b2.x2 (101.1b)

where the loadings −1 ≤ b1, b2 ≤ 1 are given

by the eigenvector �̂2 =

[

b1

b2

]

which corresponds

to the smaller eigenvalue �2 of the same covari-
ance matrix S.The variance of the second principal
component has a value of �2.

101.3 PCA for Multiple
Variables

The principles and formulae developed for bivari-
atePCA generalise to multivariatePCA.The follow-
ing is a procedure for finding the principal compo-
nents where there are multiple variables. Suppose
there are p variables and the first principal com-
ponent is:

y1 = a1.x1 + a2.x2 + · · · + apxp (101.8)

where −1 ≤ aj ≤ 1 and
p
∑

j=1
a2

j = 1.

Suppose that there are n sets of data:

y
1

= X.� (101.9)

where:

y
1

=

⎡

⎢

⎣

y11

...
yn1

⎤

⎥

⎦
X =

⎡

⎢

⎣

x11 x12 · · · x1p

...
...

...
...

xn1 xn2 · · · xnp

⎤

⎥

⎦
� =

⎡

⎢

⎢

⎢

⎣

a1

a2

...
ap

⎤

⎥

⎥

⎥

⎦

Remember that it is essential that the data values
used in the X matrix are in deviation form, i.e. that
they have zero means. The higher the correlation
between the columns of X, the fewer the number of
principal components required to retain the vari-
ability of X.

1. Determine the covariance matrix S, which is of
dimension p × p, according to

S =
XT.X

n − 1

2. Given that the units and range of measurement
of the variables are likely to be arbitrary, e.g.
flow,pressure, temperature,etc., the relative sig-
nificanceof the various elements of S is usually
obscured. So it is best to convert the covariance
matrix S into the standardised form of the cor-
relation matrix P, as defined in Equations 82.6
and 82.7:

�ij =
� 2

ij

�i.�j
(82.6)

The subsequent procedure is exactly the same,
whether it is based upon the correlation ma-
trix P or the covariance matrix S, although the
results require different interpretations.

3. Find the p eigenvalues of P and their corre-
sponding eigenvectors. Note that these are dif-
ferent to those of S.

4. Reorder the eigenvalues in descending order
such that:

�1 > �2 > · · · > �p.

5. Reorder the corresponding eigenvectors:

�̂1, �̂2, · · · , �̂p.

6. The first principal component of Equa-
tion 101.8 is found from

y1 = �̂1
T.x

where:
x =
[

x1 x2 · · · xp

]T
.

7. The second principal component, which is of
the form:

y2 = b1.x1 + b2.x2 + · · · + bpxp (101.10)

where −1 ≤ bj ≤ 1 and
p
∑

j=1
b2

j = 1, is found

from:
y2 = �̂2

T.x
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8. The jth principal component, where 1 ≤ j ≤ p,
is found from:

yj = �̂ j
T.x

101.4 Reduction of
Dimensionality

As explained, an objective of PCA is to reduce the
dimensionality of the problem whilst retaining as
much of the variability contained in the original
data as possible. The central issue is to decide on
which of the p principal components to retain.The
most commonly used method is based upon the
cumulative percentage of the total variance. It is
important to appreciate that it is the least signif-
icant principal components that are being elimi-
nated and not the original variables: the princi-
pal components retained contain all of the original
variables.

The total variance is found by summing the
variance of each of the original p variables:

∑

� 2 = � 2
1 + � 2

2 + · · · + � 2
p =

p
∑

j=1

[sjj]

These variances are the eigenvalues of the covari-
ance matrix S which happen to lie along its diag-
onal. Thus the total variance is found by the sum-
mation of those diagonal values, often referred to
as the trace. Thus the percentage of the total vari-
ance attributable to the first principal component
is given by:

�1
p
∑

j=1
�j

.100

The cumulative percentage of the total variance by
the first m principal components is thus:

m
∑

j=1

�j

p
∑

j=1
�j

.100

The criterion commonly used is to choose the
first m principal components such that they con-
tribute some 80% of the total variance. Other cri-
teria involve retaining those components whose
variance exceeds the mean variance, the mean be-
ing either the arithmetic average or the geometric
mean. It should be appreciated that the least sig-
nificant principal components often relate more to
the noise in the data than anything else.

If the correlation matrix P is being used rather
than the covariance matrix S, the corresponding
trace is of value p and the percentage contribution
of each principal component to the total variance
is given by:

�j

p
.100 (101.11)

where the �j are the eigenvalues of P.

101.5 Worked Example No 1
This example taken from the academic world
should be one that every control engineer can re-
late to. The examinations results for a number of
students were recorded for five subjects. The vari-
ables are defined as shown in Table 101.1.

Table 101.1 Categorisation or exam types

Subject Exam type

x1 Mechanics Closed book

x2 Vectors Closed book

x3 Algebra Open book

x4 Analysis Open book

x5 Statistics Open book

The correlation coefficients were found to be as
follows:

P =

⎡

⎢

⎢

⎢

⎢

⎣

1.000 0.557 0.545 0.411 0.400
0.557 1.000 0.610 0.485 0.445
0.545 0.610 1.000 0.711 0.658
0.411 0.485 0.711 1.000 0.603
0.400 0.445 0.658 0.603 1.000

⎤

⎥

⎥

⎥

⎥

⎦
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The eigenvalues of P are as shown in the diagonal
matrix D and the corresponding eigenvectors are
the column vectors of the matrix V:

D =

⎡

⎢

⎢

⎢

⎢

⎣

0.443 0.0 0.0 0.0 0.0
0.0 0.394 0.0 0.0 0.0
0.0 0.0 0.250 0.0 0.0
0.0 0.0 0.0 0.729 0.0
0.0 0.0 0.0 0.0 3.185

⎤

⎥

⎥

⎥

⎥

⎦

V =

⎡

⎢

⎢

⎢

⎢

⎣

0.607 −0.192 −0.120 −0.647 0.402
−0.686 0.338 −0.184 −0.441 0.433
−0.062 −0.133 0.842 0.136 0.501
−0.163 −0.635 −0.449 0.402 0.456

0.362 0.655 −0.204 0.455 0.439

⎤

⎥

⎥

⎥

⎥

⎦

Inspection of D reveals that the rank order of the
eigenvalues is 5th, 4th, 1st, 2nd and 3rd.

The first principal component of P is thus:

y1 = 0.402.x1 + 0.433.x2 + 0.501.x3

+ 0.456.x4 + 0.439.x5

and the second principal component is:

y2 = −0.647.x1 − 0.441.x2 + 0.136.x3

+ 0.402.x4 + 0.455.x5

In fact the first two principal components are suffi-
cient.The trace of P is 5.0 so the percentage contri-
bution of each of the principal components to the
total variance is found from Equation 101.11 to be:

D% =

⎡

⎢

⎢

⎢

⎢

⎣

8.86 0.0 0.0 0.0 0.0
0.0 7.87 0.0 0.0 0.0
0.0 0.0 5.00 0.0 0.0
0.0 0.0 0.0 14.57 0.0
0.0 0.0 0.0 0.0 63.70

⎤

⎥

⎥

⎥

⎥

⎦

Thus the combined contribution of the first and
second principal components is approximately
78.3% of the total variance, which is good enough.

101.6 Interpretation of
Principal Components

Interpretation of theprincipal components is fairly
straightforward. There are two aspects to this, first

to distinguishbetween thedifferent principal com-
ponents, and second to interpret the relative sig-
nificance of the variables in each of the principal
components.

Because the eigenvectors are orthogonal, the
principal components can be thought of as being at
right angles to each other.As explained, this means
that the patterns of variance which they depict are
independent of each other.The first principal com-
ponent indicates the dominant effects. Consider-
ing the second principal component is equivalent
to stripping out the dominant effects. This reveals
weaker,but nevertheless significant,underlyingef-
fects that were previously obscured.

Remember that the loadings of the principal
components, which come from the eigenvectors of
the correlation matrix P, relate to the correlation
coefficients between the variables. Each loading is
associated with a variable in a principal compo-
nent. The value of the loading is a measure of the
contribution of that variable to the proportion of
the variance in the data accounted for by its prin-
cipal component. The stronger the loading, i.e. the
closer it is to unity (+1 or −1), the more dominant
is the variable.

In the above example, the first principal com-
ponent indicates that all the examinations con-
tribute to the variance of the results to a similar
extent, algebra being the most significant and me-
chanics the least. This first principal component
is dominant, being some four times stronger than
the second principal component. The latter, how-
ever, reveals the more interesting effect: a pattern
of variance that is associated with the nature of the
examination.The negative signs of the loadings for
mechanics and vectors indicate that the variances
for closed book examinations are in the opposite
direction to those for open book.This suggests that
candidates who do well in the closed book exams
do less well in open book exams, and vice versa.
This is thepower of PCA: it enablesweaker patterns
of variance to be revealed that would otherwise be
obscured by more dominant patterns.
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101.7 Worked Example No 2
This is based upon the naphtha splitter used for
the MLR analysis in Chapter 83, as depicted in Fig-
ure 83.2, and using the same raw data. Again all
of the variables whose standard deviation is ≤ 1%
of the mean are excluded on the grounds of be-
ing not statistically significant. However, to allow
lesser principal components associated with in-
ventory to be found, relevant variables for which
the cross correlation function is ≥ 13 samples (the
threshold used for MLR) are included. This is on
the basis that inventory delays could be signifi-
cantly larger than the known time delay of some
30 min for changes in feed to affect the product
streams. Also, note that the variables x13 and x14

are essentially identical and have been combined
into a single variable x15.

Of the variables used the biggest delay is of 95
samples in the variable x12 so, in effect, there are
50 complete sets of data representing a period of
some 250 min (> 4 h) which is a sufficient statis-
tical basis. The raw data for the variables is shifted
in time as appropriate and assembled in the form
of the X matrix of Equation 101.9. The correlation
coefficients are then found using Equations 82.4
and 82.6 and the correlation matrix established as
per Equation 82.7 from which the eigenvalues and
eigenvectors are determined.

The first principal component has an eigen-
value of 4.129 which, for a trace of value 9.0, repre-
sents 45.9% of the total variance:

pc1 = −0.4635.y3 − 0.4730.x1 − 0.3358.x3

− 0.3876.x4 − 0.4616.x6 + 0.0972.x7

− 0.0334.x9 − 0.2697.x12 + 0.0555.x15

It can be seen that this is dominated by the vari-
ables y3, x1, x3, x4 and x6, all of which are related
to the top product composition. It might be ex-
pected that the top product composition y3 would
be strongly influenced by x5 and x7 too. However,
both of these flows are controlled directly, as op-
posed to the top product flow x6 which is manip-
ulated by a slave loop. Furthermore, the data for
the reflux rate x5 was previously eliminated on the
grounds that its cross correlation function was not

credible. As for the distillate flow x7, its flow rate
relative to the reflux flow x5 is not that significant.

The second principal component has an eigen-
value of 2.270 which represents 25.2% of the total
variance:

pc2 = −0.0268.y3 − 0.1197.x1 + 0.2862.x3

− 0.1391.x4 − 0.0205.x6 + 0.5486.x7

+ 0.6160.x9 + 0.1716.x12 − 0.4164.x15

It can be seen that this is dominated by the vari-
ables x7, x9 and x15, all of which are related to the
column’s liquid inventory. It would normally be ex-
pected that the level in the still x9 be strongly influ-
encedby x1 ,x6 andx12 too.However, the feed rate x1

is relatively constant so its influence is only weak,
x6 is a vapour stream and there is little capacity for
vapour inventory and,of the bottomproduct rates,
x12 is not significant relative to x15. The strength
of x7 is relatively easy to explain. Closer inspec-
tion of the data reveals that, during the period that
the data was collected, x7 monotonically increased
as x9 decreased. This is consistent with the steady
state mass balance for the column in which the av-
erage feed rate x1 was345.5 m3/hand the sumof the
product rates (x6, x7 and x12 to x14) was 351.4 m3/h,
indicating a slow net depletion of inventory.

The third principal component has an eigen-
value of 1.070 which represents 11.9% of the total
variance:

pc3 = −0.1973.y3 + 0.1018.x1 − 0.1530.x3

+ 0.4717.x4 + 0.0795.x6 + 0.0647.x7

− 0.1245.x9 − 0.5534.x12 − 0.6104.x15

It can be seen that this is dominated by the vari-
ables x4, x12 and x15, all of which are related to the
bottom product composition.It would normally be
expected that the bottoms composition be strongly
influenced by x8, x10 and x11 too. However, these
variables were eliminated because their standard
deviations are ≤ 1% of their means.

Together, the first three principal components
account for 82.9% of the total variance which is
good enough.
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101.8 Loadings Plots
Further insight into the meaning of principal com-
ponents can be gained by inspection of their load-
ings. Suppose that there are two principal compo-
nents, each with five inputs:

y1 = a1.x1 + a2.x2 + a3.x3 + a4.x4 + a5.x5

y2 = b1.x1 + b2.x2 + b3.x3 + b4.x4 + b5.x5

The bivariate loadings plot for these two principal
components can be can be made as depicted in Fig-
ure 101.2. Thus A represents the point (a1, b1), B is
(a2, b2), C is (a3, b3), and so on. Such a plot enables
the meaning of the loadings to be interpreted in
relation to the orthogonality of the principal com-
ponents.

y1

y2

A

B

C

E

D

θ

x

x

x

x

x

Fig. 101.2 Loadings plot for two principal components

Of particular importance in interpreting loadings
plots is the angle � between the loadings. It is help-
ful to consider the cosine of that angle, as demon-
strated in relation to the following pairs of load-
ings:

• A and B.Since these vectors are adjacent (� is ap-
proximately 0◦), cos� is positive large (approxi-
mately +1.0) and the variance of the associated
variables is in the same direction. Thus as x1 in-
creases so does x2 and vice versa.

• A and C. Since these vectors are opposite (� is
approximately 180◦), cos� is negative large (ap-
proximately −1.0) and the variance of the asso-

ciated variables is in opposite directions. Thus if
x1 increases then x3 decreases and vice versa.

• A and D. Since these vectors are roughly at right
angles (� is approximately 90◦), cos� is small
(approximately 0) and the variance of the as-
sociated variables is not correlated. Thus if x1

changes it has no affect on x4 and vice versa.
• A and E. These vectors are adjacent but not

close (� is approximately 45◦), cos� is positive
medium (approximately +0.7) and the variance
of the associated variables is correlated, but not
so strongly.So changes in x1 do have some affect
on x5 and vice versa.

101.9 Worked Example No 3
Figure 101.3 depicts the loadings plot of the first
two principal components for the naphtha splitter
of Worked Example No 2.

pc2

pc1

+
x7

+
x9

+
x15

+
x12

+x3+x4

+x1
++

x6

y3

-0.2-0.4

0.1 0.3 0.5

0.2

-0.1

-0.3

Fig. 101.3 Loadings plot of 1st and 2nd components for naphtha

splitter

Great care is necessary in interpreting the load-
ings plot since the principal components were es-
tablished from the correlation matrix for which
the data was normalised. Thus all the cause and
effect relationships are potentially distorted. It is
also worth remembering the outcome of the MLR
analysis in Worked Example No 3 of Chapter 83
in which a strong relationship was established be-
tween x3, x6 and y3:
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• x6 and y3 are almost exactly aligned indicating
that as x6 increases so does y3. An increase in
the top product rate x6 , for a given reflux rate x5,
would result in a decrease in the reflux ratio and
hence to a less pure distillate. So an increase in
y3 which relates to the less volatile components
(≥C7s) is to be expected.

• x3 and y3 are adjacent but not close which sug-
gests a weak correlation in the same direction.
Without doubt an increasing overheads temper-
ature x3 would be expected to indicate an in-
creasing fraction of ≥ C7s. That the correlation
is weak is perhaps accounted for by the multi-
component (as opposed to binary) nature of the
distillate.

• x3 and x4 are not far off being at right angles
indicating that the overheads temperature and
pressure are not correlated.In fact the overheads
temperature x3 is a function of both pressure x4

and composition y3 but, given that the pressure
is controlled, the dependence on composition
would predominate.

• x4 and y3 are adjacent corresponding to a
strong correlation. However, an increasing col-
umn pressure x4 would be expected to suppress
the amount of ≥ C7s in the distillate. Also it
is not consistent with the previous comment.
These observations cast some doubt on the va-
lidity of the PCA model.

• x15 and x9 are opposite each other and so as the
bottomproduct rate x15 increases the level in the
still x9 decreases which is to be expected.

• x1 and x6 are adjacent indicating that any change
in the feed rate x1 causes the top product flow
to increase. Interestingly, x1 and x15 are at right
angles indicating that changes in feed have no
affect on the bottom product flow. The column
is thus operated such that feed flow changes are
accommodated by the distillate.

• x6 is at right angles to x9 which suggests that the
dominant top product flow x6 does not affect the
level in the still. This seems unlikely, although
the bottom product flow x15 has a more direct
and larger influence, and casts some doubt on
the validity of the PCA model.

• x7 and x9 are adjacent which suggests that as the
top product flow x7 increases then so does the
level x9 which is not credible. However, the flow
rate x7 is so small relative to x15 that not too
much significance can be attached to this.

• x1 and x9 are at right angles which suggests that
changes in feed rate x1 have no affect on still
level x9. That would not normally be so but, as
previously observed, the feed rate is relatively
constant so its influence is only weak.

• x4 and x15 are at right angles. Since the column
pressure x4 and the dominant bottoms product
flow x15 are controlled independently they would
not be expected to correlate.

Figure 101.4 depicts the loadings plot of the first
and third principal components for the naphtha
splitter of Worked Example No 2.

pc3

pc1

+
x7

+
x9

+
x15

+x12

+x3 +x4

+
x1

+ +
x6

y3

-0.3-0.5

0.2 0.4

0.2

-0.1

-0.3

Fig. 101.4 Loadings plot of 1st and 3rd components for naphtha

splitter

Comparison of Figures 101.3 and 101.4 reveals that
the position of many of the points has changed,
some significantly so. However, it is their relative
positions that matters given that the underlying
relationships between the variables should be the
same. If the relative positions are similar on differ-
ent loadings plots, that reinforces the interpreta-
tion and gives confidence in the robustness of the
PCA model:
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• x6 and y3 are no longer aligned, but are never-
theless still adjacent and relatively close.

• x3 and y3 are aligned, the stronger correlation
being more consistent with expectation.

• x3 and x4 are still at right angles.
• x4 and y3 are now at right angles which tends to

remove the doubt cast earlier.
• x15 and x9 were opposite but are now adjacent.

Thus the correlation still exists but in the wrong
direction.However,x9 is close to the origin so its
significance is not that great.

• x1 and x6 are still adjacent.
• x6 and x9 are still at right angles.
• x7 and x9 are now opposite which is more sensi-

ble, albeit with both close to the origin.

• x1 and x9 are still at right angles.
• x4 and x15 are now opposite each other which is

not really credible.

The above observations generally provide in-
creased confidence in the PCA model. They are
based upon a comparison of the loadings plots of
pc1 vs pc2 and pc3. These principal components
account for 45.9%, 25.2% and 11.9% of the vari-
ance, respectively. Clearly the first loadings plot is
more meaningful than the second. There is no rea-
son why loadings plots of pc2 vs pc3, or even pc1
vs pc4 could not have been used although, obvi-
ously, the observations become less meaningful as
the significance of the principal components de-
creases.
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Statistical process control (SPC) concerns the use
of stochastics for condition monitoringand for im-
proving the effective operation of processes and
plant. Of particular interest are abnormalities and
deterioration of performance. Abnormalities are
typically due to events, such as failure or malfunc-
tion of equipment and unscheduled operator in-
terventions, often characterised by outliers in the
data. Deterioration of performance is associated
with longer term factors such as fouling of heat
transfer surfaces and wear of bearings, more char-
acterised by drifts and trends.The objectiveof SPC
is to detect changes in performance and to isolate
the causes of such from the random effects due to
the natural variability of the process. This leads to
a better understanding of the cause and effect rela-
tionships: it provides advancewarning of problems
and/or enables corrective adjustments to be made.
An excellent introduction to SPC is given by Ogun-
naike andRay (1994) and the texts by Shunta (1995)
and Oakland (2002) are both comprehensive.

There are two important and related fields:
chemometrics and process analytics technology
(PAT). Both undoubtedly involve stochastics and

techniques such as multiple linear regression
(MLR) and principal components analysis (PCA).
Both also concern the application of these tech-
niques in a process context. Chemometrics is as-
sociated with reaction chemistry and extends to
process control. PAT involves analytical measure-
ments and is associated with qualityassurance and
validation procedures.As to where the boundaries
are between SPC, chemometrics and PAT is of se-
mantic interest only: it is sufficient to say that they
are all facets of process automation.

102.1 Data Collection
Fundamental to SPC is the choice of variables to
be measured. If the set of variables to be moni-
tored is not obvious, then the techniques of corre-
lation, multiple linear regression (MLR) and prin-
cipal components analysis (PCA), as discussed in
Chapters 82, 83 and 101, should be used to aid se-
lection.

SPC is critically dependent on the quality of
the data available. The data must be gathered in
such a way that subsequent analysis is capable of
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revealing the underlying facts. This is basically an
issue of sampling. It is essential to have some un-
derstanding of the dynamics of the plant and/or
process and to know what the data is going to
be used for. This enables sensible decisions about
which measurements are to be taken, how, and the
frequency and duration of sampling for each mea-
surement.

Clearly, appropriate instrumentation must be
available and the measurements taken must be
representative of the variables. The most common
problems are with instrumentation that is unreli-
able, not sensitive enough, incorrectly situated or
simply not available. Provision of effort for man-
ual sampling is also a potential problem. What is
essential at this stage is willpower, ingenuity and
skill.Once measured, there is seldom any difficulty
in gathering the data by means of the logging and
archiving facilities of DCS and SCADA type sys-
tems.

In practice, data is invariably missing or in-
complete, and may also be distorted and/or noisy.
So, before the stochastics of Chapter 82 may be ap-
plied, the data will usually need to be pre-screened
to a greater or lesser extent.

102.2 Data Pre-Screening
Aspects of the pre-screening of data have al-
ready been commented upon in Chapter 83. Pre-
screening is essential prior to analysis. The start-
ing point is to study the data to get a “feel” for it.
This includes evaluating summary statistics, mak-
ing plots and observing trends, noting the pattern
of any missing data, locating outliers and identify-
ing the need for transformation.

It goes without saying that the data must be sta-
tistically rich enough in the first place. If there is
not enough inherent variability then the methods
of SPC cannot yield meaningful results. Measure-
ments that are constant are useless. Signals where
the noise is more significant than any underlying
pattern, as opposed to noisy signals, are also use-
less. A useful metric here is the magnitude of the
standard deviation on a measurement in relation

to the accuracy of the instrumentation being used
to obtain it.

The most common problem is due to missing
and incomplete data. It is invariably the case that
there will be gaps in the data collected. Indeed, in
large studies, complete sets of data are more the
exception than the rule. By inspection, determine
which subsets of data and/or variables contain the
gaps.There are two approaches which may be used
in combination: deletion and invention. Both ap-
proaches achieve more or less the same outcome,
complete sets of data, although neither is entirely
satisfactory.

First, where there are a few missing observa-
tions, it is easiest to delete subsets of data and/or
variables resulting in smaller, but nevertheless
complete sets of data. Subsets containing several
missing variables are strong candidates for dele-
tion. Second, missing data can be filled in by in-
venting plausible values. When inventing values,
all known facts and relevant information must be
taken into account. Known correlations between
variables are particularly helpful for filling in pur-
poses. The effect of filling in missing values on
measures such as mean and median should be
monitored carefully.

Fundamental to these approaches to handling
missing data is the concept of missing at random
(MAR).This assumes that the cause of thevariables
being missing is unrelated to the relationships un-
der study. For example, missing data due to having
dropped a test tube or to losing the results counts
as MAR and analysis that ignores such data is jus-
tified. However, if the missing data is a function of
the observation process, MAR does not apply and
simple deletion of sub-sets or variables is invalid.A
good example of this is where the values of a vari-
able lie outside the range of the instrument used
for measurement.

Outliers are observations that appear to be in-
consistent with the rest of the data. They may be
caused by recording errors or may be genuine val-
ues. In some cases outliers may be deleted as being
not representative of the process under study: they
are simply not plausible. In other cases they may be
corrected using a priori knowledge.Either way, it is
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important to respect the data and to only adjust it
on the basis of an understanding of the underlying
facts.

Data arising from industrial processes is often
noisy and if the signal to noise ratio is too low then
the measurement is of little use statistically. Note
that it is the variation in the signal rather than its
absolute value that counts: 3 to 1 is generally con-
sidered to be a sensible minimum working ratio.
Even above that ratio, the noise may well obscure
underlying trends and patterns. The simplest ap-
proach is to remove the effects of thenoiseby filter-
ing the data. There are various ways of doing this:

• Data compression: this involves recording the
average value of m observations over consecu-
tive fixed periods of time.

• Moving average, sometimes referred to as run-
ning average, in which the mean of the last m
observations is recorded.

• First order lag: a numerical method using a lag
equivalent to m sampling periods, as described
in Chapter 44.

Clearly the value of m must be chosen carefully to
remove the high frequency noise whilst retaining
the low frequency variations of interest.

If the nature of any non-linearities inherent in
the system is known, then transformations may be
applied to linearise the data although, as a general
rule, use of transformations adds to the complex-
ity of the problem. The more obvious examples of
transformations are:

• Logarithmic, for rates of reaction which vary ex-
ponentially with temperature

• Square root, for pressure drops which are pro-
portional to the square of flow

• Reciprocal, for time delays which vary in inverse
proportion to flow

102.3 Control Charts
The general principle is that continuous processes
should run with minimal variation: if variation oc-
curs then it is either due to chance about which

nothing can be done, or else it is attributable to
some underlying cause which can be detected and
eliminated. Having identified the variables of in-
terest, gathered and screened the data, the under-
lying trends and patterns can be observed.Shewart
charts, commonly referred to as control charts, are
the most widely used means of depicting and inter-
preting the data. Three control charts are consid-
ered in which average, moving average and spread
are plotted as functions of time.

The assumption fundamental to all control
charts is that the process from which the data is ob-
tained is under statistical control (said to be well
behaved) which means that the variability of the
process is both known, or can be determined, and
stable. If a process is in statistical control, the dis-
tributionof measurements is normal (bell shaped)
andsymmetrical about themean,or approximately
so. It is also assumed that the samples (measure-
ments) taken are independent of each other, that
the frequency of sampling is sufficient to detect
changes and that the process of sampling is of suf-
ficient duration to observe trends and patterns.

Irrespective of the type of control chart, the
samples are grouped into groups of equal numbers
with all groups being weighted equally. The point
of grouping is to average out short term variability
between samples. The group size m must be such
that variations occur between the groups rather
than within them. It is essential that grouping be
done on a rational basis: for slow processes group-
ing may have to be on a batch, run, shift or daily
basis.

Control chartsmakeuseof control limitswhich
have their drawbacks. It is quite possible, through
the vagaries of sampling and the inherent variabil-
ity of the process, that:

• There will be outliers, i.e. values beyond the con-
trol limits,even though therehasbeen no change
in the underlying process.

• Values will lie within the control limits despite
there having been a real change in the process.

Choice of the control limits is a compromise be-
tween these two scenarios.
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102.4 Average Control Charts
These are most useful when there are large group
sizes andchangesoccur slowly.Successive valuesof
the measurement of a single variable are grouped
together. For example, the first m measurements
form the first group, the next m measurements the
second group,and so on until n groups are formed.
Thus there are ‘m.n’ original samples.

The control chart is constructed as follows:

1. Make estimates of the mean x and of the vari-
ance � 2 of the measurement.Provided that m.n
is large enough the truemean and variancemay
be estimated from Equations 82.2 and 82.3.
Next estimate the standard error of the groups
according to:

�̂e =
�√
m

(102.1)

This is the standard deviation of the distribu-
tion of the average value of the n groups. Note
that,because of the effect of grouping, the stan-
dard error of the groups is less than the stan-
dard deviation of the population as a whole.

2. Choose the scale of the chart such that:
• The mean x is fairly central.
• The scale covers approximately ±4 standard

errors, i.e. ±4�̂e, about x.
3. Mark the control limits as follows:
• Upper and lower action limit (UALand LAL)

at ±3�̂e about x.
• Upper and lower warning limit (UWL and

LWL) at ±2�̂e about x.
4. Plot the mean of each group as a function of

time. It is normal to continue plotting beyond
the first n groups.

An example of an average control chart is as de-
picted in Figure 102.1.

Interpretation of the control chart is fairly
straightforward. If any of the following rules apply,
it may be taken as evidence that there is a change
in the variability of the data and that some under-
lying cause must be present:

• One point lies outside either action limit.
• Two successive points lie outside the same warn-

ing limit.
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Fig. 102.1 An average control chart

• Seven successive points lie on one side of the
mean.

• Seven successive points consistently either in-
crease or decrease.

False alarms may be caused by these seven point
rules and, if necessary, the rules may be relaxed or
omitted.

102.5 Moving Average Control
Charts

These are most useful when there are small group
sizes and changes occur quickly. At each sampling
instant j, evaluate the mean of the group of the last
m values:

xj =
(

xj + xj−1 + xj−2 + · · · + xj−m+1

)

/m (102.2)

The oldest sample is then discarded, the newest
included and the average moves on:

xj+1 =
(

xj+1 + xj + xj−1 + · · · + xj−m+2

)

/m

The moving average control chart is constructed
and interpreted in exactly the same way as de-
scribed above for average control charts.

Example

Consider again some of the data used in the ex-
ample in Chapter 83 on multiple linear regression.



102.6 Spread Control Charts 841

Table 102.1 Moving average for refractive index

Time: t (h) 8.5 9.0 9.5 10.0 10.5 11.0 11.5

Refractive index: r 1.533 1.428 1.567 1.496 1.560 1.605 1.487

Moving average – – 1.509 1.497 1.541 1.554 1.551

Assuming groups of size m = 3 yields the values
shown in Table 102.1.

Noting that there needs to be substantially
more data to be meaningful, its summary statis-
tics are nevertheless estimated to be:

r = 1.525 � 2 = 0.00352 �̂e = 0.0343

Hence the action and warning limits are at ±0.103
and ±0.069 respectively about 1.525.

102.6 Spread Control Charts
These are constructed as follows:

1. Estimate the mean spread (or range) of the data
R. Again it is assumed there are n groups of m
samples.The spread of a group is the difference
between the largest and smallest of the m val-
ues within that group. The mean spread is the
average of the spreads for all n groups.

2. Choose the scale of the chart such that its range
goes from zero to twice R.

3. Mark the control limits as follows:

• Lower and upper action limits at L1.R and
L2.R respectively

• Lower and upper warning limits at L3.R and
L4.R respectively

where L1, L2, L3 and L4 are as defined in Ta-
ble 102.2 according to the group size m.

4. Plot the range of each group as a function of
time. It is normal to continue plotting beyond
the first n groups.

An example of a spread control chart is as depicted
in Figure 102.2.

Interpretation of the control chart for spreads
is essentially the same as for averages.Large ranges

are indicative of an increase in process spread. A
range below the lower action limit probably indi-
cates either that the spread has reduced and the
chart needs rescaling, or that there is an instru-
mentation failure.

Table 102.2 Action and warning limits vs group size

Group LAL UAL LWL UWL
size m L1 L2 L3 L4

2 0.00 4.12 0.04 2.81

3 0.04 2.99 0.18 2.17

4 0.10 2.58 0.29 1.93

5 0.16 2.36 0.37 1.81

6 0.21 2.22 0.42 1.72

7 0.26 2.12 0.46 1.66

8 0.29 2.04 0.50 1.62

9 0.33 1.99 0.52 1.58

10 0.35 1.94 0.54 1.55
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Fig. 102.2 A spread control chart



842 102 Statistical Process Control

Start

Gather data

Calculate mean and standard deviation

Is process under statistical control?

Is performance statistically OK?

no

yes

Make improvements

Stop

yes

no

Fig. 102.3 The methodology underlying the six sigma approach

102.7 Six Sigma
Six sigma is a methodology for improving quality,
its origins being in the manufacturing industries
where the concept of production lines with defec-
tive parts is relevant. It consists of a systematic
monitoring and review of production, resulting in
incremental improvement of quality by eliminat-
ing mistakes and/or other causes of defect.The ob-
jective is to adjust performance such that the vari-
anceof a population of parts fallswithin a specified
tolerance about some target value. For the process
industry it is more appropriate to think in terms of
some plant with continuous measurements which
are sampled. The methodology underlying the six
sigma approach is depicted in Figure 102.3 and is
self-explanatory.

A simple example illustrates the principle. Sup-
pose that a temperature is used indirectlyas a mea-
sure of a quality.The specification is a temperature
of 120 ±3◦C. Presume that the process is under
statistical control.The temperature is sampled and
recorded over a period of time and the mean and
standarddeviation evaluated.The mean is found to
be at 120◦C but with a standard deviation of 1.5◦C.
Assuming a normal distribution it can be seen that
the tolerance of ±3◦C corresponds to ±2� . Thus,
from Table 82.2, some 4.5% of the samples lie out-
side the tolerance.Since the process being sampled

is continuous, it is obvious that the quality is off-
spec for some 4.5% of the time.

There is clearly scope for improvement. Typi-
cally the calibration of the instrumentation would
be checked, the control loops retuned and the op-
erating procedures tightened up.More data is gath-
ered and the standard deviation is found to have
been reduced to 0.75◦C. The tolerance of ±3◦C
now corresponds to ±4� . Again referring to Ta-
ble 82.2, it can be seen that the product is now off-
spec for only 0.01% of the time. That is probably
good enough for most purposes: the improvement
is depicted in Figure 102.4.

120 OC117 OC 123 OC

+4σ
–4σ

+2σ
–2σ

θ

p(θ)

tolerance

Fig. 102.4 Improvement in quality indicated by temperature

measurement
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Notwithstanding arguments about the accuracy of
the measurements, if the standard deviation could
be reduced to 0.5◦C, the tolerance would corre-
spond to ±6� and the product would be expected
to be off-spec for only 2 × 10−7% of the time. It is
important to appreciate that whilst ±6� is the tar-
get for six sigma methodology, it is only a target:
achieving a variance such that ±6� lies within the
process tolerance may simply be unachievable.

102.8 Capability Indices
There are several so called capability indices used
in six sigma defined as follows:

Cp = (USL − LSL)/6�

Cpu = (USL − Mean)/3�

Cpl = (Mean − LSL)/3�

Cpk = Min(Cpu, Cpl)

where USL and LSL are the upper and lower speci-
fication (or service) limits respectively. Put differ-
ently, USL-LSL=2T where the tolerance of ±T on
the specification may be thought of as being equiv-
alent to upper and lower control limits. Note that
the value of � used in determining the indices is
that of the data gathered and not the value neces-
sary to achieve the desired specification. It can be
seen by substitution that:

Cp =
(USL − LSL)

6�

=
(USL − mean) + (mean − LSL)

6�

=
3� (Cpu + Cpl)

6�
=

Cpu + Cpl

2

Thus if (and only if) the distribution is normal and
symmetrical, then:

Cp = Cpu = Cpl = Cpk

The Cp index is a measure of the spread (vari-
ance) of the process data in relation to the toler-
ance whereas the Cpk index is a measure of both

the spread and the mean (setting) of the process
data. They are relatively easy to interpret:

• Values for both Cp and Cpk greater than 1 indi-
cate that a spread of ±3� lies within the toler-
ance or specification limits.

• As the value of � decreases and the spread con-
tained within the tolerance approaches ±6� , the
values of Cp and Cpk tend towards a maximum
value of 2.

• Values less than 1 indicate that the process is not
capable of achieving the specified tolerances.

• The closer Cpk is to Cp the less the difference
between the mean of the process and centre of
the distribution.

Few distributions are perfectly normal (Gaussian,
bell shaped): there is often a bias or drift on the
mean. For six sigma purposes, a positive shift of
1.5� is factored into the probability statistics. This
is depicted in the distribution of Figure 102.5.
There is no theoretical basis for this: it is just that
a factor of 1.5� has been found empirically to be
appropriate.

0-3σ +3σ
θ

p(θ)

0-4.5σ +1.5σ
θ

p(θ)
tolerance

Fig. 102.5 Bias of 1:5� factored into probability statistics

The basic spread is of ±3� . If the tolerance of ±T is
fixed but the distribution is shifted to the right by
1.5� , this results in a left hand tail beyond −4.5�
and a right hand tail beyond +1.5� . Referring to
Table 82.2, in which the data corresponds to the
sum of two identical tails, it can be seen that the
percentage of samples in the left hand tail is negli-
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gible and in the right hand tail is 13.36/2 = 6.68%.
In six sigma speak that represents 66,800 defects
per million opportunities (DPMO) as shown in the
first row of Table 102.3.

Table 102.3 lists DPMO values and correspond-
ing Cp and Cpk values for various spreads, assum-
ing a 1.5� shift. Note the oft quoted figure of 3.4
DPMO for ±6� .

Table 102.3 DPMO and capability indices for six sigma

Cp Cpk Number of
standard
deviations

DPMO

1.00 0.50 ±3.0� 66,800

1.17 0.67 ±3.5� 22,760

1.33 0.83 ±4.0� 6,200

1.50 1.00 ±4.5� 1,300

1.67 1.17 ±5.0� 320

1.83 1.33 ±5.5� 30

2.00 1.50 ±6.0� 3.4

102.9 Multivariate SPC
The control charts considered thus far depict uni-
variate statistics and are two dimensional.For mul-
tivariate systems there is the obvious constraint
of only having two or three dimensions to depict
patterns. However, this can be obviated by depict-
ing the variables concerned indirectly by means of
their principal components, occasionally referred
to as latent variables.

For example, consider a system for which there
are two principal components, y1 and y2. Assume
that these are dominant components, accounting
for some 80% of the variability of the data, and are
defined as follows:

y1 = a1.x1 + a2.x2 + · · · + apxp (101.8)

y2 = b1.x1 + b2.x2 + · · · + bpxp (101.10)

in which the p variables are all functions of time.
First n sets of data are required, each of which is
representative of the process under normal oper-
ating conditions. From this reference data set the

loadings aj and bj are determined as explained in
Chapter 101.The fitted values,otherwise known as
scores, for both of the principal components may
then be calculated for each set of data:

y
1

=
[

y11 y12 · · · y1n

]

y
2

=
[

y21 y22 · · · y2n

] (102.3)

The scores may be plotted against each other in
two dimensions resulting in a so-called scores plot
as depicted in Figure 102.6.
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Fig. 102.6 Scores plot for two principal components

Note that because the variables are in deviation
form, the mean having been subtracted from each,
the distribution is roughly symmetrical about the
origin. As time progresses, the principal compo-
nentsmay bedetermined for successive sets of data
and plotted:

y
1

=
[

y11 y12 · · · y1n y1n+1 y1n+2 · · ·
]

y
2

=
[

y21 y22 · · · y2n y2n+1 y2n+2 · · ·
]

Plotting the scores of one principal component
against another recognises that many of the mea-
surementson a plant arehighly correlatedand thus
different combinations of the variables define the
same underlying events. Provided the operating
conditions remain relatively constant, the scores
should continue to lie within the same region of
the plot and indeed are likely to exhibit clustering
close to the origin. If some deterioration of perfor-
mance occurs, the variability of the process data
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will change and the scores will start to drift and
begin to appear elsewhere. However, in the event
of a sudden abnormality occurring, or the mode
of operation changing, the position of the cluster
moves: this is oftenemphasised by means of colour
coding.

Control limits may be applied in multivariate
analysis just as in univariate analysis. In general
the limits are elliptical as shown in Figure 102.7.
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Fig. 102.7 Elliptical control limits for scores plots

Clearly the radiusof the ellipsemustbebased upon
the reference data set. The formulae used to deter-
mine the radius depend upon whether the data set
is big enough to count as a population. If n < 30
the data set counts as a sample, the radius is known
as Mahalanobis’distance and a correction has to be
introduced to account for the sampling.Otherwise,
if n ≥ 30, it counts as a population and the radius
is referred to as Hotelling’s distance T.

Consider the locus of an arbitrary point on an

ellipse with coordinates t =
[

t1 t2
]T

.
Hotelling’s distance is defined as follows:

T2 = tTS−1t =
[

t1 t2
]

[

�1
2 �12

2

�21
2 �2

2

]−1
[

t1
t2

]

(102.4)
where S is the covariance matrix of the vectors of
fitted values given by Equation 102.3 for the ref-
erence data set. The fact that this is of the general
form of the equation of an ellipse can be seen by
expansion of Equation 102.4. Noting that �12 and
�21 are equal:

T2 =
�2

2.t12 − 2�12
2.t1t2 + �1

2.t22

�1
2�2

2 − �12
4

(102.5)

Hotelling’s distance is set with a 5% significance
(or 95% confidence) level being used for the warn-
ing limit. This means, assuming the distribution
of the scores is normal, that 5% of the scores are
likely to fall outside that limit. Using the statistical
�2 table for a bivariate distribution(two degrees of
freedom) the required setting is 5.991. Whence:

5.991 = tTS−1t (102.6)

The ellipse is thus the locus of points that satisfy
this equation. The intercepts with the principal
component axes y1 and y2 are found by putting
t2 and t1 to zero respectively. The warning limit
is found by solving for t1 and t2 between these
maxima and is depicted as the inner ellipse in Fig-
ure 102.8.
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Fig. 102.8 Concentric elliptical action and warning limits for

scores plots

Hotellings distance is set with a 1% significance
(or 99% confidence) level for the action limit for
which the �2 setting is 9.210. Whence the locus of
the action limit is found by solving:

9.210 = tTS−1t (102.7)

which is depicted as the outer ellipse in Fig-
ure 102.8.

Interpretation of the scores plots is much the
same as for univariate control charts. If any of the
following rules apply, it may be taken as evidence
that there is a change in the variability of the data
and that some underlying cause must be present:

• One point lies outside the action ellipse.
• Two successive points lie outside the warning

ellipse.



846 102 Statistical Process Control

• Seven successive points consistently either in-
crease or decrease.

In the event of the reference data set having been
standardised (subtraction of the mean and divi-
sion by the standard deviation) prior to establish-
ing the loadings, then the covariance matrix of
Equation 102.4 is replaced by the correlation ma-
trix as follows:

T2 = tTP−1t =
[

t1 t2
]

[

1 �12

�21 1

]−1 [
t1
t2

]

=
t12 − 2�12.t1t2 + t22

1 − �12
2

(102.8)

Otherwise, for standardised data, the ellipses cor-
responding to action and warning limits are set
and interpreted in exactly the same way.

102.10 Geometric Modelling
This is a data driven visual approach to multivari-
ate SPC.It is based upon the use of multiple parallel
axes, there being one axis for each variable as de-
picted in Figure 102.9.

x1 x2 x3 x4
xP

0%

100%
UAL

UWL

LWL

LAL

j

Fig. 102.9 Use of multiple parallel axes for displaying data

Suppose there are p variables of interest, each of
which has an ordinate (y axis) equally spaced along
the abscissa (x axis) as depicted by the dotted ver-
tical lines. It is not uncommon to have as many
as 20 such axes on a single display. Each is scaled,
normally on a percentage basis, such that the ordi-
nates are all of the same length. The ordinates are
typically annotated with the range in engineering

units.Along eachordinate aremarked,for example,
warning and action limits.These are joined upon a
like-for-like basis: the broken lines connecting the
upper (UWL) and lower (LWL) warning limits and
the dashed lines connecting the upper (UAL) and
lower (LAL) action limits respectively. The UWL
and LWL polygonal lines form an operating enve-
lope and the UAL and LAL polygonal lines form
an action envelope: it can be expected that these
envelopes are nested.

At any point in time, the current values of all
the variables may bedepicted by a singlepolygonal
line, as depicted by the solid line in Figure 102.9.
It is not uncommon to have several hundred such
lines of data on a single display. The expectation is
that they will all lie within the operating envelope.
In a real time context, for each new line displayed
the oldest line is deleted.As time progresses, a for-
est of V shaped patterns emerge. Providing that
operating conditions do not change, the majority
of the polygonal lines will converge on a fairly nar-
row band on each of the axes as depicted in Fig-
ure 102.10.

x1 x2 x3 x4
xP

0%

100%

Fig. 102.10 Convergence of polygonal lines within bands on

each parallel axis

It is relatively easy to spot trends: as soon as oper-
ating conditions change,or a fault occurs,or an ab-
normal situation develops, several of the V shapes
will start to diverge along their axes or converge on
a different section as depicted in Figure 102.11.

Thus, in a very compact form, the geometric
model provides the operator with an overview of
many variables depicting both normal and abnor-
mal conditions. This overview may be enhanced
with shading: typically newer polygonal lines are
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Fig. 102.11 The onset of an abnormal condition depicted using parallel axes

in a brighter shade than older ones. Similarly the
overview may be enhanced by colour: polygonal
lines which lie outside the operating envelope,usu-
ally only partially rather than wholly outside, are
identified by a different colour, and those which lie
outside the action envelope by yet another colour.

However, it is one thing spotting a trend but
quite another thing to interpret the trend and/or
decide what to do about it. Because there is no
model per se, the cause and effect relationships are
not necessarily known a priori. Bearing in mind

that a geometric model is used in a multivariable
context, there are likely to be several MVs that will
affect each CV. How, by inspection, would an oper-
ator know which MV to adjust to correct a CV that
was going adrift? Likewise, each MV is likely to
affect several CVs. How would the operator know
by how much to adjust one MV so as not to ad-
versely affect other CVs? There is much scope for
confusion.

One of the more powerful aspects of the use
of geometric modelling is in data mining: that is
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the off-line analysis of historic data, as opposed to
the interpretation of real time data, for which geo-
metric modelling tools are required. Thus what-if
scenarios may be explored by reusing historic data
without compromising current operations.Of par-
ticular interest is the effect of tightening and/or re-
laxing the control limits. It is usually fairly obvious
where there is scope for tightening up the warn-
ing limits, i.e. reducing the UWL and/or increasing
the LWL. More difficult to predict, but relatively
easy to explore, is the combined effect of tightening
some operating limits and relaxing others. A typ-
ical scenario concerns key quality measurements:
by adjusting theUWLand/or LWLon other process
variables, the scope for increasing the number of
polygonal lines that satisfy the quality constraints
may be established.

102.11 Comments
Fundamental to the effective use of the techniques
of SPC is the decision about which variables to
monitor in the first place.This can only come from
an understanding of the underlying cause and ef-
fect relationships, especially from a process point
of view, noting that the effect of closed loop con-
trol is to strengthen specific relationships. Follow-
ing this are the non-trivial tasks of data screening
and estimating the true mean and variances. In the
case of scores plots there may well also be the need
to time shift some of the variables to allow for de-
lays in the process dynamics. As will have become
apparent, the control charts themselves are sur-
prisingly easy to construct and relatively simple
to interpret. For multivariate relationships, the use
of principal components and scores plots enables
trends in the underlying relationships to be un-
derstood and the use of geometric modelling aids
their visualisation.
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This chapter is the first of several that relate to op-
timisation.Linear programming (LP) and the han-
dling of constraints is the basis of many optimisa-
tion techniques and so provides a sensible starting
point. LP is introduced by means of a worked ex-
amplewhich is then used as a vehicle for explaining
the so-called Simplex method. This naturally leads
onto consideration of integer programming (IP)
and mixed integer linear programming (MILP).
Subsequent chapters cover unconstrained optimi-
sation, quadratic programming and real-time op-
timisers.

Optimisation is closely allied to process con-
trol on the basis that wherever there is the need for
automatic control there must be scope for optimi-
sation.Optimisers typically use a control system as
a platform because of their dependence upon the
control systems’ability to measure and manipulate
variables in real-time. Indeed, there is a class of
optimiser known as the dynamic optimising con-
troller, covered in Chapter 106, in which a model
predictive controller is integrated with a real time
optimiser. Because of the scope for realising ben-
efits, even marginal ones, there has been massive
investment in optimisation. There has also been
much academic interest, drawing upon techniques
developed in the field of operations research and
resulting in many publications. Two texts to which

the reader’s attention is drawn are those by Hillier
(2004) and, in particular, by Edgar et al. (2001).

103.1 Concept of Linear
Programming

Any optimisation problem of a linear nature may
generally be cast in the form of an LP problem as
follows. The objective is to maximise some objec-
tive function J(x) of the form:

J(x) = C.x = c1.x1 + c2.x2 + . . . + cp.xp (103.1)

subject to the functional constraint A.x ≤ b where
⎡
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(103.2)

and also subject to the non-negativity constraints
that x ≥ 0 where:

x1 ≥ 0, x2 ≥ 0, · · · , xp ≥ 0 (103.3)

The variables x1, x2, . . . , xp are referred to as the
decision variables.

The objective function is also referred to as the
cost function because it is invariably some profit



850 103 Linear Programming

that has to be maximised. Otherwise it may be
some parameter, such as energy consumption, that
has to be minimised. The minimisation problem
can be cast in LP form by introducing negative
signs as appropriate. Functional constraints are
largely related to production issues, such as lim-
its on throughput, processing or storage capacity.

Several assumptions are implicit in LP prob-
lems cast in the above form:

• Proportionality: that the cost coefficients, i.e.
the elements of C, are uniform. In practice this
means that any start up or shut down costs are
the same as the running costs.

• Additivity: that the interactions between activi-
ties can be adequately described by the elements
of A and B.

• Certainty: that the elements of A, B and C are
constant.

• Divisibility: that non-integer values for the de-
cision variables are acceptable.

103.2 Worked Example on LP
The following worked example, based upon that
described by Edgar et al. (2001), is a good way
to appreciate the formulation of an LP problem.
Consider a separation plant in which two crude oil
streams are separately distilled into various con-
stituents which are then combined into four dis-
tinct product streams, as depicted in Figure 103.1.

The cost of the crude oils as raw materials and
their processing costs, together with their separa-

Column 1

Column 2

Crude 1

Crude 2

Petrol

Kerosene

Diesel

Residual

Fig. 103.1 A separation plant with two feed and four product

streams

tions, are as listed in Table 103.1. Also indicated is
the value and maximum throughput for each of the
product streams.

Let x1 be the flow rate (m3/h) of Crude 1
x2 Crude 2
f3 Petrol
f4 Kerosene
f5 Diesel
f6 Residual

The cost function in this case is the overall operat-
ing profit:

Profit (£/h) = Income − Raw materials costs

− Processing costs

Income = 150.f3 + 100.f4 + 75.f5 + 25.f6

Raw materials costs = 100.x1 + 65.x2

Processing costs = 10.x1 + 15.x2

J(x) = 150.f3 + 100.f4 + 75.f5 + 25.f6

− 110.x1 − 80.x2

Table 103.1 Costs and constraints for separation plant

Separation %v/v Value Maximum

Crude 1 Crude 2 £/m3 m3/h

Petrol 80 45 150 150

Kerosene 5 10 100 13

Diesel 10 35 75 40

Residual 5 10 25 –

Cost of crude (£/m3) 100 65 – –

Processing costs (£/m3) 10 15 – –
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Mass balances for each of the constituents yield the
following equality (functional) constraints:

0.8.x1 + 0.45.x2 = f3

0.05.x1 + 0.1.x2 = f4

0.1.x1 + 0.35.x2 = f5

0.05.x1 + 0.1.x2 = f6

The dimensionality of the problem can be reduced
by substituting for f3 to f6 in the cost function:

J(x) = 23.75.x1 + 26.25.x2 (103.4)

There is a set of inequality (functional) constraints
imposed by maximum throughput considerations:

0.8.x1 + 0.45.x2 ≤ 150 (103.5)

0.05.x1 + 0.1.x2 ≤ 13 (103.6)

0.1.x1 + 0.35.x2 ≤ 40 (103.7)

And finally, there is set of constraints due to the
fact that consumption of raw materials must be
non-negative:

x1 ≥ 0, x2 ≥ 0

The objective is to maximise J(x) subject to the
inequality and non-negativity constraints. The in-
equality constraints are depicted graphically in
Figure 103.2 in which Equations 103.5–103.7 are
plotted as if they are equalities.The non-negativity
constraints correspond to the positive x1 and x2

axes. This yields a feasible solution space: the re-
gion bounded by the above equations and axes
within which all the constraints are satisfied.

The solution to the problem may be found by
rearranging Equation 103.4 into the form:

x2 = −0.905.x1 + 0.0381.J(x) (103.4)

Noting that for any value of J(x) this has a slope
of −0.905, it may be plotted in the feasible solution
space for any arbitrary value of J(x) as depicted in
Figure 103.3.

It is evident that moving this plot in such a
way that its intercept with the x2 axis increases,
but maintaining a slope of −0.905, causes the value

x2

x1

333

130

114

187 260 400

103.5

103.6

103.7

0

Fig. 103.2 Plot of inequality and non-negativity constraints

(0,114)

(187,0)
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x2

x2=-0.905x1+0.0381J(x)

J(x)=5105

103.7

103.6

103.5

0

1st

2nd

3rd

Fig. 103.3 Plot of the cost function in the feasible solution space

of J(x) to rise. By inspection it can be seen that
the maximum profit is where Equations 103.5 and
103.6 intersect, which is when:

x1 = 159.1 m3/h, x2 = 50.43 m3/h

and J(x) = 5,103 £/h

The values for x1 and x2 come from treating Equa-
tions 103.5 and103.6 as equalities andsolving them
as any two equations in two unknowns. These val-
ues exactly satisfy the first two functional con-
straints and lie within the third.

Notice that the optimum lies at a corner in the
feasible solution space.For any well posed problem
with two decision variables, x1 and x2 in the case
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of the separation plant, the optimum always oc-
curs at the intersection of two or more functional
constraint bounds.

For completeness, there are three other sub-
optimal corner feasible solutions: at the intersec-
tion of the x1 axis with Equation 103.5, at the in-
tersection of the x2 axis with Equation 103.7, and
at the intersection of Equations 103.6 and 103.7. In
the latter case, treating the equations as equalities
and solving them yields:

x1 = 73.33, x2 = 93.33

and J(x) = 4192 £/h

There are three categories of ill posed problems:

• Problems in which there are an infinite number
of solutions, essentially because the equation for
the cost function isparallel to andcoincideswith
oneor other of the functional constraint bounds.

• Ones in which the solution is indeterminate, typ-
ically infinite in value, because the feasible solu-
tion space is open ended, say due to a functional
constraint being parallel to one of the axes, or
two adjacent constraints diverging.

• Where there is no solution because the con-
straint bounds are such that a feasible solution
space is not formed.

103.3 The Simplex Method
The notion of corner feasible solutions, i.e. the op-
timum occurring at the intersection oftwo or more
constraint bounds, extrapolates to more complex
LP problems involving many decision variables
and subject to multiple constraints. The Simplex
method is an algebraic technique of finding opti-
mum solutions to such problems. The technique
is iterative in that it systematically locates the cor-
ners of the feasible solution space, evaluating the
cost function J(x) from one corner to the next, un-
til the optimum is found. Whilst the real power
of the Simplex method is in handling complex LP
problems, it is illustrated here in relation to the
separation plant previously considered. Not only
is this easy to visualise but the graphical solution

already developed provides a basis for explaining
the Simplex method.

Step 0

The objective remains, as before, to maximise J(x)
where:

J(x) = 23.75.x1 + 26.25.x2 (103.4)

The inequality constraints of Equations 103.5–
103.7 are augmented: that is, recast as equality con-
straints by the introductionof slack variables x3, x4

and x5 as follows:

0.8.x1 + 0.45.x2 + x3 = 150 (103.8)

0.05.x1 + 0.1.x2 + x4 = 13 (103.9)

0.1.x1 + 0.35.x2 + x5 = 40 (103.10)

It is evident that x3 ≤ 150, x4 ≤ 13 and x5 ≤ 40.
The origin is the starting point for the Simplex

method, for which the variables are deemed to be
either non-basic (independent) or basic (depen-
dant) as follows:

Non-basic: x1 and x2.

Basic: x3, x4 and x5.

Setting the non-basic variables x1 = x2 = 0, which
locates the origin, yields:

x3 = 150, x4 = 13, x5 = 40 and J(x) = 0.

Step 1

This step involves finding the first corner feasible
solution relative to the origin. The issue is whether
to move along the x1 axis or the x2 axis. Inspection
of Equation 103.4 reveals that J(x) ismore sensitive
to (that is, maximised more by) an increase in x2

rather than in x1.Thus x2 becomes a basic variable.
The question now is which of x3, x4 and x5 should
be deemed to be non-basic? This is decided accord-
ing to which of Equations 103.8–103.10 is the most
limiting constraint with regard to the first corner.

Dividing the RHS of Equations 103.8–103.10 by
their respective coefficients in x2 yields:

150

0.45
≈ 333,

13

0.1
= 130

40

0.35
≈ 114



103.3 The Simplex Method 853

This essentially determines the intercept of the
equations with respect to the x2 axis. The most
limiting constraint is that ratio which has the
smallest positive value, 114 in this case, which
corresponds to Equation 103.10 for which x5 is
the slack variable. Thus x5 is deemed to become
non-basic resulting in:

Non-basic: x1 and x5

Basic: x2, x3 and x4.

This is consistent with Figure 103.3, inspection of
which shows that the first corner clockwise from
the origin is at the intersection of the x2 axis and
the equality constraint of Equation 103.7 for which
the slack variable is x5. The notion of non-basic
variables being independent is consistent with the
concept of a corner feasible solution. Thus the first
corner is at the intersection of the x2 axis along
which x1 has a value of zero and Equation 103.7
along which the value of x5 is zero.

The new basic variable x2 is expressed as a
function of the non-basics x1 and x5 from Equa-
tion 103.10:

x2 = 114.3 − 0.2857.x1 − 2.857.x5

Eliminate x2 from Equations 103.4, 103.8 and 103.9
respectively yields:

J(x) = 16.25.x1 − 75.x5 + 3000 (103.11)

0.6714.x1 + x3 − 1.286.x5 = 98.57 (103.12)

0.02143.x1 + x4 − 0.2857.x5 = 1.571 (103.13)

0.2857.x1 + x2 + 2.857.x5 = 114.3 (103.14)

Note that these equations are still in the order of
the definition of the slack variables. Thus Equa-
tion 103.12 is associated with slack variable x3,
103.13 with x4 and 103.14 with x5. It is important
that this order be maintained throughout the Sim-
plex method.

By setting x1 = x5 = 0, these can be solved to
yield the value of J(x) at the first corner:

x2 = 114.3, x3 = 98.57, x4 = 1.571

and J(x) = 3000.

In moving from the origin to the first corner there
has been an increase of £3000/h in the cost func-
tion.

Step 2

The aim of this step is to find which of the corner
feasible solutions adjacent to the first maximises
the cost function. Inspection of Equation 103.11
reveals that J(x) is more sensitive to a change in
x1 than in x5. Thus x1 becomes a basic variable.
Dividing the RHS of Equations 103.12–103.14 by
their respective coefficients in x1 yields:

98.57

0.6714
≈ 147,

1.571

0.02143
≈ 73,

114.3

0.2857
≈ 400

Clearly the smallest positive ratio is 73 so Equation
103.13 is the most limiting constraint for which x4

is the slack variable.This is deemed to benon-basic
resulting in:

Non-basic: x4 and x5

Basic: x1, x2 and x3.

This is consistent with Figure 103.3, inspection of
which shows that the second corner is at the inter-
section of Equations 103.6 and 103.7 for which the
slack variables are x4 and x5.

Thenewbasic variable x1 is expressedas a func-
tion of the non-basics x4 and x5 from Equation
103.13:

x1 = 73.33 − 46.67.x4 + 13.33.x5

Eliminate x1 from Equations 103.11, 103.12 and
103.14 respectively yields:

J(x) = −758.3.x4 + 141.7.x5 + 4192 (103.15)

x3 − 31.33.x4 + 7.667.x5 = 49.33 (103.16)

x1 + 46.66.x4 − 13.33.x5 = 73.31 (103.13)

x2 − 13.33.x4 + 6.666.x5 = 93.34 (103.17)

Setting x4 = x5 = 0 and solving yields the value of
J(x) at the second corner:

x1 = 73.31, x2 = 93.33, x3 = 49.33

and J(x) = 4192.

Moving from the first to the second corner has in-
creased cost function to £4,192/h.
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Step 3

This establishes the third corner feasible solution.
Inspection of Equation 103.15 reveals that J(x) is
more sensitive to a change in x5 than in x4. Thus
x5 becomes a basic variable. Dividing the RHS of
Equations 103.16, 103.13 and 103.17 by their re-
spective coefficients in x5 yields:

49.33

7.667
≈ 6.4,

73.31

−13.33
≈ −5.5,

93.34

6.666
= 14

Clearly the smallest positive ratio is 6.4 so Equation
103.14 is the most limiting constraint for which x3

is the slack variable.This is deemed to benon-basic
resulting in:

Non-basic: x3 and x4

Basic: x1, x2 and x5.

This is consistent with Figure 103.3, inspection of
which shows that the third corner is at the inter-
section of Equations 103.5 and 103.6 for which the
slack variables are x3 and x4.

Thenewbasic variable x5 is expressedas a func-
tion of the non-basics x3 and x4 from Equation
103.16:

x5 = 6.435 − 0.1304.x3 + 4.087.x4

Eliminate x5 from Equations 103.15, 103.13 and
103.17 respectively:

J(x) = −18.48.x3 − 179.3.x4 + 5103 (103.18)

0.1304.x3 − 4.086.x4 + x5 = 6.434 (103.16)

x1 + 1.739.x3 − 7.81.x4 = 159.1 (103.19)

x2 − 0.8694.x3 + 13.91.x4 = 50.43 (103.20)

Setting x3 = x4 = 0 and solving yields the value of
J(x) at the third corner:

x1 = 159.1, x2 = 50.43, x5 = 6.434

and J(x) = 5103.

This is the optimum corner feasible solution at
which the maximum profit is £5103/h as deduced

previously. Inspection of Equation 103.18 reveals
that there is no scope for identifying a further cor-
ner for which there is a larger value of J(x). Since
the signs of x3 and x4 are both negative, any in-
crease in either variable will lead to a decrease in
the cost function.

For any well posed problem the Simplex
method is guaranteed to find the optimum, but
it does not necessarily do so in the most efficient
way. For example, for the above separation plant,
progression from the origin around the corners of
the feasible solution space to the optimum took
three steps using the Simplex method, whereas in-
spection of Figure 103.3 reveals that only two steps
would have been required using an anti-clockwise
progression.

103.4 Tableau Representation
The above algebraic approach enables a relatively
simple explanation of theSimplex method.In prac-
tice, forcomplex LP problems,matrix based means
of representing the problem are used together with
the technique of Gaussian elimination. Progres-
sion of the optimisation is depicted by means of
tableaux, as below, in which the example of the
separation plant is used again as a basis for expla-
nation.

Step 0

As before, the initial corner feasible solution is pre-
sumed to be at the origin of the two decision vari-
ables x1 and x2. The initial tableau, corresponding
to Equations 103.4 and 103.8 to 103.10, is laid out
as depicted in Table 103.2.

Note the structure of the tableau. The equa-
tions are in the formof a weighted sum of variables
equal to some constant listed in the RHS column.
They are identified by the basic variables x3 to x5,
as listed in the second column, for which purpose J
is also deemed to be basic. The tableau is in the so
called proper form for Gaussian elimination. Thus
each of the columns of coefficients for the basic
variables contains a 1 corresponding to its own ba-
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Table 103.2 Tableau for initial corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

0 J 4 1 −23.75 −26.25 0 0 0 0 –

x3 8 0 0.8 0.45 1 0 0 150 –

x4 9 0 0.05 0.1 0 1 0 13 –

x5 10 0 0.1 0.35 0 0 1 40 –

sic variable and a 0 elsewhere.The values of the ba-
sic variables at the initial corner feasible solution
are given in the RHS column. This is equivalent
to setting the two non-basic variables x1 and x2 to
zero and solving the equations for x3 to x5.

Step 1

The new set of basic variables has to be estab-
lished. The entering basic variable corresponds to
the largest negative coefficient in the row corre-
sponding to Equation 103.4 for the cost function.
Inspection of that row reveals that the largest nega-
tive coefficient is −26.25 so the entering basic vari-
able is x2. The coefficients in Table 103.3 in the
column containing the largest negative coefficient
are shaded in light grey: this is known as the pivot
column.

The leaving basic variable is established by
finding the ratios of the values in the RHS column
to thevalues in thepivot column,the ratiosbeing as
shown in the last column of Table 103.3. The leav-
ing basic variable is that which corresponds to the
equation with the lowest positive ratio. Equation
103.10 has the lowest positive ratio of 114 so the
leaving variable is x5. The coefficients of that row

are shaded in light grey: this is known as the pivot
row. The value of the coefficient that is common to
both the pivot column and the pivot row is known
as the pivot value, 0.35 in the case of Table 103.3.

The tableau corresponding to the first corner
feasible solution may now be constructed, as de-
picted in Table 103.4.The leaving basic variable x5

is replaced by the entering basic variable x2 in the
second column. Note that the order of the equa-
tions is maintained.

The elements of the pivot row are divided by
the pivot value such that the coefficient of the en-
tering basic variable in the pivot column becomes
1.0, corresponding to Equation 103.14. The other
coefficients in the pivot column are made zero by
addition of multiples of Equation 103.14 as appro-
priate.For example, for the cost function,Equation
103.11 is formed by adding 26.25 times Equation
103.14 to Equation 103.4:

(J − 23.75.x1 − 26.25.x2)
+ 26.25.(0.2857.x1 + x2 + 2.857.x3 − 114.3)
= J − 16.25.x1 + 0.0.x2 + 75.x5 − 3000

Similarly, for the basic variable x3, Equation 103.12
is formed by subtracting 0.45 times Equation
103.14 from Equation 103.8:

Table 103.3 Pivot value for initial corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

0 J 4 1 −23.75 −26.25 0 0 0 0 –

x3 8 0 0.8 0.45 1 0 0 150 333

x4 9 0 0.05 0.1 0 1 0 13 130

x5 10 0 0.1 0.35 0 0 1 40 114
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Table 103.4 Tableau for first corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

1 J 11 1 −16.25 0 0 0 75.0 3000 –

x3 12 0 0.6714 0 1 0 −1.2857 98.57 –

x4 13 0 0.0214 0 0 1 −0.2857 1.571 –

x2 14 0 0.2857 1 0 0 2.857 114.3 –

(0.8.x1 + 0.45.x2 + x3 − 150)
− 0.45.(0.2857.x1 + x2 + 2.857.x5 − 114.3)
= 0.6714.x1 + 0.x2 + x3 − 1.2857.x5 − 98.57

And for the basic variable x4, Equation 103.13 is
formed by subtracting 0.1 times Equation 103.14
from Equation 103.9:

(0.05.x1 + 0.1.x2 + x4 − 13)
− 0.1.(0.2857.x1 + x2 + 2.857.x5 − 114.3)
= 0.0214.x1 + 0.x2 + x4 − 0.2857.x5 − 1.571

The RHS column of this tableau gives the values of
the cost function and the basic variables at the first
corner feasible solution. This is equivalent to set-
ting the two non-basic variables x1 and x5 to zero
and solving the equations for x2 to x4.

Step 2

The methodology for finding the new entering and
leaving variables is identical to that for Step 1.Thus
the entering basic variable is x1, the leaving basic
variable is x4 and the pivot value is 0.0214 as de-
picted in Table 103.5.

Dividing the pivot row by 0.0214results in a co-
efficient of 1 in the pivot column for the entering
basic variable. The other coefficients in the pivot
column are made zero by addition of multiples of
Equation 103.13 as appropriate. Hence the tableau
depicted in Table 103.6, the RHS column of which
contains the values of the cost function and basic
variables at the second corner feasible solution.

Table 103.5 Pivot value for first corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

1 J 11 1 −16.25 0 0 0 75.0 3000 –

x3 12 0 0.6714 0 1 0 −1.2857 98.57 147

x4 13 0 0.0214 0 0 1 −0.2857 1.571 73

x2 14 0 0.2857 1 0 0 2.857 114.3 400

Table 103.6 Tableau for second corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

2 J 15 1 0 0 0 758.3 −141.7 4192 –

x3 16 0 0 0 1 −31.33 7.667 49.33 –

x1 13 0 1 0 0 46.66 −13.33 73.31 –

x2 17 0 0 1 0 −13.33 6.666 93.34 –
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Table 103.7 Pivot value for second corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

2 J 15 1 0 0 0 758.3 −141.7 4192 –

x3 16 0 0 0 1 −31.33 7.667 49.33 6.4

x1 13 0 1 0 0 46.66 −13.33 73.31 −5.5

x2 17 0 0 1 0 −13.33 6.666 93.34 14

Table 103.8 Tableau for third corner feasible solution

Step Basic Equation Coefficients on LHS RHS Ratio

variable 103. J x1 x2 x3 x4 x5

3 J 18 1 0 0 18.48 179.3 0 5103 –

x5 16 0 0 0 0.1304 −4.086 1 6.434 –

x1 19 0 1 0 1.739 −7.81 0 159.1 –

x2 20 0 0 1 −0.8694 13.91 0 50.43 –

Step 3

Likewise for Step 3. The entering basic variable is
x5, the leaving basic variable is x3 and the pivot
value is 7.667, as depicted in Table 103.7.

Manipulation as before results in a coefficient
of 1 in the pivot column for the entering basic vari-
able andzeros elsewhere,asdepicted in Table 103.8.

The RHS column of the tableau depicted in Ta-
ble 103.8 contains the values of the cost function
and basic variables at the third corner feasible so-
lution:

J(x) = 5103 when x1 = 159.1, x2 = 50.43

and x5 = 6.434.

It is evident that this is the optimum, the best cor-
ner feasible solution,and no further steps are feasi-
ble because the coefficients in the row correspond-
ing to Equation 103.18 for the cost function are
both positive.

An obviousquestion to ask concerns tiedenter-
ing and leaving variables. In applying the criterion
for an entering basic variable, it is possible that two
or more coefficients could have the same largest
negative coefficients. Similarly, inapplying the cri-
terion for a leaving basic variable, two or more
ratios could have the same smallest positive ratios.

In such circumstances an arbitrary decision can be
made.It is theoretically possible that sucharbitrary
choices will lead to a non-convergent optimisation
(degenerate), in which case the iteration becomes
a perpetual loop, but the likelihood of such occur-
ring in practice is such that the problem can safely
be ignored.

LP is a powerful technique that can be applied
to problems with hundreds of decision variables.
There are many subtleties and refinements not
covered above such as the use of artificial slack
variables to get round the problem of initialisation
when the origin lies outside the feasible solution
space, and the use of shadow prices for exploring
the sensitivity of the optimisation.

103.5 Mixed Integer Linear
Programming

In the LP type of problems considered so far, it
has been assumed that divisibility is acceptable.
In other words, the decision variables are allowed
to take on non-integer values. However, in certain
classes of problem, it is essential that the decision
variables are restricted to integer (or binary) val-
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ues. Depending on whether all or some of the de-
cision variables are so restricted, the problem is
said to be either an integer programming (IP) or
a mixed integer linear programming (MILP) prob-
lem respectively.

A simple and effective way of handling IP and
MILP problems is to treat them as if they are LP
problems and,having found the optimum values of
thedecision variables, to round themupor down to
the nearest integer values.This obviously results in
a slightly sub-optimal solution but, provided the
values involved are fairly large, is probably satis-
factory from a practical viewpoint. However, if the
decision variables are small, this is unsatisfactory.
There’s a big difference between rounding 99.6 up
to 100 compared with 0.6 to 1.0.

Again consider the separation plant. Suppose
that for operational reasons the crude oil stream
flows are only available in multiples of 10 m3/h:

x1, x2 = 0, 10, 20, · · ·

Knowing that the cost function is, as before:

J(x) = 23.75.x1 + 26.25.x2 (103.4)

and that the optimum solution for the continuous
problem is:

x1 = 159.1 m3/h, x2 = 50.43 m3/h

for which:
J(x) = 5,103 £/h,

sensible combinations of permitted values of the
decision variables that are close to the optimum
can be tried on a trial and error basis. The obvious
combination to go for here is:

x1 = 160 m3/h, x2 = 50 m3/h

for which:
J(x) = 5,113 £/h.

This is probably good enough in practice but does
just slightly violate the first constraint, Equation
103.5 on petrol throughput. However, if the con-
straints are hard, then adjacent combinations of

decision variables that satisfy the constraints must
be tried, in which case the optimum combination
is:

x1 = 150 m3/h, x2 = 50 m3/h

for which:
J(x) = 4,875 £/h

IP and MILP problems are typically concerned
with assignment and ordering. Assignment essen-
tially concerns the allocation of resources, such as
reactors to batches or utilities to units, whereas
ordering concerns the scheduling of resources in
a time effective manner. Such problems are of-
ten described in the literature according to their
generic type: the so called travelling salesman and
knapsack problems are typical. Other types in-
clude scheduling, location and blending problems.
They are normally solved by means of a methodol-
ogy known as branch and bound for which implicit
enumeration is the basis.

103.6 Implicit Enumeration
Consider an assignment problem: the simultane-
ous manufactureof one batch of each of four prod-
ucts in four different reactors. The objective is to
assign batches to reactors in the most cost effec-
tive way. Suppose that some simplistic index of
operating costs for making the batches in the dif-
ferent reactors may be formulated as depicted in
Table 103.9.

Table 103.9 Operating costs for batch

assignment problem

Reactor
1 2 3 4

Batch A 79 19 26 89
B 18 12 90 26
C 24 92 12 27
D 32 46 99 6

For a relatively simple problem such as this it is
possible to do an exhaustive search of every pos-
sible combination of assignment, of which there
are 24, to find the optimum. However, for more
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Box 1 Box 2

Box 5

1A,2B,3C,4D

J(x)=109

Feasible

Upper bound

Lower bound

1B,2A,3C,4D

J(x)=55

Feasible

Upper bound

1B,2B,3C,4D

J(x)=48

Infeasible

Lower bound

Box 3

1C,2B,3C,4D

J(x)=54

Infeasible

Box 4

1D,2B,3C,4D

J(x)=62

Infeasible

Box 2

1B,2A,3C,4D

J(x)=55

Feasible

Upper bound

Box 6

1B,2C,3C,4D

J(x)=128

Infeasible

Box 7

1B,2D,3C,4D

J(x)=82

Infeasible

Fig. 103.4 Search strategy based upon implicit enumeration

complex problems, this is somewhat tedious and
a strategy is required which searches in the direc-
tion of more likely solutions andquickly eliminates
others. Such a strategy is depicted in Figure 103.4.

• Four initial assignments are made correspond-
ing to different search directions, or branches.
There needs to be a rational basis for such but
the initial assignments are essentially arbitrary.
Thus reactor 1 hasbatchesA,B,C andDassigned
to it, denoted as 1A, 1B, 1C and 1D as indicated
in boxes1 to 4 respectively.

• Now consider the first branch in more detail.
A in feasible solution is sought, having already
assigned 1A.Assign different batches to each re-
actor, say in turn, resulting in 1A, 2B, 3C and 4D
as indicated in Box 1.Noting the indices of Table
6, the cost function J(x) for this combination is
109. This is deemed to be the upper bound to
the solution on the grounds that it is the best
feasible solution found so far. The expectation
is that there will be other feasible solutions that
are more cost effective and that the upper bound
will be reduced.

• Staying with the first branch, the best possible
solution, feasibleor otherwise, involving all four
reactors and starting with 1A is sought. This
happens to be the same solution as before, 1A,
2B, 3C and 4D, and is deemed to be the lower
bound too.

• Note that it is coincidence that the one solution
considered so far happens to be the diagonal of
Table 6. It is also coincidence that the upper and
lower bounds for Box 1 are the same.

• Now consider the second branch. Starting with
1B, find a better feasible solution by assigning a
different batch to each of the reactors on a trial
and error basis. Such a solution is 1B, 2A, 3C
and 4D for which the cost function is 55 as in-
dicated in Box 2. This is lower than the upper
bound for the first branch and so becomes the
new upper bound. It is also lower than the lower
bound. Thus the first branch can be abandoned:
every combination of assignments involving 1A
will result in solutions whose cost function is
greater than 55.
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• Moving onto Box 5, a new lower bound may
be established. The best possible solution, feasi-
ble or otherwise, involving all four reactors and
starting with 1B is sought. Such a solution is 1B,
2B, 3C and 4D for which the cost function is 48.
This is an infeasible solution because batch B is
being made in both reactors 1 and 2 and there is
no batch A. It is nevertheless deemed to be the
new lower bound.

• Next consider the third branch which involves
the assignment 1C. Proceeding straight to the
best possible solution, feasible or otherwise,
which is shown in Box 3 to have a cost func-
tion of 54. Any feasible solution must cost more
than this so cannot be better than the current
upper bound of 55 so further searching of the
third branch may be abandoned.

• Similarly for the fourth branch involving the as-
signment 1D. This results in a best infeasible so-
lution in Box 4 with a cost function of 62. This
best solution is worse than the current upper
bound so the fourth branch can be abandoned
too.

• The situation thus far is that the optimum so-
lution cannot involve the assignments 1A, 1C or
1D. For solutions involving the assignment 1B,
a feasible upper bound of 55 and an infeasible
lower bound of 48 have been established. Fur-
ther searching of the second branch is now re-
quired to reveal whether there are any feasible
solutions with a cost function lower than 55, but
higher than 48.

• Branch 2 is now split into three sub branches
in which assignment 1B is arbitrarily combined
with assignments 2A, 2C and 2D. Box 2 is as be-
fore. Boxes 6 and 7 indicate the best infeasible
solutions for the sub branches involving assign-
ments 2C and 2D. Their cost functions have val-
ues of 128 and 82 respectively which are clearly
inferior to the branch involving 2A so these two
sub branches can be abandoned.

• For completeness, the sub-branch based upon
assignments 1B and 2A can be further split and
arbitrarily combined with 3C and 3D.This is not
shown in Figure 4 but the assignment 1B, 2A,
3D,4C has a value of 163.Whilst this is feasible it

is clearly inferior to that involving 3C. The tree
is thus said to have been “fathomed” and Box 2
represents the optimum solution.

This assignment problem shows that by using the
bounds as criteria, it is possible to eliminate whole
branches of the tree from the need for further
searching. In practice about two-thirds of the pos-
sible combinations of solutions can be so elimi-
nated. A branch, or node, of the tree is fathomed
when further sub branching from that node has
been ruledout.Those further sub branches are said
to have been “implicitly enumerated”. When one
branch is fathomed the search backtracks to an-
other that isn’t to explore the values of its solutions,
feasible or infeasible, against the bound criteria.

103.7 Branch and Bound
In the above problem there were two integer de-
cision variables which had to be assigned, both
of which had a very limited range: 1–4 for reac-
tors and A–D for batches.A more realistic scenario
would involve many more decision variables, both
integer and binary, and maybe continuous ones
too. For example, in addition to the integer vari-
ables of reactor number andbatch type,there could
be discrete (binary) variables for unit availability
(yes or no), reactor type (glassed or stainless),pro-
duction priority (high or low), and so on, as well
as continuous variables for raw materials inven-
tory and products storage capacity. A much wider
range of values can be expected too. It is also likely
in practice that enumeration of the cost function
would be more complex. For example, cleaning
times, idle periods, utilities costs and lateness of
delivery would all be explicitly taken into account.

Branch and bound is the methodology nor-
mally used for solving MILP problems of this type.
It involves the use of LP to solve and evaluate the
problem at each node along the branch and im-
plicit enumeration to handle the complexity of the
branching. The methodology is as depicted in Fig-
ure 103.5.
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Articulate problem

Solve LP

Choose branch

Adjust upper bounds 

Solve LP

Set high value

Choose branch

Solve LP

1st root

1st 2ndry

Adjust lower bounds 

Set low value

Fig. 103.5 The branch and bound methodology

• The starting point is to articulate the problem in
terms of its functional constraints, the cost func-
tion and the permitted values of the decision
variables. Binary variables will have two values
only and integer variables will have a set of val-
ues over a given range.

• The MILP problem is then solved as if it was an
LP problem in which the decision variables are
constrained to their range.For example,a binary
variable is allowed to vary between 0 and1 rather
than being set at either 0 or 1. Inspection of the
solution will almost certainly reveal that some
of the decision variables are at one end or other
of their range whilst others will be somewhere in
between. Choose a decision variable that is mid
range: this becomes the first root branch.Clearly
there are potentially as many root branches as
there are decision variables.

• Consider the first root branch. Suppose that the
decision variable chosen was discrete: this gives
rise to two branches. The LP problem is solved
twice, once with the decision variable set to its
low value and once with it set to its high value.
Whichever yields the better value for the cost
function is deemed to be the best solution to
that node, and is presumed for all subsequent
branching down the first root.

• Once the best feasible solution for the first node
is established, the most recent solution to the
LP problem is examined and a different deci-
sion variable that is mid-range selected.This be-
comes the first of the secondary branches.

• Assume that the decision variable chosen for
this secondary branch is integer with a range
of seven permissible values: 0, 1, 2, 3, 4, 5 and 6.
Suppose that its value in the LP solution was 2.4
which implies a value for the decision variable of
either 2 or 3, giving rise to two branches. The LP
problem is solved twice with different bounds
set on the decision variable: once with the lower
range of 0 to 2, and once with the upper range of
3 to 6.Whichever value of the decision variable,2
or 3, yields the better value for the cost function
is deemed to be the best solution to that node,
and is presumed for all subsequent branching
down the first root.

• Thisprocessof choosing adecision variable,cre-
ating a branch to force a solution for the node,
and then solving the LP problem is repeated,
node by node, checking for feasibility at each
stage, until all possible combinations of the in-
teger constraints have been applied and/or the
branch is fathomed. This occurs when:
i. The best solution is found which satisfies all

the binary and integer constraints
ii. The best possible value of the cost function

is inferiorto that found in a different branch
iii. It is established that no feasible solution ex-

ists
• When a branch is fathomed the search routine

then systematically backtracks to explore other
secondary branches that have been missed out
and/or movesonto another root branch in accor-
dance with the process of implicit enumeration.

103.8 Comments
There are many packages available for solving IP
and MILP problems, some academic and others
commercial, running on a variety of platforms.
Some are capable of solving very large and/or com-
plex problems.
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Programmes are also available for solving mixed
integer non-linear programming (MINLP) prob-
lems for which there are many approaches. One
such approach involves treating the variables as if
they were continuous, solving the continuous LP
problem, and then selecting the nearest feasible
set of non-linear integer values in the vicinity of

the continuousoptimum.However,none of the ap-
proaches is particularly robust and success tends
to be dependant upon problem type. For a given
problem one approach may find a better optimum
than another, whilst slight changes to the problem
definition can lead to very different speeds of con-
vergence.
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In the previous chapter it was demonstrated that
for linear problems theoptimumisnormally found
at the intersection of two constraints in the search
space, said to be a corner feasible solution. That is
not necessarily the case with non-linear problems.
The cost function is typically some complex sur-
face and the optimum may be an extremum, that
is a maximum or a minimum value, somewhere in
the middle of the search space. The basic issues
therefore are first in articulating the cost function
and second in finding the optimum value. Com-
plications occur when there are several optima in
the sense that the search process has to find the
global optimum rather than one of the local ones.
Optimisation is said to be unconstrained when the
search can go in any direction without any equality
or inequality constraints being imposed.

This chapter concentrates on the uncon-
strained optimisation of non-linear functions:
constraints are introduced in the next chapter. The
basic mathematics required for the study of mul-
tivariable optimisation is introduced. On the ba-
sis that analytical solutions are not usually avail-
able and that ad-hoc trial and error methods
are impractical, gradient based search procedures
are covered. These include, in particular, Newton’s

method and the steepest descent approach. For a
fuller explanation the reader is referred to the texts
by Gill (1982) and Edgar et al. (2001).

104.1 One Dimensional
Functions

Consider some function f(x) which is assumed
to be differentiable. This may be articulated as a
power series according to Taylor’s theorem, Equa-
tion 68.6:

f(x+āx) = f(x)+f ′(x)āx+
f ′′(x)

2
āx2+

f ′′′(x)

3!
āx3+. . .

(104.1)
If it is assumed that the point x∗ corresponds to
an extremum, such that f ′(x∗) = 0, and third and
higher order terms are assumed to be negligible,
which is reasonable if āx is small enough, then:

f(x∗ + āx) − f(x∗) ≈ f ′′(x∗)

2
.āx2 (104.2)

where āx represents a small move away from the
extremum. Clearly if x∗ is a minimum then the
left hand side of Equation 104.2 is positive. Thus,
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for a minimum, the first derivative of the function
must be zero and the second derivative positive.
Conversely, for a maximum the first derivative of
the function must be zero and the second deriva-
tive negative. A saddle point corresponds to both
the first and second derivatives being zero. Such
consideration of the first and second derivatives is
sufficient to classify the nature of an extremum.

104.2 Two Dimensional
Functions

The basic issues are the same as for one dimen-
sional problems except that the mathematics is
more complicated. A general non-linear function
with two independent variables can also be ap-
proximated as a quadratic relationship by taking a
second order Taylor series expansion of the func-
tion:

f(x1 + āx1, x2 + āx2)

= f(x1, x2) +
∂f

∂x1
.āx1 +

∂f

∂x2
.āx2 +

∂2f

∂x2
1

.
āx2

1

2

+
∂2f

∂x1.∂x2
.
āx1.āx2

2
+

∂2f

∂x2.∂x1
.
āx1 .āx2

2

+
∂2f

∂x2
2

.
āx2

2

2
+ . . . (104.3)

Define vectors of the independent variables and
their increments as:

x =

[

x1

x2

]

āx =

[

āx1

āx2

]

Define a vector of first order partial derivatives
known as the Jacobian:

J(x) = ∇f(x) =

⎡

⎢

⎢

⎣

∂f(x)

∂x1

∂f(x)

∂x2

⎤

⎥

⎥

⎦

(104.4)

Define a matrix of second order partial derivatives
known as the Hessian:

H(x) = ∇2f(x) =

⎡

⎢

⎢

⎣

∂2f(x)

∂x2
1

∂2f(x)

∂x1.∂x2

∂2f(x)

∂x2.∂x1

∂2f(x)

∂x2
2

⎤

⎥

⎥

⎦

(104.5)

The gradient notation ∇, referred to as grad, is
fairly common in the literature on optimisation
and is included here for completeness. These def-
initions enable Equation 104.3 to be written in
matrix-vector form:

f (x + āx) = f(x) + J(x)T.āx +
1

2
.āxT.H(x).āx + . . .

(104.6)

Let the extremum be when x∗ =
[

x∗
1 x∗

2

]T
at which

point J(x∗) = 0. Assuming the Jacobian to be zero
gives:

f (x∗ + āx) − f(x∗) ≈ 1

2
.āxT.H(x∗).āx (104.7)

If the right hand side of Equation 104.7 is positive
the extremum is a minimum and if it is negative
the extremum is a maximum.

Matrix algebra provides a convenient, albeit
more obscure, test through the notion of “defi-
niteness”. From matrix algebra it is known that
āxT.H(x).āx will be positive for all āx if (and only
if) all the eigenvalues of the Hessian H(x) are posi-
tive, this being referred to aspositivedefinite.Simi-
larly,āxT.H(x).āx will be negative definite if all the
eigenvalues are negative. These definiteness prop-
erties can be used to test whether an extremum is
a maximum or minimum without having to do the
calculation explicitly. Note that a mixture of pos-
itive and negative eigenvalues indicates a saddle
point.

Whilst the above equations have been devel-
oped in relation to a two dimensional function,
they readily extrapolate to the n-dimensional case.

104.3 Newton’s Method
Newton’s method is an iterative means of finding
extrema. Consider an iterative form of Equation
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104.6 in which third and higher order terms are
presumed negligible:

f (x(k + 1)) ≈ f(x(k)) + J(x(k))T.āx

+
1

2
.āxT.H(x(k)).āx

(104.8)

where:

āx =

[

āx1

āx2

]

=

[

x1(k + 1) − x1(k)
x2(k + 1) − x2(k)

]

(104.9)

The objective is to find the step āx, starting from
x(k), which ensures that x(k + 1) is an extremum.

Noting that f(x(k)) is constant for any given
x(k), Equation 104.8 may be differentiated with re-
spect to āx. Remember that differentiation by a
vector was covered in Chapter 79, and note that
the Hessian is symmetrical about its diagonal such
that:

H(x(k))T = H(x(k))

Differentiating Equation 104.8 and setting the dif-
ferential to zero yields the extremum:

∂f (x(k + 1))

∂āx
≈ J(x(k)) + H(x(k)).āx = 0

Solving for āx gives:

āx = −H(x(k))−1.J(x(k)) (104.10)

The latter term is also referred to as the search
direction s(k):

s(k) = −H(x(k))−1.J(x(k)) (104.11)

Again the two dimensional case has been consid-
ered but the equations readily extrapolate to the
n-dimensional case.

104.4 Worked Example No 1
A second order Taylor series was assumed in the
derivation of Equation 104.10, so the resulting āx
will enable the extremum to be found in a single
step for any quadratic function f(x(k)).

Consider the quadratic function:

f(x) = 3x2
1 − 4x1.x2 + 2x2

2 − x1 − x2.

Find the extremum using Newton’s method start-
ing from:

x(0) =
[

−2 2
]T

.

From Equations 104.9 and 104.10:

āx = x(1) − x(0) = −H(x(0))−1.J(x(0))

The Jacobian and Hessian are evaluated from
Equations 104.4 and 104.5:

J(x) =

[

6x1 − 4x2 − 1
−4x1 + 4x2 − 1

]

so at the start:

J(x(0)) =

[

−21
15

]

H(x) =

[

6 −4
−4 4

]

which is constant so:

H(x(0))−1 =

[

0.5 0.5
0.5 0.75

]

Substitute:

x(1) =

[

−2
2

]

−

[

0.5 0.5
0.5 0.75

] [

−21
15

]

=

[

1
1.25

]

At this point J(x) is zero corresponding to an ex-
tremum.

The eigenvalues of the Hessian are found by
solving the equation:

det [�I − H(x)] = 0

The eigenvalues found are 9.123 and 0.877. Since
these are both positive, the Hessian is positive def-
inite so the extremum must be a minimum.
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104.5 Search Procedures
The function f(x(k)) will not necessarily be
quadratic so a single iteration of Equation 104.10
is generally insufficient to locate the extremum.
Thus recursion is required until convergence is
achieved. Multi-dimensional search procedures
are normally based upon the following recursion:

x(k + 1) = x(k) + ˛(k).s(k) (104.12)

where:

k is an iteration index,
x is the vector of independent variables,
s(k) is the search direction given by Equation
104.11, and
˛(k) is a scalar that determines the size of the step
in the s(k) direction.

The recursion is as depicted in Figure 104.1.

Start

Set k=0 and specify x(0)

Calc s(k) from Equ’n 104.11

Calc x(k+1) from Equ’n 104.12

Terminate?

Stop

yes

k=k+1
no

Fig. 104.1 Recursive search using Newton’s method

In essence, at each iteration,a search is made along
the vector of direction s(k) to find the minimum
value of the function in that direction. It is largely
in the determination of the search direction that
thevarious algorithmsdiffer.There are several lim-
itations:

• When there is more than one extremum in the
search field, the algorithm may find local ex-
trema rather than the global one.To increase the

chance of finding the global extremum it is ad-
visable to have multiple runs of the algorithm
with different starting points.

• The algorithm involves calculating the inverse of
the Hessian matrix. This is not always possible
and singularity problems are the principal cause
of the algorithm breaking down.

• The search is attracted towards extrema as op-
posed to either maxima or minima. To find a
minimum the Hessian must be forced into be-
ing positive definite and for a maximum it must
be negative definite. This is discussed further
under steepest descent.

• If a fixed step length is used then picking a sen-
sible size is key to obtaining a reasonable rate
of convergence. This is discussed further under
line searching.

Note that there are many potential criteria for end-
ing recursion, such as:
∣

∣f(x(k + 1)) − f(x(k))
∣

∣ ≤ "
∥

∥J(x(k))
∥

∥

2
≤ "

∣

∣

∣

∣

f(x(k + 1)) − f(x(k))

f(x(k))

∣

∣

∣

∣

≤ "

where " is some specified very small residual.
Note that the 2-Norm ‖‖2 of a vector such as

J(x(k)) is as defined in Chapter 111.

104.6 Steepest Descent
In the immediate vicinity of any point x on a sur-
face f(x), the Jacobian (or gradient ∇) of the func-
tion f(x) at that point gives the direction of greatest
slope in f(x) and is orthogonal (“at right angles”)
to the contour of f(x) at x. It follows that if the Hes-
sian matrix in Equation 104.11 is set equal to the
identity matrix I the search direction will be that
of steepest slope:

s(k) = −H(x(k))−1.J(x(k)) = −J(x(k)) (104.13)

Equation 104.13 corresponds to a search of steep-
est descent because the identity matrix I is positive
definite which ensures that the search proceeds to-
wards a minima. For steepest ascent the sign of the
search direction is reversed (made positive).
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Substitution into Equation 104.12 yields:

x(k + 1) = x(k) − ˛(k).J(x(k))

Bearing in mind that in the vicinity of a minimum
the elements of J(x) will all be negative, it can be
seen that the search will progress towards the min-
imum.

A key point to appreciate is that the Jacobian
gives the local direction of steepest descent which,
for most surfaces, is unlikely to be the most di-
rect route to the minima. As the search proceeds
the direction of steepest descent changes. Thus the
method is inefficient requiring a relatively large
number of iterations before the solution is ob-
tained. However, it is robust and not prone to sin-
gularity problems.

104.7 Levenberg Marquardt
Algorithm

The problem with the steepest descent approach
is that useful information about the curvature of
the surface which is contained in the Hessian is

discarded when it is replaced by the identity ma-
trix. The Levenberg Marquardt algorithm is a sub-
tle means of using that information to improve the
efficiency of searching.

The subtlety is to modify the search direction
of Equation 104.11 as follows:

s(k) = −
(

H(x(k)) + ˇ.I
)−1

.J(x(k)) (104.14)

The basic idea is to start with a large value of ˇ
which guarantees that the Hessian is dominated
by the identity matrix and forces positive definite-
ness. Thus the first few steps of the search are in
the direction of steepest descent. However, as the
search proceeds, the value of ˇ is reduced such
that the Hessian becomes more dominant and the
search is more Newton like in nature. Note that as
the search converges on the minimum it may be
assumed that the Hessian is positive definite in its
own right and the need for forcing such no longer
exists. The recursion is depicted in Figure 104.2.

Note that it is assumed that
∥

∥J(x(k))
∥

∥

2
> " on

the first iteration.

Set k=0,   β (0)=1000 and x(0) 

yes 

no 

Calculate  s (k) from Equ’n 104.14 

Start 

Calculate J(x (k)), H(x(k)) from Equ’ns 104.4 and 104.5 

Stop 

Calculate  x (k+1) from Equ’n 104.12

Is f( x (k+1)) < f( x (k))  ? Set β (k)=2 β (k ) 

yes 

no 

Set β (k) = β (k)/4 

ε ≤
2 

)) k ( x ( J Is ? 

Set k=k+ 1 

Fig. 104.2 Recursive search using the Levenberg Marquardt approach
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104.8 Line Searching
So far it has been implied that the size of the step
in the search direction is fixed at a value such as
˛ = 0.1. In fact the search algorithms can be sig-
nificantly improved by conducting line searches to
find the optimal value of ˛. The step size has to be
evaluated every time the search direction changes.
Two methods are outlined, both of which require
the creation of an artificial function f(˛) and the
use of bracketing.

Consider f(˛) to be the variation of f(x) in
the search direction. The minimum in f(˛) can be
found by “going downhill” in steps of increasing
size (say h, 2h, 4h, etc.) until the value of f(˛) in-
creases. The initial and final points are deemed to
be the positions that “bracket” the minimum.

1. Brent’s method assumes that the multi-
dimensional function f(x) can be approxi-
mated within the bracket by a uni-dimensional
quadratic f(˛) where ˛ represents distance in
the search direction:

f(˛) = a.˛2 + b.˛ + c (104.15)

Substitution into this equation of pairs of val-
ues of ˛ and f(˛) at the two extremes of the
bracket and at its mid point yields three si-
multaneous algebraic equations, the solution of
which gives the coefficients a, b and c. Having
established the equation for f(˛) its minimum
is located by differentiation:

df(˛)

d˛
= 2.a.˛ + b = 0

If ˛(k) is the step size required at the kth itera-
tion to roughly locate the minimum then:

˛(k) = −
b

2a
(104.16)

2. Newton Raphson’s method. Suppose that f(˛)
is approximated by the first three terms of the
Taylor series expansion of Equation 104.1:

f(˛ + ā˛) ≈ f(˛) + f ′(˛).ā˛ +
f ′′(˛)

2
.ā˛2

For a given ˛ theminimumin f(˛+ā˛) is found
by differentiation with respect to ā˛:

df(˛ + ā˛)

dā˛
≈ f ′(˛) + f ′′(˛).ā˛ = 0

If, as before, ˛(k) is the step size required to
locate the minimum then:

˛(k) = −
f ′(˛)

f ′′(˛)

As with the multi-dimensional search proce-
dure of Worked Example No 1, the advantage
of the Newton Raphson method is that for a
quadratic function the minimum is found in a
single iteration. The disadvantages of the tech-
nique are that the first and second derivatives
must be calculatedand,for non-quadratic func-
tions, the method can be slow, especially if the
second derivative is small.

104.9 Worked Example No 2
Consider again the function of Worked Example
No 1:

f(x) = 3x2
1 − 4x1.x2 + 2x2

2 − x1 − x2.

The initial conditions and search direction were:

x(0) =

[

−2
2

]

s(0) = −

[

0.5 0.5
0.5 0.75

] [

−21
15

]

=

[

3
−0.75

]

Let distance in the search direction be articulated
according to Equation 104.12 as follows:

x1 = −2 + 3˛ x2 = 2 − 0.75˛

Substituting into the original function yields the
artificial function:

f(˛) = 3.(−2 + 3˛)2 − 4.(−2 + 3˛)(2 − 0.75˛)
+ 2(2 − 0.75˛)2 − (−2 + 3˛) − (2 − 0.75˛)

Expansion gives:

f(˛) = 37.125.˛2 − 74.25.˛ + 36
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Since the original function f(x) was quadratic, this
equation for f(˛) is already in the form of Brent’s
equation and the coefficients are already known.
Substituting into Equation 104.16 gives

˛(0) = −
−74.25

2x37.125
= 1.0

Substituting back into Equation 104.12 yields the
position of the minimum:

x(1) = x(0) + ˛(0).s(0)

=

[

−2
2

]

+ 1.0

[

3
−0.75

]

=

[

1
1.25

]

In this case the solution was relatively trivial with
˛ = 1.0 locating the optimum in a single step.
That was simply due to the fact that the original

function f(x) was quadratic and Brent’s method
involves a quadratic approximation. However, for
non-quadratic functions, bracketing would be re-
quired and quadratic approximation would nor-
mally yield non-unity values for the step length
which would normally require several/many steps
to locate the minimum.

104.10 Comments
It is fairly obvious that all of the above techniques
for finding an optimum,be it a minimum or a max-
imum,require that the function being optimisedbe
articulated in the form of an equation. Clearly the
more accurate the model the better the prediction
of the optimum. If the shape of the surface cannot
be articulated then the techniques are of no use.
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Having dealt with the unconstrained optimisation
of non-linear systems in the previous chapter,both
equality and inequality constraints are now in-
troduced. These significantly complicate the prob-
lem for which more powerful non-linear program-
ming (NLP) techniques are required. First comes
the use of Lagrange multipliers and considera-
tion of the Kuhn-Tucker conditions for such. Next
comes quadratic programming (QP) and, in par-
ticular, sequential quadratic programming (SQP).
And finally reduced gradient methods and penalty
functions are introduced.The mathematics is non-
trivial but is explained carefully as appropriate.
For a more comprehensive treatment of what, by
any yardstick, is a difficult subject the reader is
referred yet again to the texts by Gill (1982) and
Edgar (2001).

105.1 The Lagrangian Function
Consider the optimisation of a two-dimensional
non-linear problem with a single equality con-
straint g(x). Let the cost function be f(x). The opti-
misation is cast in the form:

minimise f(x) (105.1)

subject to g(x) = 0 (105.2)

where
x =
[

x1 x2

]T

Note that equality constraints are usually set equal
to some constant but can always be rearranged into
the form of Equation 105.2.

Let there be a local minimum at:

x∗ =
[

x∗
1 x∗

2

]T
.

This minimum may be an extremum somewhere
in the search space. Otherwise it will be at a con-
straint, either along the edge of the search space
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or at a corner between constraints. Consider some
point at a small distance away from the minimum:

f(x∗ + āx) − f(x∗) ≥ 0

Using the Taylor’s series expansion of Equation
104.3,and ignoring secondandhigher order terms:

āf(x) ≈ ∂f(x)

∂x1

∣

∣

∣

∣

x∗
. āx1 +

∂f(x)

∂x2

∣

∣

∣

∣

x∗
.āx2 ≥ 0

(105.3)
The ≥ sign needs some explanation. If the mini-
mum is an extremum then the partial derivatives
of f(x) will be zero and āf(x) will indeed be zero.
However, if the minimum is at a constraint it will
not necessarily be an extremum, in which case the
partial derivatives will be non-zero and āf(x) will
be finite and positive.

As far as the constraint itself is concerned,since
all points considered must lie on the constraint:

g(x∗ + āx) − g(x∗) = 0

Using Taylor’s series expansion again gives:

āg(x) ≈ ∂g(x)

∂x1

∣

∣

∣

∣

x∗
.āx1 +

∂g(x)

∂x2

∣

∣

∣

∣

x∗
.āx2 = 0

(105.4)
Equations 105.3 and 105.4 may be combined:

āf(x) + �.āg(x)

≈
(

∂f(x)

∂x1

∣

∣

∣

∣

x∗
+ �.

∂g(x)

∂x1

∣

∣

∣

∣

x∗

)

.āx1 (105.5)

+

(

∂f (x)

∂x2

∣

∣

∣

∣

x∗
+ �.

∂g(x)

∂x2

∣

∣

∣

∣

x∗

)

.āx2 ≥ 0

where the algebraic variable �, known as the La-
grange multiplier, is an extra degree of freedom
that has been introduced. Choose � such that:

∂f(x)

∂x1

∣

∣

∣

∣

x∗
+ �.

∂g(x)

∂x1

∣

∣

∣

∣

x∗
= 0 (105.6)

whence the term in āx1 of Equation 105.5 is zero,
irrespective of the value of āx1 . It can be seen from
Equation 105.4 that āx1 and āx2 are not indepen-
dent: if āx1 (say) is specified then āx2 is deter-
mined. Since the sign of āx1 is arbitrary then so

too is that of āx2. However, āx2 is non-zero, so the
only way that the constraint of Equation 105.5 can
be satisfied is if:

∂f(x)

∂x2

∣

∣

∣

∣

x∗
+ �.

∂g(x)

∂x2

∣

∣

∣

∣

x∗
= 0 (105.7)

The above concepts can be generalised in terms
of an augmented cost function known as the La-
grangian in which the cost (objective) function and
constraint are combined as follows:

L(x, �) = f(x) + �.g(x) (105.8)

where f(x) is to be minimised and g(x) = 0 is the
constraint. It can be seen that if the constraint is
satisfied then the Lagrangian function reduces to
the original cost function, irrespective of the value
of the Lagrange multiplier �, in which case the
minimum of the Lagrangian will be the same as
the minimum in the cost function. Differentiating
Equation 105.8 yields:

∂L(x, �)

∂x1
=

∂f(x)

∂x1
+ �.

∂g(x)

∂x1
(105.9)

∂L(x, �)

∂x2
=

∂f(x)

∂x2
+ �.

∂g(x)

∂x2
(105.10)

∂L(x, �)

∂�
= g(x) (105.11)

For a minimum:

∂L(x∗, �∗)

∂x1
=

∂L(x∗, �∗)

∂x2
=

∂L(x∗, �∗)

∂�
= 0

Note that these equations are necessary, but not
sufficient, conditions for a minimum.

105.2 Worked Example No 1
Minimise x + y subject to x2 + y2 = 1, the latter
corresponding to the sum of the squares of the co-
ordinates of a point on the unit circle. Substituting
into Equation 105.8 gives:

L(x, y, �) = x + y + �.(x2 + y2 − 1)
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Differentiating:

∂L

∂x
= 1 + 2.�.x = 0

∂L

∂y
= 1 + 2.�.y = 0

∂L

∂�
= x2 + y2 − 1 = 0

Solving three equations in three unknowns gives

x∗ = y∗ = −�∗ = ± 1√
2
.

By inspection it can be seen that the minimum
value of x + y is −

√
2.

105.3 Worked Example No 2
Minimise 3x2

1 + 4x2
2 subject to x1 + 2x2 = 5. Substi-

tuting into Equation 105.8 gives:

L(x, �) = 3x2
1 + 4x2

2 + �(x1 + 2x2 − 5)

Differentiating:

∂L

∂x1
= 6x1 + � = 0

∂L

∂x2
= 8x2 + 2� = 0

∂L

∂�
= x1 + 2x2 − 5 = 0

Solving three equations in three unknowns gives
x∗

1 = 1.25, x∗
2 = 1.875 and �∗ = −7.5.

Whence the minimum is at (1.25, 1.875) and
has a value of 18.75.

105.4 Generalised Lagrangian
Function

In general, if a non-linear constrained optimisa-
tion problem contains n decision variables and
there are m equality constraints involving the de-
cision variables, and the constraints are indepen-
dent, and m < n, then m Lagrange multipliers
are required. The problem will be a function of
n + m variables for which n + m necessary condi-
tions must be derived and solved.

The Lagrangian function of Equation 105.8 is thus
extended to accommodate multiple equality con-
straints as follows:

minimise f(x) (105.1)

subject to: gi(x) = 0 (105.12)

where i = 1, 2, . . . , m

where: x =
[

x1 x2 · · · xn

]T

for which the Lagrangian function becomes:

L(x, �) = f(x) +
m
∑

i=1

�i.gi(x)

Note that it is essential that m < n. If m = n then
the equality constraints could be solved irrespec-
tive of the cost function and ifm > n then the opti-
misation is overdetermined. In practice, it is often
the case that the number of decision variables in-
volved in the cost function is less than the number
of constraints. At first sight this appears to be in-
consistent with the criterion that m < n. However,
it isn’t, because the decision variables involved in
the cost function are invariablyonly a subset of the
vector x. In practice it is most unlikely that there
will be as many constraints as there are decision
variables (n).

The above generalised form of Lagrangian
function may be further extended to accommodate
inequality constraints as follows:

minimise f(x) (105.1)

subject to: gi(x) = 0 (105.12)

where i = 1, 2, . . . , m

and: hi(x) ≤ 0 (105.13)

where i = m + 1, . . . , p

still with: x =
[

x1 x2 · · · xn

]T

These latter inequality constraints can be cast in
the form of equality constraints by the introduc-
tion of slack variables as previously considered in
Chapter 103.

Thus hi(x) + � 2
i = 0 where � 2

i ≥ 0.

Addition of � 2
i to hi(x) guarantees that the inequal-

ity constraint is always satisfied.
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Useof a squared terms for the slack variable en-
sures that the solution approaches the constraint
from within the feasible region. The Lagrangian
function thus becomes:

L(x, �) = f(x) +
m
∑

i=1

�i.gi(x) (105.14)

+

p
∑

i=m+1

�i.(hi(x) + � 2
i )

where the �i for i = 1, 2, . . . , p are independent
Lagrange multipliers.

Note that, when there are inequality con-
straints, finding the minimum requires that q < n
where q is the number of equality constraints plus
the number of inequalities that are at their con-
straints.An inequality at its constraint is said to be
binding. Thus:

i = 1, 2 . . . m, m + 1 . . . q ≤ p

The circumstances under which L(x, �) reduces to
f (x) are:

either gi(x) = 0 and hi(x) = 0,
in which case the constraints are satisfied and
the Lagrange multipliers take on appropriate
finite values,

or gi(x) = 0 and hi(x) ≤ 0,
in which case some or all of the inequalities
exist and the appropriate Lagrange multipli-
ers must be set to zero. In effect, the inactive
inequalities are switched off,

or gi(x) = 0 and hi(x) < 0,
in which case all of the inequalities exist and
all of the Lagrange multipliers must be set to
zero.

Thus, provided that every constraint is either sat-
isfied or has its Lagrange multiplier set to zero, the
minimum of the Lagrangian function is the same
as the minimum of the original cost function. The
constrained minimum therefore occurs when:

∂L(x∗, �∗)

∂xj
= 0 for j = 1, 2, . . . , n (105.15)

∂L(x∗, �∗)

∂�i
= 0 for i = 1, 2, . . . , p (105.16)

∂L(x∗, �∗)

∂�i
= 2�∗

i .�
∗
i = 0 (105.17)

for i = m + 1, . . . , p

�∗
i ≥ 0 for i = m + 1, . . . , p (105.18)

For a maximum �i ≥ 0 is replaced with �i ≤ 0.
Again note that these equations are necessary,

but not sufficient, conditions for a minimum.

105.5 Worked Example No 3
Optimise x1.x2 subject to x2

1 + x2
2 ≤ 8. Substituting

into 105.1 and 105.13 gives:

f(x) = x1.x2

h(x) = x2
1 + x2

2 − 8 ≤ 0

The Lagrangian function may thus be formulated
along the lines of Equation 105.14:

L(x, �) = x1.x2 + �(x2
1 + x2

2 − 8 + � 2)

The conditions for optima are thus:

∂L(x, �)

∂x1
= x2 + 2�.x1 = 0

∂L(x, �)

∂x2
= x1 + 2�.x2 = 0

∂L(x, �)

∂�
= 2�.� = 0

∂L(x, �)

∂�
= x2

1 + x2
2 − 8 + � 2 = 0

Solving four equations in four unknowns gives the
results as shown in Table 105.1.

Table 105.1 Classification of optima for Worked Example No 3

Optima �∗ � ∗ x∗
1 x∗

2 f(x∗)

Saddle 0 ±
√

8 0 0 0

Minimum 0.5 0 2 −2 −4

Minimum 0.5 0 −2 2 −4

Maximum −0.5 0 2 2 4

Maximum −0.5 0 −2 −2 4
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That these are the optima can be verified by back
substitutinginto the conditions.Note that the min-
ima occur for positive values of � and the saddle
point when � is zero.

105.6 Sensitivity Analysis
Consider again the constraint g(x) = 0 of Equation
105.2 where x is of dimension n.

In general such a constraint may be considered
to consist of various algebraic terms and a con-
stant, referred to as the excess, of the form

 (x) − c = 0

For the Worked Example No 2, say, these would be
 (x) = x1 + 2x2 and c = 5.

The Lagrangian of Equation 105.8 may thus be
rewritten as:

L(x, �) = f(x) + �.( (x) − c)

Differentiating with respect to the constant of the
constraint gives:

∂L(x, �)

∂c
= −�

Provided that the constraint  (x) − c = 0 is satis-
fied:

∂L(x, �)

∂c
=

∂f(x)

∂c
= −�

whence, at the minimum x∗:

∂f(x∗)

∂c
= −�∗

which can be approximated by:

āf(x∗) = −�∗.āc (105.19)

Thus the Lagrange multiplier can be thought of
as the sensitivity, or gain, of the function being
optimised with respect to the constant of the con-
straint. The argument extrapolates to the multiple
constraints gi(x) = 0 of Equation 105.12 where
i = 1, 2, . . . , m.

Sensitivity is helpful when analysing problems
with multiple constraints. For example, a process
may be optimised to satisfy various constraints on
throughput, product quality and energy consump-
tion. Inspection of the magnitude and sign of the
Lagrange multipliers will reveal the sensitivity and
direction of the cost function to each of the con-
straints. This provides a practical basis for deci-
sions about which constraints to relax, or not.

105.7 Kuhn-Tucker Conditions
These relate to the generalised Lagrangian func-
tion which is reproduced for convenience:

L(x, �) = f(x) +
m
∑

i=1

�i.gi(x)

+

p
∑

i=m+1

�i.(hi(x) + � 2
i )

(105.14)

The necessary criteria for x∗ to be a local minimum
of f(x) are:

1. That f(x), gi(x) and hi(x) are all differentiable
at x∗.

2. That the Lagrange multipliers �i exist.
3. That the constraints are satisfied at x∗:

gi(x
∗) = 0 and hi(x

∗) ≤ 0

4. That theLagrangemultipliers for the inequality
constraints are not negative:

�∗
i ≥ 0 for i = m + 1, . . . , p

Note that the sign of the multipliers for the
equality constraints doesn’t matter.

5. That the inequality constraints are:
i. either active: that is,someof the inequalities

are at their constraints for which:

hi(x
∗) = 0,

that is, they are binding
ii. or inactive: hi(x∗) < 0, in which case the

associated:

�∗
i = 0 for i = m + 1, . . . , p
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such that

�∗
i .hi(x

∗) = 0.

6. That the Lagrangian function is at a stationary
point:

∂L(x∗, �∗)

∂xj
=

∂L(x∗, �∗)

∂�i
=

∂L(x∗, �∗)

∂�i
= 0

The above criteria are known as the Kuhn-Tucker
conditions: they serve as the basis for the design of
some optimisation algorithms and as termination
criteria for others. Two further necessary condi-
tions are:

7. That the gradients (Jacobians) at x* of all the
active constraints (equality constraints and any
binding inequality constraints) are linearly in-
dependent, the gradients being:

∇gi(x
∗) =

[

∂gi(x∗)

∂x1

∂gi(x∗)

∂x2
· · · ∂gi(x∗)

∂xn

]T

for i = 1, 2, . . . , m

∇hi(x
∗) =

[

∂hi(x∗)

∂x1

∂hi(x∗)

∂x2
· · · ∂hi(x∗)

∂xn

]T

for i = m + 1, . . . , p
Noting that the gradients are evaluated at x*
and each is a column vector of constants, lin-
ear independence is essentially a question of
checking that no one vector is a linear function
of another.

8. That those vectors v which, for each active con-
straint, satisfy:

vT.∇gi(x
∗) = 0 and vT.∇hi(x

∗) = 0

are such that the Hessian matrix of the La-
grangian function is positive semidefinite, or:

vT.∇2
(

L(x∗, �)
)

.v ≥ 0

The sufficient conditions for x∗ to be a local mini-
mum are all of the above necessary criteria subject
to a strengthening of the last one:

9. That those vectors v which for each active con-
straint satisfy:

vT.∇gi(x
∗) = 0 and vT.∇hi(x

∗) = 0

and which for each inactive constraint satisfy:

vT.∇hi(x
∗) > 0

are such that the Hessian matrix of the La-
grangian function is positive definite, or:

vT.∇2
(

L(x∗, �∗)
)

.v > 0

Note that a local minimum can exist even if the suf-
ficient conditions are not satisfied. Several worked
examples on the testing for necessary and suffi-
cient conditions are provided in Edgar (1995).

105.8 Worked Example No 4
Reconsider the Worked Example No 3 to illustrate
the use of the Kuhn-Tucker conditions:

minimise: f(x) = x1.x2

subject to: h(x) = x2
1 + x2

2 − 8 ≤ 0

The Lagrangian function is:

L(x, �) = x1.x2 + �(x2
1 + x2

2 − 8 + � 2)

for which two minima were found to be when
�∗ = 0.5, � ∗ = 0, x1∗ = ±2 and x2∗ = ∓2.

To prove that these are indeed true minima it
must be demonstrated that the necessary and suf-
ficient conditions are all satisfied:

1. The functions f(x) and h(x) are both differen-
tiable:

∂f(x)

∂x1
= x2

∂f(x)

∂x2
= x1

∂h(x)

∂x1
= 2x1

∂h(x)

∂x2
= 2x2

These are differentiable for all x and are cer-
tainly so at x∗.

2. The Lagrange multiplier does indeed exist: it
has a value of � = 0.5.

3. The constraint is satisfied at x∗

If x∗ = ±2 or ∓2 then h(x∗) = 0.
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4. The Lagrange multiplier for the inequality con-
straint is positive: � = 0.5.

5. The inequality constraint h(x∗) = 0 is binding.
6. TheLagrangian function is at a stationary point

at x∗:

x∗
2 + 2�∗.x∗

1 = x∗
1 + 2�∗.x∗

2

= x∗2
1 + x∗2

2 − 8 + � ∗2

= 2�∗� ∗ = 0

7. The gradient (Jacobian) of the only active con-
straint at x∗ is:

J(x) =

⎡

⎢

⎢

⎣

∂h(x)

∂x1

∂h(x)

∂x2

⎤

⎥

⎥

⎦

=

[

2x1

2x2

]

whence:

J(x∗) = ∇h(x∗) =

[

±4
∓4

]

Since there is only one constraint, linear inde-
pendence cannot be an issue.

9. The vector v which satisfies vT.∇h(x∗) = 0 is
found as follows:

[

v1 v2

]

[

±4
∓4

]

= 0

Any value of v such that v = v1 = v2 will satisfy
this criterion.
Choose v =

[

v v
]T

.
Next evaluate the Hessian of the Lagrangian
function at x∗:

H(x) =

⎡

⎢

⎢

⎣

∂2L(x, �)

∂x2
1

∂2L(x, �)

∂x1∂x2

∂2L(x, �)

∂x2∂x1

∂2L(x, �)

∂x2
2

⎤

⎥

⎥

⎦

=

[

2� 1
1 2�

]

whence:

H(x∗) = ∇2 (L(x∗, �∗)) =

[

1 1
1 1

]

which is positive definite and hence:

vT.∇2 (L(x∗, �∗)) .v =
[

v v
]

[

1 1
1 1

][

v
v

]

= 4v2 > 0

Thus all the necessary and sufficient criteria have
been satisfied for x∗ to be local minima.

105.9 Quadratic Programming
Cost functions often contain quadratic functions
and quadratic programming (QP) is the name
given to the minimisation of a quadratic cost func-
tion involving n variables and subject to m lin-
ear constraints. Formally, the QP problem can be
stated as:

minimise: f(x) =
1

2
.xT.Q.x (105.20)

+ xT.C + c

subject to: A.x ≤ B and x ≥ 0 (105.21)

where the dimensions of x and C are (n × 1), of
Q is (n × n), of A is (m × n), of B is (m × 1) and
the bias c is a scalar. The matrix A is known as the
constraint matrix. Quadratic functions arise nat-
urally in optimisation and, for most purposes in
process automation, Equations 105.20 and 105.21
are as complex a scenario as needs to be consid-
ered.

Note that because Equation 105.21 is linear, the
constraints must be linearised with the vector of
decision variables x in deviation form.

Introducing slack variables into the inequali-
ties as appropriate:

A.x − B + � = 0 (105.22)

and

� − x = 0

The Lagrangian function may thus be formulated:

L(x, �, �) =
1

2
.xT.Q.x + xT.C + c (105.23)

+ �T.(A.x − B + �) + �T.(� − x)

where:

� =
[

�1 �2 · · · �m

]T
, � =

[

� 2
1 � 2

2 · · · � 2
m

]T
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and

� =
[

�1 �2 · · · �n

]T
, � =

[

�2
1 �2

2 · · · �2
n

]T

(105.24)
Noting that differentiation by a vector is covered
in Chapter 79, the gradient of the Lagrangian func-
tion is thus:

dL(x, �, �)

dx
= Q.x + C + AT.� − �

Thus the condition for an extremum is that:

Q.x + C + AT.� − � = 0 (105.25)

The value of x that is the solution to this equa-
tion simultaneously minimises the cost function
of Equation 105.20 and satisfies the constraints of
Equation 105.21.

In addition to the non-negativity constraints
on the decision variables, there are also the Kuhn-
Tucker conditions for a minimum to be satisfied.
Thus:

x ≥ 0, � ≥ 0, � ≥ 0 and � ≥ 0. (105.26)

It follows that:

�T
.� = 0 and �T.x = 0. (105.27)

These latter equations take some explanation: con-
sider the first, although the argument is exactly the
same for the second. For any inequality constraint
that is:

• active, its value of � 2
i is zero

• inactive, its value of �i must be zero

Thus for every inequality, irrespective of activity,
the product of �i and � 2

i must be zero.
It is quite common to combine these two equa-

tions:
�T

.� + �T.x = 0

Let the set of variables x∗, �∗, �∗ and � ∗ be the
optimal solution to Equation 105.20.

Provided that Q ispositivedefinite, the solution
will be a global minimum if the set of variables si-
multaneously satisfy Equations 105.25–105.27.

105.10 Worked Example No 5
Minimise the function:

f(x) =
1

2
x2

1 + x2
2 − x1.x2 − 3x1 + 2.x2 + 5

subject to the inequality constraints:

x1 + x2 ≤ 2
−x1 + 2.x2 ≤ 2

2.x1 + x2 ≤ 3

and to the non-negativity constraints:

x1 ≥ 0
x2 ≥ 0

The problem may be cast in the form of Equations
105.20 and 105.21 by specifying:

A =

⎡

⎣

1 1
−1 2
2 1

⎤

⎦ B =

⎡

⎣

2
2
3

⎤

⎦ C =

[

−3
2

]

c = 5

and Q =

[

1 −1
−1 2

]

Substitution into Equation 105.22 and rearrange-
ment gives:

x1 + x2 + � 2
1 = 2

−x1 + 2.x2 + � 2
2 = 2

2.x1 + x2 + � 2
3 = 3

Substitution into Equation 105.25 and rearrange-
ment gives:

x1 − x2 + �1 − �2 + 2.�3 − �1 = 3
−x1 + 2.x2 + �1 + 2.�2 + �3 − �2 = −2

So far there are five equations with ten unknowns.
The five extra equations necessary for a solution
come from Equation 105.27:

�1.�
2
1 = �2.�

2
2 = �3.�

2
3 = �1.x1 = �2.x2 = 0

Despite the fact that the last five equations are non-
linear they do considerably simplify the solution.
That is because at least one out of each pair of
variables must be zero, that is five zeros in total.
Suppose, for sake of argument, that:

� 2
1 = � 2

2 = �3 = �1 = �2 = 0
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Table 105.2 Feasible solutions for minimisation of Worked Example No 5

x1 x2 �1 �2 �3 �1 �2 � 2
1 � 2

2 � 2
3 f(x)

0.67 1.33 1.11 −2.6 0.0 0.0 0.0 0.0 0.0 0.33 6.778

1.0 1.0 −9.0 0.0 6.0 0.0 0.0 0.0 1.0 0.0 4.50

0.0 1.0 0.0 −2.0 0.0 −2.0 0.0 1.0 0.0 2.0 8.0

−2.0 0.0 0.0 −5.0 0.0 0.0 −6.0 4.0 0.0 7.0 13.0

1.5 0.0 0.0 0.0 0.75 0.0 1.25 0.5 3.5 0.0 1.625

1.69 −0.38 0.0 0.0 0.46 0.0 0.0 0.69 4.46 0.0 1.385

0.0 0.0 0.0 0.0 0.0 −3.0 2.0 2.0 2.0 3.0 5.0

0.0 −1.0 0.0 0.0 0.0 −2.0 0.0 3.0 4.0 4.0 4.0

The original five equations thus reduce to:

⎡

⎢

⎢

⎢

⎢

⎣

1 1 0 0 0
−1 2 0 0 0
2 1 0 0 1
1 −1 1 −1 0

−1 2 1 2 0

⎤

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎣

x1

x2

�1

�2

� 2
3

⎤

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎣

2
2
3
3

−2

⎤

⎥

⎥

⎥

⎥

⎦

the solution to which is found by matrix inversion
to be as follows:

[

0.667 1.333 1.111 −2.556 0.333
]T

which corresponds to the first row of Table 105.2.
In fact there are 25 valid combinations of zeros so
there are potentially 32 sets of solutions. However,
half of the potential solutions are indeterminate
and of the remainder many are infeasible in that
they do not satisfy the inequality constraints. The
feasible solutions are listed in Table 105.2, the value
of their cost functions being evaluated from Equa-
tion 105.20.

Of these, only the solution at the point (1.5,
0) satisfies the non-negativity constraints and the
Kuhn-Tucker conditions of Equation 105.26, cor-
responding to a global minimum at which the op-
timum has a value of f(x∗) = 1.625.

105.11 Recursive Form of QP
Complex constrained optimisation problems are
generally solved on a recursive basis for which a

very convenient assumption is that any function
f(x) may, on a local basis, be adequately approx-
imated by a quadratic function. The approxima-
tion is based upon Newton’s method for uncon-
strained optimisation as previously described in
Chapter 104.

Starting with Equation 104.8,Taylor’s series ex-
pansion of an n dimensional function is:

f (x(k + 1)) − f(x(k)) ≈ J(x(k))T.āx (105.28)

+
1

2
.āxT.H(x(k)).āx

where:

āx =

⎡

⎢

⎢

⎢

⎣

āx1

āx2

...
āxn

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

x1(k + 1) − x1(k)
x2(k + 1) − x2(k)

...
xn(k + 1) − xn(k)

⎤

⎥

⎥

⎥

⎦

(105.29)

Introducing the ∇ notation (∇ = d/dx), a merit
function �(āx) may be defined:

�(āx) =
1

2
.āxT.∇2f(x(k)).āx + āxT.∇f(x(k))

Defining the search direction s(k) = āx gives:

�(s(k)) =
1

2
.s(k)T.∇2f(x(k)).s(k)

+ s(k)T.∇f(x(k))
(105.30)

This is an iterative form of Equation 105.20 in
which s(k) is the step in the search direction re-
quired to find the minimum of the quadratic.Thus,
provided that the approximation holds true, and
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noting that �(s(k)) relates to the change in f(x)
rather than to its absolute value, the minimisation
of f(x) is equivalent to the following QP problem:

minimise �(s(k))

subject to gi(x(k)) = 0
where i = 1, 2, . . . , m

and hi(x(k)) ≤ 0
where i = m + 1, . . . , p

(105.31)

In principle the only constraints of interest are the
equality constraints and any active inequality con-
straints. Thus for gradient purposes only:

hi(x(k)) = 0 where i = m + 1, . . . , q
and q ≤ p

(105.32)

Note that the h is in italics to distinguish between
the active and inactive inequality constraints.

Along with the quadratic approximation, as in
QP, it is normal practice to simplify the problem
by linearising the constraints.Recognising that the
value of the constraint at any point x on the con-
straint is zero, the change in value for a step in the
search direction, which has to be along the con-
straint, must also be zero, whence:

gi(x(k)) + s(k)T.∇gi(x(k)) = 0 (105.33)

hi(x(k)) + s(k)T.∇hi(x(k)) = 0 (105.34)

The Lagrangian function may thus be formed from
Equations 105.30, 105.33 and 105.34:

L(s(k), �(k)) =
1

2
.s(k)T.∇2f(x(k)).s(k)

+ s(k)T.∇f(x(k))

+
m
∑

i=1

�i

(

gi(x(k)) + s(k)T.∇gi(x(k))
)

(105.35)

+

q
∑

i=m+1

�i

(

hi(x(k)) + s(k)T.∇hi(x(k))
)

Differentiating with respect to s(k) gives the gra-
dient of the Lagrangian:

∇L(s(k), �(k)) = ∇2f(x(k)).s(k) (105.36)

+∇f(x(k)) + G(k).�(k)

where:

G(k) =
[

∇g1(x(k)) ∇g2(x(k)) · · · ∇gm(x(k))

∇hm+1(x(k)) · · · ∇hq(x(k))
]

(105.37)

Note that there is no need to allow for the active
not-negative subset of decision variables x(k) in
Equation 105.35. If some term involving a vector of
Lagrange multipliers �(k) and x(k)) was included,
as in Equation 105.23, then that term would disap-
pear when the Lagrangian is differentiated. Thus,
for a minimum:

∇2f(x(k)).s(k) + ∇f(x(k)) + G(k).�(k) = 0
(105.38)

This is thegradient criterion.Additionally,all of the
constraints of Equations 105.31 and 105.32 must
be satisfied, together with any not-negative con-
straints on the decision variables, and other Kuhn-
Tucker conditions as appropriate:

x ≥ 0 and � ≥ 0 (105.39)

Provided that the Hessian ∇2 f(x(k)) is positive def-
inite, that set of variables x(k) and �(k) which si-
multaneously satisfy these criteria corresponds to
the global solution of the quadratic approximation.

105.12 Sequential Quadratic
Programming

Sequential quadratic programming (SQP) is the
most commonly used recursive technique for solv-
ing complex optimisation problems. Such prob-
lems may be categorised as being more complex
than those represented by Equations 105.20 and
105.21: that is when:

• the cost function is cubic or of higher order,
and/or

• when the constraints are non-linear and have to
be linearised recursively.

The basic SQP recursion is as depicted in Fig-
ure 105.1: there are many variations on the theme.
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2. Establish set (i = 1,2 ,…,q) of active constraints at x(0)

1. Initialise: set k=0 and specify x(0) 

3. Evaluate ∇f(x(k)), ∇2f(x(k)) 

    and G(k) = [∇gi(x(k)), ∇hi(x(k))]

5.  x(k+1) = x(k) + α.s(k)

yes

noε≤−+
2

)k(x)1k(x ? Set k=k+1

4. Find s(k) and λ(k) by solving Equation 105.38

    subject to Equations 105.31, 105.32 and 105.39

6. Is

7. Output values of x*≈ x(k+1)and f(x*)

Fig. 105.1 Recursive search using sequential quadratic programming

The objective of SQP is to minimise some cost
function f(x).However,rather than minimising f(x)
directly some merit function �(s) is minimised.
The merit function �(s) is a quadratic approxima-
tion of the problem which locally mimics the slope
of f(x). Starting from an initial position x(k) in the
search space, a step is made in the direction s(k) of
the minimum of the approximation. The position
x(k + 1) at the end of the step becomes the initial
position for the next iteration and the merit func-
tion �(s) is redefined. The process is repeated until
the global minimum f(x∗) is found.

With reference to the box numbers of Fig-
ure 105.1:

1. Since the decision variables are in deviation
form, it can be expected that most will have
zero initial conditions: that is, x(0) = 0.

2. Recognising that the constraints which are
active will probably vary as x(k) progresses
through the search space, a set management
strategy is required to review and change the
set of constraints being applied.Some tolerance
is normally applied to each constraint, other-
wise those constraints which are almost but not
quite active will be excluded resulting in the set
changing unnecessarily from one iteration to
the next and distorting the optimisation.

3. It is normal practice to use a positive defi-
nite approximation for the Hessian ∇2f(x(k))
to guarantee minimisation. The approximation
is updated at each iteration using a so-called
secant method such as that due to Broyden,
Fletcher,Goldfarb and Shanno (BFGS).This in-
volves first order derivatives only, is computa-
tionally less intensive and results in “superlin-
ear convergence”.

4. This is the local QP sub problem solved at each
iteration. The solution of Equation 105.38 is es-
sentially the same as the Worked Example No 5
above.

5. The size of step taken in the direction of s(k)
is determined by the factor ˛. In practice it is
normal for the step size to be a variable ˛(k) as
in Equation 104.12. A line searching technique
such as described in Section 104.8 may be used.

6. There are many potential end criteria: another
obvious one is:

∥

∥�(s(k + 1) − �(s(k)
∥

∥

2
≤ "?

7. An important characteristic of SQP is that the
closer the search gets to the global optimum,
the more accurate the quadratic approximation
becomes.
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The strategy underlying Figure 105.1 is said to
be equality constrained because only the equality
constraints and the active inequality constraints
are considered,as per Equations 105.31 and 105.32.
This requires a constraint set management strat-
egy as described. The alternative is an inequality
constrained strategy in which all the inequality
constraints are included in the Lagrangian func-
tion. This avoids the need for a set management
strategy but considerably increases the amount of
computation.

105.13 Reduced Gradient
Methods

Reduced gradient methods are an alternative ap-
proach to minimising a cost function.The dimen-
sionality of the search is reduced by using the con-
straints to eliminate dependent variables. This is
done on a local linearised basis. Reconsider the
problem:

minimise: f(x) (105.1)

subject to: g(x) = 0 (105.2)

where: x =
[

x1 x2

]T

The total derivatives are:

df(x) =
∂f(x)

∂x1
.dx1 +

∂f(x)

∂x2
.dx2 (105.40)

dg(x) =
∂g(x)

∂x1
.dx1 +

∂g(x)

∂x2
.dx2 = 0 (105.41)

Suppose x1 is an independent variable and x2 is
dependent then, from Equation 105.41:

dx2 = −
∂g(x)

∂x1
.

∂x2

∂g(x)
.dx1

Substituting into Equation 105.40 gives

df(x) =

(

∂f(x)

∂x1
−

∂f(x)

∂x2
.
∂g(x)

∂x1
.

∂x2

∂g(x)

)

.dx1

The bracketed expression is the reduced gradient:
provided the partial derivatives at x are known the

slope is a scalar quantity.In essence eachconstraint
can be used to eliminate one dependent variable.
Suppose f(x) was a function of five variables and
there were two constraints: then the reduced gra-
dient would be in terms of three variables.

Reduced gradient algorithms are recursive. As
with SQP the problem is linearised locally. Thus at
each step in the search the reduced gradient is re-
evaluated in terms of its partial derivatives at x(k)
which maintains the local feasibility of the con-
straints.A step of appropriate size and direction is
taken to reduce the cost function and the process
is repeated until, hopefully, a global minimum is
found. However, with the linearisation of the con-
straints, there is scope for the search to terminate at
a non-feasible solution with regard to the original
constraints.

105.14 Penalty Functions
Yet another approach to solving constrained opti-
misation problems involves the use of penalty or
barrier functions. These convert the constrained
optimisation problem to a systematic series of un-
constrained function minimisations of the same
form but with different parameters. For example:

minimise f(x)

subject to hi(x) ≤ 0

where i = 1, 2, . . . , m

This may be recast as a penalty function problem:

minimise P(x)

where P(x) = f(x) +
m
∑

i=1

∂i.h
2
i (x)

with ∂i = 0 if hi(x) ≤ 0

or ∂i = 1 if hi(x) > 0

Alternatively it may be recast as a barrier function
problem:

minimise B(x)

where B(x) = f(x) +
m
∑

i=1

1

hi(x)
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The penalty function approach is said to be an ex-
terior method in the sense that it penalises con-
straint violations. In contrast, the barrier function
approach is said to be an interior method as it
forces theoptimiser to remain inside the constraint
boundary by becoming infinite on the boundary.

This implies that it is possible to approacha bound-
ary point from the interior of a feasible region.
These methods are not the panacea that they may
first appear to be as they pose a number of numer-
ical difficulties. Nevertheless they can be used to
some effect.

105.15 Nomenclature
Symbol Description Dimensions

c constant 1 × 1
f(x) cost (objective) function 1 × 1
g(x) equality constraint 1 × 1
h(x) inequality constraint 1 × 1
L Lagrangian function 1 × 1
x decision variable 1 × 1
�(s) merit function 1 × 1
� 2 slack variable 1 × 1

x vector of decision n × 1
variables

s search direction n × 1
� vector of Lagrange m × 1 or

multipliers (equality) q × 1
� vector of Lagrange n × 1

multipliers (inequality)
� vector of slack variables n × 1

� vector of slack variables m × 1

A constraint matrix m × n
B vector of excesses m × 1
C linear operator n × 1
G matrix of gradients n × q
H(x) Hessian matrix n × n
J(x) Jacobian vector n × 1
Q quadratic operator n × n
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The purpose of real-time optimisation is to max-
imise profit, the problem usually being cast in
the form of the minimisation of some cost (ob-
jective) function. Profit is realised by minimising
processing costs, maximising production and/or
yield, minimising energy consumption, and so on.
However, it is not a universal panacea and it should
be recognised that whilst the potential benefits of
optimisation are large so too are the costs. Fun-
damental to the successful implementation of an
optimiser is an understanding,not just of the tech-
niques and technology available, but also of the
application.

It is evident that there is an important philo-
sophical difference between control and optimi-
sation. With control the objective is to hold the
controlled variables at their set points, irrespective
of any disturbances or set point changes. There
should be no spare degrees of freedom, otherwise
the plant is said to be underdetermined. Optimisa-
tion implies choice: there are ranges of conditions
under which the plant can operate and the best set
of conditions is found subject to a variety of con-
straints. The objective is to hold the process at the

optimum, to make changes when any of the con-
straints are violated or if the process moves away
from the optimum, and to manage disturbances
allowing for economies.

So, with real-time optimisers (RTO), not only
does the optimum have to be found, which is not
necessarily easy because the optimum may itself
may be changing, but the plant and/or process has
to bemanipulated dynamically to maintain the op-
timum set of conditions. There are a variety of ap-
proaches and techniques available which, together
with the technology to implement them,enable ro-
bust applications.

For the purposes of this chapter optimisers are
categorised into two generic types: steady state
optimisers (SSO) and dynamic optimising con-
trollers (DOC). The essential characteristics are
summarised in Table 106.1 and depicted in Fig-
ure 106.1. It is worth commenting upon the non-
uniqueness of RTOs: they reflect all the variety that
one would expect of different suppliers’ products.
That variety embraces both SSO and DOC types
of optimiser, the underlying techniques of LP, QP
or SQP, the approaches to constraint handling and
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Table 106.1 Steady state vs dynamic real-time optimisers

Category Essential characteristics

Steady state optimiser (SSO) Large, steady state, non-linear models

Figures 106.2–106.4 Models normally of first principles type

Parameter estimation to keep model up to date

Generate set of linear constraints for optimisation

Optimisation solved by SQP

Executed infrequently (hours) at steady state

Operated either off-line or on-line

If on-line may be either open or closed loop

SPs downloaded to DCS directly or to MPC

Expensive to build and maintain

Dynamic optimising controller (DOC) Small, linear models

Figures 106.7–106.9 Hybrid first principles and/or empirical models

Model augmented externally if very non-linear

Model usually biased against process

Model may be updated by filter or observer

Optimising capability integrated with MPC

MPC may be either SISO or MIMO

Used to predict optimal steady state

Optimisation solved by QP (older ones by LP)

Executed frequently (min)

Constraint management has highest priority

Cross plant optimisation via bridge models

RTO

SSO

SQP Model

DOC

MPC QP Model

SISO MIMO

Fig. 106.1 Classification of real-time optimisers

the form of interface between the RTO and plant
controllers.

With the theory of LP, QP, etc. having been cov-
ered previously, the emphasis in this chapter is on

the functionality of optimisers, the pros and cons
of SSO vs DOC, and on implementation issues.

106.1 Steady State Optimisers
The structure of a traditional SSO is as depicted
in Figure 106.2. Depending on the type of model,
the optimiser is a large LP or, more typically, an
SQP programwhich is executed intermittently, ide-
ally when the plant is at steady state. The SSO re-
ceives as inputs the current values of relevant ma-
nipulated (independent) variables (MVs) and con-
trolled (dependent) variables (CVs) and evaluates
a new set of optimum operating conditions. The
output is typically in the form of a number of new
set points (SPs) which are downloaded into the
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DCS, or equivalent control system. The DCS then
moves the plant towards those set points,and holds
it there, until they are updated at the next execu-
tion of the optimiser.Clearly there is some require-
ment to filter controller output or to restrict MV
changes upon updating the set points to ensure
smooth transitions.

SSO

DCS

Plant

CVs

CVs & MVs

MVs

SPs

Fig. 106.2 Structure of a traditional steady state optimiser (SSO)

Different scenarios emerge from an operational
point of view. Early SSOs were always run in an
off-line mode in which case there were no real-
time measurements, dynamics were of no concern
and disturbances could be ignored.Clearly off-line
optimisation was only of any use for case studies
and planning purposes. Bringing optimisers on-
line introduced all of the above time related issues,
together with the decision about whether to op-
erate open or closed loop. In open loop mode the
optimiser is essentially advisory: it recommends
optimum set points which the operators manually
enter into the DCS.There is,however, a danger.The
operators may only enter the set points they agree
with whereas, of course, they must all be entered
to achieve the optimum. Also, it is only feasible
if the optimiser is run infrequently, otherwise the
operators won’t have enough time to make all the
changes. In closed loop mode the set points are all
downloaded automatically into the DCS as is im-
plied in Figure 106.2.Note that the open loopmode
is often used as a means of gaining confidence in
an optimiser before going closed loop.

An obvious, but not essential, extension is for
the SSO to intermittently determine the required
steady state set points and/or targets, and to down-
load them to a model predictive controller (MPC),

as depicted in Figure 106.3. Note that MPC is ex-
plained in detail in Chapter 117. The MPC, which
takes into account the plant’s dynamics, regularly
adjusts the set points of slave loops which are
downloaded to the DCS for realisation. It is not
uncommon on large plants for there to be several
MPCs as depicted in Figure 106.4, each dedicated
to the control of a particular process function or
plant unit, with the SSO downloading set points
and/or targets to each simultaneously.

SSO

DCS

Plant

CVs

CVs & MVs

MVs

SPs & targets

MPC

SPsCVs & MVs

Fig. 106.3 SSO downloading set points to a model predictive

controller

SSO

MPC1 MPC2 MPC3

DCS

Unit1 Unit2 Unit3

Fig. 106.4 SSO with multiple model predictive controllers (MPC)
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106.2 Models for SS Optimisers
There ismuchvariety in the typesof model usedby
SSOs depending upon whether the model is linear
or non-linear, of a first principles nature or empir-
ical, and upon the scope of the model in terms of
detail, accuracy and size of the plant. It is not un-
realistic to expect a rigorous first principles model
to have some 105 to 106 equations for a large and
complex plant and/or process. At the other end of
the scale, an empirical linear model for a relatively
small plant may have just a few hundred equations.
Empirical models are typically of a step response
nature, although the use of regression and neural
net based models are becoming increasingly com-
mon. However, in practice, most models used are
of a first principles nature, non-linear and large.

These non-linear models are due to the fact
that most processes and plant items have non-
linear characteristics and are may beoperated over
a range of conditions for which many different
steady states are feasible. The variables are nor-
mally in absolute form as opposed to deviation
form,and the models are not linearised.Obviously,
for a steady state model, the dynamics are ignored.
In essence, the model reflects the structure of the
plant and the processes being carried out.For each
item in which some physical or chemical change
takes place, its model will be comprised of a selec-
tion of the following as appropriate:

• Physical connections between plant items in
terms of pipework and process routes

• Overall mass balance equations that relate the
input streams to the output streams

• Mass balance equations for each component in
the input and output streams

• Mass transfer equations for each component be-
tween streams

• Stoichiometric and equilibria equations for re-
acting systems

• Formulae or correlations for evaluating physical
property data

• Formulae for evaluating coefficients from flow
rates, temperatures, etc.

• Heat balance equations that relate input andout-
put conditions for each stream

• Heat transfer equations for evaluating heat flow
rates between streams

• Formulae for estimating pressure drops across
fixed and variable resistances to flow

• Equations for balancing pressuredrops in liquid,
gaseous or mixed flow systems

• Equations for handling recycle, purge and by-
pass streams

• Empirical data for operating characteristics of
plant items

• Constraint equations for the physical capacity of
the plant/process

• Functional relationships between CVs and MVs
for all key control loops

• etc.

In addition to the process/plant model there is
the production model to be developed which com-
prises:

• Specification of decision variables: independent
(MVs) and dependent (CVs)

• Cost function as a linear or quadratic expression
of the decision variables

• Constraints on throughput in relation to deci-
sion variables

• Constraints on CVs and MVs for safety operabil-
ity purposes

• etc.

Given the variety of equations, formulae, correla-
tions and constraints that have to be taken into
account, and that the process/plant model’s equa-
tions are largely generated automatically once the
relevant parameters are defined, it is easy to see
how even a single, relatively simple, plant item can
lead to several hundreds of equations.

Models for SSOs are normally generated on a
modular basis using proprietary modelling pack-
ages of a flowsheeting nature. These have libraries
of standardised models for items of plant and pro-
cess operations which can be selected from menus
and configured as appropriate. Modern packages
provide a development environment which sup-
ports this process with, for example, icons that
can be dragged, dropped and interconnected on
screen. For each model selected relevant parame-
ters must be specified for which there is a template
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of database values to be completed. Typically, a
context sensitive editor will either deduce database
values from the connectivity or prompt for other
values, check for consistency and then generate the
equations automatically.

Generally speaking, the more rigorous a model
the greater its accuracy. However, remember, first
principles models are comprised of equations and
constraints which describe the underlying chem-
istry and physics of the process and/or plant. The
accuracy of those equations ultimately depends
upon the values of the coefficients, constants and
physical properties used in them.There is no point
in looking for perfection where it doesn’t exist or
add value. It goes without saying that such models
are costly to develop, test and validate in the first
place. They are also costly to maintain having to
be kept up to date with respect to changes made to
the plant, process and operations.

106.3 Methodology for SS
Optimisers

The basic methodology for steady state optimisa-
tion is as depicted in Figure 106.5.

Is plant at steady state?

Update model

Is plant still at steady state?

Download set points

Wait specified no of hours

no

no

yes

yes

Generate set of constraints

Run optimiser

Fig. 106.5 The steady state optimisation process

The methodology is fairly straightforward, even if
its implementation isn’t. Assuming that the model

exists, the methodology may be summarised as fol-
lows:

1. Wait for plant to reach steady state. This re-
quires some capability to determine when the
plant is at steady state, as described in Section 4
below.

2. Update the model by fitting the model to the
process, sometimes referred to as calibrating
the model. This is described in Section 5 below.

3. Generate a set of linear equalities and con-
straints from the non-linear model, and find
their slopes, as described in Section 6 below.

4. Solve the steady state optimisation problem to
find a new, more profitable, set of operating
conditions within the constraints. This too is
described in Section 6 below.

5. Check that the plant is still at the same steady
state.
This is an essential step. If the steady state has
changed from that established in 1 above, then
the solution found in 4 above is unlikely to be
optimal.

6. Move to (or towards) the new optimal set of op-
erating conditions. This basically means down-
loading set points and targets to theDCS and/or
MPC as appropriate.

7. Wait an appropriate period to enable new opti-
mum to be established.

106.4 Steady State Detection
Fundamental to this is a steady statedetection algo-
rithm, the purpose of which is to detect when the
process is probably not at steady state. Typically,
values of a number of strategic variables will be
collectedover a reasonableperiodof timeand their
means and standard deviations determined.Refer-
ring to Table 82.2, it can be seen that 95% of the
measurements for any particular variable should
be within two standard deviations of its mean, as-
suming a normal distribution. So, more than 5%
lying beyond the significance limit cannot be ac-
counted for by random process variation, which
suggests that the process is not at steady state.
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An important point to appreciate is that whilst all
strategic variables should be at steady state, inven-
tory variables are permitted to be changing. For
example, with a distillation column, the tempera-
ture profile and flow rates may all be constant, but
the flows in and out don’t balance due to changing
levels in the still and reflux drum.

Other methods of establishing steady state in-
volve the use of control charts and limits as de-
scribed in Chapter 102 and the use of principal
components as described in Chapter 101.Principal
components are often more sensitive to changes
in steady state than individual variables and vari-
ations in principal components are a convincing
indication that the process is not at steady state.

106.5 Steady State Model
Updating

Updating of the steady state model makes use of
real time plant measurements. Clearly some data
validation is required beforehand to confirm that
the measurements are in range and that there are
no gross errors present. Data pre-screening is cov-
ered in detail in Chapter 102. In particular, note
the use of average measurements for the filtering
of variables.

The presumption made is that the plant/pro-
cess is correct and that any differences between
it and the model are due to either faulty mea-
surements and/or to errors in the model. Model
updating involves making adjustments to specific
measurements and/or model parameters until the
values of the controlled variables predicted by the
model agree with, or converge upon, their mea-
surements from the plant:

• Data reconciliation concerns the random errors
inherent in process measurements and involves
the adjustment of measured values to resolve
differences and/or conflicts. For example, the
measurements of flow into and out of a unit
will never agree, even at steady state, and the
difference between them will never agree with
the measurement of the change in level. Recon-

ciliation is best done on a unit by unit basis in
which all the measurements associated with a
particular unit are handled together.

• Parameters in the model can be adjusted until
the model fits the process at the current steady
state.Clearly only thoseparameters in the model
which could reasonably be expected to change,
such as heat transfer coefficientsand catalyst ac-
tivity, should be adjusted. It is unreasonable, for
example, to adjust a tank diameter.

Model updating isusually handledas a constrained
optimisation problem, the approach being as de-
picted in Figure 106.6.

Process/Plant

Model 

Parameter estimation

Predicted values

of MVs

Measurements

Reconciled measurements

& probable parameters

xj

xj

xj

~

^

Fig. 106.6 The steady state model updating process

The measurements and/or parameters are ad-
justed, within bounds, to minimise some objective
function:

J(x) =
n
∑

j=1

ˇj.

(

(x̂j − x̃j)

�j

)2

(106.1)

where it is assumed that there are n variables
whose measurements xj are to be adjusted, and

x̂ is the estimate of x produced by the model
x̃ reconciled value of the measurement x
ˇ weighting factor which reflects the

variable’s importance
� is the standard deviation of the random

error on x

An important characteristic of this approach is that
it will detect systematic errors such as drift, faulty
calibration and offset in the measurements. Fur-
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ther tests can be then used to confirm those mea-
surements which are most probably in error: these
can then be biased if/as appropriate and parameter
estimation repeated.

106.6 Solution of SS
Optimisation Problem

The steady state optimisation problem is most
commonly solved by means of SQP, as explained
in Chapter 105, which is a recursive form of a
quadratic approximation of the cost function as ar-
ticulated by Equation 105.28. Fundamental to the
implementation of SQP are the constraints. Strictly
speaking, it is only the equality and active inequal-
ity constraints that are of interest. These are nor-
mally cast as a set of linear equations in the form
of Equation 105.21:

A.x = B (106.2)

Generating the constraints as a set of linear equa-
tions is a key aspect to the solution. In essence
this involves linearising the model about its cur-
rent steady state condition as explained in Chap-
ter 84:

• Non-linear equations in the model are differen-
tiated and their slopes found about the current
steady state, providing they are in a form which
is differentiable in the first place.

• The slopes of other non-linear relationships, of
an empirical nature, are established by “draw-
ing a tangent” between points that straddle the
current steady state conditions.

• Linear constraints and equations,of which there
will be many even though the model is inher-
ently non-linear, can all be used directly.

Notwithstanding the fact that all of the inactive in-
equality constraints can be eliminated, every equa-
tion in the non-linear model results in a linear con-
straint. Recognising that there may be many thou-
sands of equations in the non-linear model, there
will be a similar number of linear constraints.Note
that the size of the vector x is determined by the

number of variables involved in the constraints.
Typically there are hundreds of such variables: far
more than the number of decision variables used
in the cost function which, at most, is measured in
tens. The resulting sparsity in the formulation of
the problem is exploited, in the interests of com-
putational efficiency, by the matrix methods used
for solving the problem.

Whereas the non-linear model uses the abso-
lute values of variables, the linearisation process
dictates that the constraints, and indeed the cost
function, are cast in terms of deviation variables.

At the heart of SQP is Equation 105.38 which,
by inspection, can be seen to contain the slopes
(first and second derivatives) of the cost function
f(x) with respect to every variable in the cost func-
tion. Either f(x) must be differentiable to establish
these slopes,or else empirical values must be avail-
able. Also required are the numerous slopes of the
equality constraints g(x) and the active inequal-
ity constraints h(x) with respect to every variable
in the vector of decision variables, as defined by
Equation 105.37. These are the values of the ele-
ments of the A matrix in Equation 106.2.

Finding the solution for a large model is com-
putationally intensive. First, steady state detection
and model updating is required. Every time the
steady state changes the linearisation process has
to be repeated to generate a new set of linear equal-
ities and constraints (the A matrix). Then the QP
problemhas to be solved recursively,eachpotential
solution being explored at each iteration until con-
vergence on the optimum is achieved.This process
takes a long time, 10–20 min not being untypical.
For this reason SSOs tend to only be executed in-
frequently, on an hourly basis at best. Noting that
it is necessary to wait for steady state before the
optimiser can be run, once per shift or once per
day is more typical.

A fairly fundamental problem with SSOs con-
cerns disturbances: any that occur in between suc-
cessive optimisations have to be handled by the
control system. Clearly any significant disturbance
could result in a different optimum and ought to be
taken into account by the optimiser.Given the need
to wait until a new steady state is reached before
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another optimisation can take place, it is evident
that the effects of disturbances can lead to pro-
longed periods of sub-optimal operation. Thus, in
the event of a major disturbance which is known a
priori to affect the process adversely, it is not un-
common to run an SSO even if steady state has not
been achieved/detected on the grounds that it is
better to take some action, albeit imperfect, than
no action at all.

It is inevitably the case that an SSO pushes the
process over some surface or along a curve cor-
responding to a constraint in the solution space,
or even into some corner feasible solution as de-
scribed in Chapter 103 on LP. This may well be sat-
isfactory from a steady state point of view but can
result in very poor dynamic control. The control
system must be able to respond to disturbances
by adjusting its MVs: it can’t if they are at con-
straints, and the process becomes uncontrollable.
So, in the design of an optimiser, it is essential that
some margin is left within the constraints on all
the important MVs to enable effective control.This
problem is obviated if the set points and/or targets
are downloaded by the SSO to MPCs, as depicted
in Figures 106.3 and 106.4, since the MPCs provide
dynamic constraint management.

106.7 Dynamic Optimising
Controllers

Most model predictive controllers (MPC) have
an associated dynamic optimising capability: to-
gether they are loosely referred to as dynamic
optimising controllers (DOC), as depicted in Fig-
ure 106.7.

It is appropriate to consider theMPC and its op-
timiser as being functionally independent of each
other such that, for example, the DOC downloads
set points to the MPC. In practice that distinction
is blurred:

• Deliberately, the DOC and MPC have an inte-
grated user environment.

• The optimisation and control functions are
solved using the same QP engine.

DCS

Plant

CVs MVs

MPC

SPsCVs & MVs

DOC

Fig. 106.7 MPC with dynamic optimising capability (DOC)

u(k)r(k)
Process

DOC

Predictor

Controller

)k(ŷ

)k(y

Fig. 106.8 Commonality of I/O signals used by DOC and MPC

• The DOC and MPC have a common set of input
and output signals, as depicted in Figure 106.8.
In practice the I/O used by an MPC (double
arrows) is often a subset of the decision vari-
ables used by a DOC (solid arrows). See also
Figure 117.3.

Notwithstanding the above comments about inte-
gration, the DOC can effectively be switched off
resulting in an autonomous MPC.

Consideration of the I/O signals emphasises
the fundamental difference between SSOs and
DOCs. Because the model used by an SSO is likely
to be that of the whole plant, for model updat-
ing purposes the number of I/O signals required
is typically in the range of hundreds to thousands.
In contrast to this the scope of a DOC is limited by
the focus of the underlying MPC and is typically
restricted to one or more functionally related units
in which specific operations are carried out. Given
the number of I/O signals required by an MPC,
even for a large multivariable MPC, it follows that



106.8 Constraint Handling by DOCs 893

the number of I/O signals for a DOC is typically
counted in tens rather than in hundreds.

Whereas SSOs are run intermittently, on an
hourly basis at best, DOCs run at a fixed fre-
quency,typically every few minutes.The frequency
at which a DOC is executed relates to that of its un-
derlying MPC. The DOC executes, and downloads
setpoints to the MPC, at a frequency consistent
with the prediction horizon of the MPC or some
five to ten times its control horizon, as described
in Chapter 117. For example, if the control horizon
was two 10 sec steps ahead, then a DOC executing
at a frequency of say once every 2–3 min would be
sensible. A higher frequency would simply cause
instability of the MPC.

An alternative way of looking at the time scales
is to think in terms of the DOC handling the
slow dynamics and steady state considerations,
whilst the MPC handles the fast dynamics of the
plant/process. At each execution of the DOC the
QP problem is solved to establish the optimum set
of values for the decision variables. This requires
that its inputs are filtered to prevent the QP be-
ing forced unduly by relatively small changes, and
that its outputs are filtered to prevent the under-
lying MPC being forced unduly by relatively large
changes. Thus, despite the fact that the DOC exe-
cutes frequently and that the solution may not be
constant, it can be seen that the DOC can be used
to predict the steady state solution.

106.8 Constraint Handling by
DOCs

The handling of constraints is fundamental to the
QP solution of the optimisation. There are three
key scenarios:

• Either the process is operating against or within
its constraints, in which case the DOC will at-
tempt to maximise profit by adjusting the SPs
downloaded to the MPC subject to keeping the
CVs and MVs within their constraints.
It is invariably the case that the optimum pre-
dicted by the DOC involves operating the pro-

cess against one or more constraints. By down-
loading those SPs, the DOC is critically depen-
dent upon the underlying MPC for pushing the
process against the active constraints and for
holding it there.

• Or the process is operating outside one or more
of its constraints but, by relaxing (violating)
them in the short term, the DOC can continue to
maximise profit. Thus, if it appears that a (hard)
constraint on an MV will not be satisfied, one
or more of the (soft) constraints on the CVs
may be relaxed. This is done by adjusting the
upper and/or lower limits on CVs as appropri-
ate, typically in some user defined order.The QP
problem is then re-evaluated and, subject to the
hardandnew soft constraints being satisfied,the
DOC downloads SPs to the MPC.

• Or else the process is operating outside some of
its constraints,whichcannot be relaxed,in which
case the MPC will be prioritised to bring the
process back within the constraints as quickly
as possible. During this period the issue is to
minimise the sub-optimality as opposed to the
DOC maximising profit. This is done by adjust-
ing those SPs which are consistent with moving
the process back within the constraints, towards
the optimum, albeit in a sub-optimal way.
Note, as discussed in Chapter 105, the signifi-
cance of the Lagrange multipliers which indicate
the sensitivity of the cost function with regard
to each of the constraints. Inspection of the sign
and magnitude of the multipliers, which will be
available within the QP solution of the DOC,will
determine which SPs should be changed and in
what direction.

On large and/or complex plants there may well be
several DOCs optimising the performance of oper-
ations being carried out in different units. Clearly
there is scope to co-ordinate the activity of the
DOCs by passing values between them.This is gen-
erally realised by means of bridge models as de-
picted in Figure 106.9.Abridge is a dynamic model
which explains how changes in some variable (say
an MV) on one unit affect dependant variables (say
CVs) on another downstream unit.This prediction
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MPC1

DCS

DOC1

MPC2

DOC2Bridge

Unit1 Unit2

Fig. 106.9 Use of bridge models for co-ordinating multiple DOCs

of the affect of disturbances results in better steady
state optimisation of the downstream unit.

106.9 QP Solution of DOC
Problem

At the heart of a modern DOC is the QP technique,
as described in Chapter 105, fundamental to which
is formulation of the cost function and handling of
the decision variables.

The cost function J(x) is quadratic as per Equa-
tion 106.3. It is consistent with the general form of
Equation 105.20 but with the matrices Q and C be-
ing diagonal. Note that there is no bias term since
the variables are in deviation form. Deviations are
relative to the current QP solution:

J(x) =
n
∑

j=1

qj.x
2
j +

n
∑

j=1

cj.xj (106.3)

where x is the vector of decision variables (CVs,
MVs and perhaps some DVs).

The coefficients cj are the 1st derivatives (Ja-
cobian) of the cost function with respect to each
of the decision variables as appropriate. The coef-
ficients may be either empirically or theoretically
determined, or a mixture thereof. Normally they
would be constant, consistent with the model be-
ing linear.However, if it is known a priori that there
are significant non-linearities, which would obvi-
ously give rise to plant-model mismatch, then the
slopes can be adjusted externally from a knowl-

edge of their 2nd derivatives (Hessian) according
to the current operating conditions.

It is normal practice to use the coefficients qj

to prevent excessive movement of the plant by pe-
nalising deviations of decision variables to which
the steady state of the process is known a priori to
be particularly sensitive.

It is interesting to note that the solution to the
QP problem is algebraic: that is, the values of the
decision variables that satisfy Equations 105.22,
105.25 and 105.27. The solution is dependant upon
the various coefficients, especially the elements of
the A matrix of Equation 105.21, and is indepen-
dent of the decision variables for which no a priori
values are assumed. So why does the DOC need to
know the current value of the decision variables?
There are several reasons, all of which relate to
the fact that the decision variables are in deviation
form:

1. If the constraints are non-linear they must be
linearised about the current value of the rele-
vant decision variables,either by differentiation
or by “drawing a tangent”. Thus the optimum
is found relative to the current operating con-
ditions.

2. For display purposes, the optimum values of
the decision variables are reported in absolute
form. Thus the deviations are added to the cur-
rent values.

3. Some of the decision variables will correspond
to both inputs and outputs. For example, a CV
which is an input, may be optimised resulting
in an SP being downloaded to the MPC to con-
trol that same CV. Thus, for such SPs, the next
output x0j is the current input x1j plus the value
of the decision variable xj:

xj = x0j − x1j (106.4)

106.10 Formulation of
Constraints

All of the constraints, whether they are equalities
or inequalities, of a physical or production nature,
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associated with process or control variables, are
combined into a single matrix equation as appro-
priate:

A.x ≤ B

Remember that every constraint must be cast in
a linear form: indeed, that is why the model used
for QP is said to be linear.With ingenuity, any con-
straint, whether it be linear or non-linear, can be
cast as an equation whose coefficients are consis-
tent with being elements of the matrices A and B.
There are different categories of constraint as fol-
lows:

• Process and production constraints,examples of
which are as listed in Section 2 above. These de-
fine the steady state relationships between key
process variables and hence determine the be-
haviour of the plant.
Any non-linear constraints must be linearised.
This means that they must either be differen-
tiableor else that the values of their slopes about
the current steady state are known empirically,
as described in Section 6 above.

• Constraints on CVs. These are normally ranges,
often determinedby plant design considerations
such as height of vessel, maximum rate of heat
transfer, etc. In practice, the effective range of a
CV is often determined by the instrumentation
being used to measure it.

• Constraints on MVs. These are normally satu-
ration effects, especially the opening of a valve
(0, 100%) corresponding to zero and maximum
flow. Sometimes there are maximum or mini-
mum limits on flows for safety reasons. Occa-
sionally rate of change constraints are applied
to MVs to prevent the plant being forced unduly.

It follows that if any of the constraints change, the
relevant elements of the matrices A and B must
be updated. That is especially true of the elements
associated with non-linear constraints. Typically,
the steady state value of an input variable, say a
CV associated with a non-linear constraint, will
change such that the slope of the constraint about
that value will need to be re-evaluated. In extreme
cases this can mean updating elements of the ma-
trices at every iteration of the DOC.

106.11 Application of DOCs
Having defined the cost function and articulated
the constraints as a QP problem, the optimum
is found by solving Equations 105.22, 105.25 and
105.27.The problem is solved by matrix manipula-
tion which, notwithstanding the fact that there are
multiple sets of solutions, as seen in Worked Ex-
ample No 5 of Chapter 105, is relatively straightfor-
ward. That, combined with the much smaller size
of the problem, means that finding the optimum
is nothing like as computationally demanding as
solving SQP problems, which explains why DOCs
can be executed so frequently relative to SSOs.

The execution of a DOC is essentially as de-
picted in Figure 106.10.

The inputs to the DOC, a mixture of CVs and
MVs, are the values of its input signals at the time
of execution. New values for all the decision vari-
ables are then established,of whichoneor moreare
downloaded as SPs to the underlying MPC. These
are held until the next execution of the DOC.When
a change in the optimum occurs, the changes to the
SPs are filtered resulting in a trajectory of SPs for
the MPC over that DOC cycle. Thus the MPC can
move the plant/process along a path towards the
optimum rather than making a sudden jump.

The solution of the QP optimisation is dynamic
in the sense that no attempt is made to wait for
steady state conditions. Thus, on a regular basis,
irrespective of the state of the plant, the DOC is
executed. Subject to filtering to prevent sudden
change, its inputs are those at the time of execu-
tion, whether they are constant or changing, and
its outputs are a prediction of the steady state opti-
mum based upon those inputs.In essence,the DOC
does the best it can with the information available.
Thus, unlike an SSO, the DOC can get on with pur-
suing changes in the optimum once a disturbance
has occurred.

Most processes andplant itemshavenon-linear
characteristics and, strictly speaking, it is neces-
sary to use non-linear models to correctly repre-
sent them. Those who have battled long and hard
to produce complex, rigorous process models for
SSOs often wonder how the simple linear models
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Update/filter inputs u, y and hence x

Update constraints, if necessary, from Hessian

Relax constraints?

Filter output

Download SP trajectory to MPC
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no

Minimise J(x) as a QP problem 

Find global feasible minm from set of QP solutions

Initiate QP cycle

Fig. 106.10 Recursive QP approach to the DOC problem

used in DOCsare able to consistently find solutions
that are so close (or even closer) to the trueoptima.
The reason is that the optimisation is continuously
supplemented with feedback from the process it-
self by biasing in real time. To explain this biasing
it is helpful to consider the MPC as functionally
consisting of two parts, the predictor and the con-
troller proper, as depicted in Figure 106.8.

Consider a single CV. The DOC solves the QP
problem as posed and finds the optimum value for
the CV. As such this becomes the unbiased SP for
the MPC as depicted in Figure 106.11. The pre-
dictor then predicts the trajectory of the CV over
the prediction horizon in the absence of further
control action. This is used to determine the con-
trol action required to force the CV towards the
SP over the prediction horizon, as indicated by the
ideal SP trajectory in Figure 106.11. The initial val-
ues of the predicted CV and ideal SP trajectories
should be the same. They should also agree with
the current measurement of the CV. Any discrep-
ancy at the start of the trajectory is probablydue to
modelling error and is likely to persist across the
prediction horizon such that convergence with the
unbiased SP will not occur.

The output of the DOC is therefore biased in pro-
portion to the discrepancy. Subject to filtering, it
is this biased output from the DOC which is used
as the SP for the controller in determining the val-
ues for the MV over the control horizon. Thus the
CV is forced towards the unbiased SP. The bias is
adjusted at each execution of the DOC. With suc-
cessive executions of the DOC, the solution to the
QP problem converges on the true optimum, and
the closer it gets the better able it is to accurately
predict that optimum. All this is depicted in Fig-
ure 106.12 in which the MPC cycle is depicted with
solid arrows and the less frequent QP cycle and
biasing with broken arrows. The first box of Fig-
ure 106.12, solve the QP problem, essentially cor-
responds to the whole of Figure 106.10.
Note: a further complication is that the initial value
of the CV trajectory may not be used if there is any
inherent delay in the model used for the MPC. The
first available value is h steps ahead as explained
in Chapter 117.

The essential characteristics of some propri-
etary DOCs are summarised at the end of Chap-
ter 117 in Table 117.2.
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Fig. 106.11 The effect of biasing the output of a DOC in real-time
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Fig. 106.12 Procedure for applying bias to DOC output

106.12 Comments
For large and complex optimisation problems it
is probably relatively easy to justify the cost of
building and maintaining large scale, non-linear,
rigorous models and SSOs will always have their
place. Otherwise, and inevitably, on the grounds
of cost effectiveness, DOCs are becoming the pre-

ferredoption with rigour being sacrificed for speed
and robustness. They require only small and lin-
ear models which are relatively cheap to build and
achieve high utilisation.

DOCs are executed frequently because the
model is small and the optimisation can be solved
quickly. They do not need to wait for steady state
and, through feedback, produce truly optimal so-
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lutions. Furthermore, the combination of DOCs
and MPCs provide excellent constraint manage-
ment,bothat steady state anddynamically,within a
consistent user environment. Using bridges, larger
scale optimisation problems can be tackled: there
are well established instances of half a dozen or
more co-ordinatingDOCs.The only obviousdraw-
backs to the DOC option is the commitment to
MPC in the first place and the fact that the DOC
models cannot be used for off-line purposes.

A fairly fundamental constraint on the use of
optimisers is the difficulty of understanding what
is going on. This applies to both SSOs and DOCs
but is more problematic with DOCs because of the
higher frequency at which they are executed. The
basic problem is that the optimiser may decide to
change MVs in a direction which is counter intu-

itive to the operator’s judgement.That is inevitable
when the optimiser is looking at a broader picture
than theoperator andmay beperceived to havedif-
ferent objectives. Whilst a DOC and its MPC may
well have an integrated user environment, there is
much scope for improvement in the operator inter-
face in terms of visualisation and user support.

It is worth noting that there are other poten-
tial benefits, not directly related to optimisation,
of having a model of the process available on-line
that is calibrated to match the plant, the more ob-
vious ones being:

• Detection of faulty measurements
• Performance monitoring through the estima-

tion of unmeasured values such as heat transfer
coefficients, catalyst activity, tray efficiency, etc.
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This is a huge area of activity with its own tech-
nology, terminology, methodologies and areas of
application. It is also a somewhat misunderstood
subject. This chapter, therefore, provides an objec-
tive introduction to the basic concepts and essen-
tials of implementation. The emphasis throughout
is on generic issues rather than on the various char-
acteristics of specific systems. There are dozens of
texts in this area but the classic is that by Jackson
(1998) to which the reader is referred for a much
more comprehensive treatment.

Some categorisation is perhaps a useful start-
ing point. Artificial intelligence (AI) is a generic
term that applies to machines and/or software
which emulate the process of reasoning. That pro-
cess involves search mechanisms and symbolics
(names, words, lists, tables, formulae, values, etc.)
rather than algorithms and numbers as used in
conventional programming, a crucial distinction.
The objective of AI is to solve problems or to reach
independent conclusions, faster and more accu-
rately than a human would given the same infor-
mation, although the solution to a problem is not
guaranteed. The umbrella of AI embraces:

• Knowledge based systems
• Machine learning systems
• Speech recognition and generation
• Robotics

This chapter dealsprimarily withknowledgebased
systems (KBS) as these are of the form of AI most
relevant to the process sector. KBS are those sys-
tems which, by virtue of their architecture, contain
both a pre-programmed method of interpreting
facts and some means of applying that capability.
They provide structured access to large quantities
of knowledge. There are many types of KBS which
may themselves be categorised:

• Expert systems
• Decision support systems
• Vision systems
• Natural language systems

The main focusof this chapter is on the first two of
these, expert systems (ES) and their application in
decision support, as they have provided the most
promising results andreturn on investment to date.
A widely used definition of an expert system (ES),



900 107 Knowledge Based Systems

due to Bramer, is that it “is a computing system
whichembodiesorganisedhuman knowledge con-
cerning some specific area of expertise, sufficient
to perform as a skilful and cost effective consul-
tant”.

An ES is used to emulate the expert’s decision
making processes. Using the expert’s pre-coded
knowledge, it reasons (in a non-algorithmic way)
with application specific data. Because the infor-
mation (knowledge and data) may be incomplete
or uncertain, an ES will make mistakes. However,
the knowledge and data structures of an ES are
such that it shouldalwaysbeable to explain its lines
of reasoning. An ES is only capable of learning for
itself in the sense that its knowledge is developed
incrementally, growing with the number of appli-
cations from which new relationships or patterns
of knowledge may be abstracted.

Within the process industries, ES technology
predominantly aims to give the operator advice
and decision support (open loop as opposed to
closed loop) in relation to control and operabil-
ity. In principle an ES will provide consistent ad-
vice, handle large quantities of data, be available
when required and perform quickly in difficult
environments. For these reasons ES technology
is used for pro-active monitoring purposes with
applications in fault diagnosis, testing and trou-
bleshooting, operator training, start-up and emer-
gency shut-down, as well as for scheduling and op-
timisation.

107.1 Architecture and
Terminology

The basic structure of a KBS is as depicted in Fig-
ure 107.1.

The structure and the functionality of its ele-
ments is designed around the need to support the
user and the requirements of the inference engine:

• User interface. Through this the user can build
up the knowledge base, enter facts to create
models of scenarios (or situations), pose ques-
tions,andreceive solutions andexplanations.In-

User interface

Operating system

Inference engine

Solutions &

explanationsKnowledge Facts &

queries

Knowledge

base update

Model base

update

Knowledge

base
Model base

Fig. 107.1 Basic structure of a knowledge based system (KBS)

evitably the user interface is based on templates
with menus for selecting features, entering char-
acteristics, and so on.

• Knowledge base, also referred to as the static
database. This is where the rules are kept. The
rules are usually, but not necessarily, of the form
of production rules:

if (some condition)
and/or (some other conditions)

assert (some outcome)
else (some other outcomes).

The conditions (or premises) are referred to as
antecedents and the outcomes (or actions) as
consequents. The knowledge base can itself be
subdivided into:
i. The rulebase,containing generic ruleswhich

are always applicable in the application do-
main.

ii. The case base, which contains rules specific
to certain scenarios, that is model or prob-
lem types, referred to as cases.

• Knowledge base update is the means by which
the knowledge base is updated, in a systematic
and structured way, once the user has entered
new knowledge.

• Model base, also referred to as the dynamic
database. The model base is a collection of facts
and/or data that define the scenario being ex-
plored. The facts are structured such that they
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may be used by the rules. The model base is
domain specific, with different models built for
exploring different scenarios.

• Model base update is the means by which the
model base is updated once the user has entered
new facts.

• The inference engine is a program which inter-
prets the facts of the model by applying the rules
of the knowledge base to provide a solution to
the query posed. There are different approaches
used, referred to as paradigms, as discussed in
the next section.

• The operating system is the program which re-
sponds to user inputs,synchronises the activities
of the various elements of the KBS, co-ordinates
the transfer of data between them, manages the
inference engine, and so on.

107.2 Inferencing
Inferencing is the ability to reacha conclusion from
a set of facts and/or data that does not provide the
complete picture.Conclusion, in this context, is the
net result of relating a number of cause and effect
relationships to the facts of a particular scenario.
Thus, for a given condition (cause) or combination
of conditions (causes), what is the likely outcome
(effect) and vice versa? The inference engine is the
central part of any KBS or ES and sets them apart
from other types of system.

With conventional programming, every pos-
sibility has been anticipated and the pro-
gram/system behaves in a completely predictable
and deterministic manner. The use of an inference
engine for reasoning removes this predictabil-
ity. The program’s actions and the majority of
its conclusions must be deduced or inferred, by
pre-programmed paradigms, fresh from the facts
and rules as presented to the program. The com-
monly used means of reasoning are backward and
forward chaining, inheritance and adaptive rea-
soning.

1. Backward chaining was the basis of reason-
ing used in the early expert systems and is
still used extensively. Thus, for a given scenario

(effect), the inference engine searches back-
wards, applying the rules to the data, to ascer-
tain the cause or combination of causes. The
inferencing is referred to as being goal (effect)
driven.Clearly, for every plausible combination
of causes, all the known effects have to have
been encoded beforehand to enable the infer-
ence engine to chain backwards. This is very
efficient for real-time applications: the avail-
ability of historic data enables routes back to
implausible causes to be eliminated quickly.
This paradigm lends itself to diagnostic tasks
in which, typically, the scenario consists of a set
of symptoms and the ES works back to find the
underlying problems. Applications here range
from the diagnosis of medical disease to fault
detection on process plant. For example, if the
high pressure and low flow alarms associated a
process unit occur simultaneously, an ES may
search backwards along the following lines:
i. Are the alarms both new or is one of them

persistent?
ii. Is the new alarm correct?
iii. Has the cooling water supply pressure

dropped?
iv. Is the feed rate higher than normal?
v. Do any product flows appear lower than

normal?
vi. Is the heating system steam pressure too

high, etc.?
Clearly eachof thesequestionspotentially gives
rise to earlier questions.For example, is the feed
rate higher than normal could lead to:
i. Is the product rate from the previous unit

higher than normal?
ii. Is the flow measurement correct?
iii. Has the flow controller set point been in-

creased?
iv. Is the controller still in automatic mode?
v. Is the control valve stuck open?
vi. Has a by pass valve been closed, etc.?
There will of course be even earlier questions
to be asked and answered, and follow up ques-
tions. Nevertheless, by a process of elimina-
tion, the search will converge upon the po-
tential causes as appropriate. However, if the
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line of reasoning fails to provide the causes, the
method fails.Failure is usually due to not all the
of the potential cause and effects having been
encoded. If there is the need for previously un-
determined reasoning, the application of more
complex methods is required.

2. Forward chaining is essentially the opposite
of backward chaining. Thus, for a given sce-
nario (cause), the inference engine searches for-
wards, applying the rules to the data, to ascer-
tain the effect or combination of effects. The
inferencing is referred to as being event (cause)
driven. The paradigm searches for every possi-
ble consequent, or outcome. Since implausible
outcomes cannot be eliminated at source, ev-
ery possible outcome has to be searched. Thus
the effort involved in forward chaining is much
greater than with backward chaining. To this
must be added the possibility of imprecise (or
fuzzy) knowledge and the need to make sta-
tistical estimates of confidence in the decision
making process. Typically, the operator is pre-
sented with all outcomes, together with confi-
dence estimates, and left to make a judgement
about the most likely as opposed to the ES ex-
clusively predicting it.

3. Inheritance. Whereas forward and backward
chaining are explicit meansof reasoning, inher-
itance is more implicit. It relates to the way in
whichdata and/or knowledge is stored.Muchof
the data stored in KBS can be organised hierar-

MEI

Separation unitReaction unit Storage unit

FilterEvaporator Centrifuge

Pressure filter Rotary filter Plate & frame

Absorber

Fig. 107.2 Pressure filter classified as a member of MEI

chically into generic classes with the data about
individual members of the class being held in
the form of “attributes”. Thedistributionof the
attributesbetween the classes andmembers en-
ables the relationships between them to be in-
ferred.
For example, a pressure filter is a type of filter
which is a form of separation unit which is it-
self a major equipment item (MEI), as depicted
in Figure 107.2.
Generic attributespass down the hierarchy.For
example:
i. Every MEI has at least one input and output.
ii. A separation unit has fewer input than out-

put streams.
iii. A filter’s input stream is a slurry and its out-

put streams are filtrate and solids.
iv. A pressure filter’s slurry and filtrate streams

are semi-continuous whereas the solids
stream is discontinuous.

Clearly, the further down the hierarchy, the
more specific and extensive the attributes be-
come. For example, attributes for the pres-
sure filter would typically embrace its capac-
ity, type/quantity of filter aid required, operat-
ing pressure, solids discharge time, and so on.
Also, the further down the hierarchy, the more
common the attributes. For example, there will
be more in common between different types
of filter than, say, between evaporators and fil-
ters. There are many potential generic classes
of a process nature: other obvious ones re-
late a) units to types of equipment and control
module, b) operations to phases and actions,
c) transfer of materials to types of manifold, d)
control schemes to types of function block,and
e) alarms to types of trip and interlock.
The ability to pass attributes down the inher-
itance path, or to abstract them upwards, en-
ables reasoning about type and properties but
isnot sufficient in itself to solvemany problems.
It does,however,when used in conjunction with
forward chaining, substantially reduce the ex-
tent of searching and reasoning required to
yield an understandable outcome. The prin-
cipal constraint on the exploitation of inheri-
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tance is the difficulty in handling the relation-
ships between members in different classes, say
between an alarmand an equipment module,as
opposed to the relationships between members
of the same class. Inheritance is of particular
significance in relation to frames and objects
and is discussed further in Sections 6 and 7 be-
low.

4. Adaptive reasoning.When the ability to deduce
the requiredoutcomeusing rules requiresmore
knowledge than is available, adaptive reason-
ing is an option. This approach is used mostly
in case based reasoning which takes an exist-
ing set of cause and effect relationships, analo-
gous to the problem in hand, and applies it to
the problem using forwardchaining and inher-
itance. It is necessary to provide some indica-
tion of confidenceas to the level of applicability
of the outcome.
In effect, the ES attempts to conclude unknown
knowledge given the existence of certain rela-
tionships. This is a more complex method of
deduction and should not to be confused with
learning. A truly cognitive system would de-
duce the relationship before going on to reason
the outcome.

107.3 Rule Based Expert
Systems

The facts and/or data of the model base are organ-
ised into symbolic structures such as vectors and
lists. The construct normally used is the so called
object-attribute-value triple.Thus, forexample, the
current state high (value) of the alarm priority (at-
tribute) associated with temperature transmitter
no 47 (object) would be represented:

(TT 47, priority, high).

When an object has several attributes it is normal
to gather them together with their values in a single
vector such as:

(TT 47 (reading, 99.1), (priority, high),
(status, on-scan)).

Nesting enables objects to be explicitly linked to
each other. For example, a temperature controller
can reference its transmitter as an input attribute
which provides access within the controller object
to the transmitter’s attributes:

(TC 47 (input, TT 47), (set point, 100),
(status, on scan),
(mode, auto)).

Whilst most objects only have a few attributes, tens
or less, it is not uncommon for some objects to
have hundreds of attributes. In this way the model
base is built up with, typically, thousands of such
object vectors to describe realistic scenarios.Those
objects which are relevant to the scenario in hand
are loaded into the working memory ofan ES.They
are used by the inference engine to activate the rule
base in the sense that some object-attribute-value
combinations will satisfy (or not) the antecedents
of certain rules. The working memory also con-
tains the intermediate results of the reasoning
process.

The goal is itself cast as a vector of objects, at-
tributesand values,whether it be the starting point
for backwardchaining or the end point for forward
chaining.

When a production rule is activated, it is said
to have been fired and the rule’s consequents are
asserted. Rules only use the relevant attributes of
the appropriate objects.For example, the following
rule would ignore the reading and status attributes
of the transmitter object and only assert a value for
the mode attribute of the controller object:

if (TT 47 (priority, high))
assert (TC 47 (mode, man)).

The above rule is completely deterministic. In the
event of the alarm priority being high the con-
troller is put into manual mode. However, it is
often the case with KBS that the rules are being
used to reason with facts that are not precise, or
indeed with rules that are not certain. In such cir-
cumstances a confidence level is attached as an at-
tribute, and the value of the confidence is changed
by the rules as the reasoning progresses. For ex-
ample, suppose that TT 47 has a confidence at-
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tributewhich, when the transmitter is functioning
correctly, has a value of 1.0:

(TT 47 (value, 99.1), (priority, high),
(status, on-scan), (confidence, 1.0)).

Suppose the transmitter goes out of range. A rule
may then be used to change the confidence to re-
flect the new situation:

if (TT 47 (status, suspect))
assert (TT 47 (confidence, 0.8)).

Thus, in any subsequent reasoning, the lack of con-
fidence in the value of TT 47 can be factored in
with other confidence values to give a net confi-
dence in the outcome.

The above rules are all relatively simple. In
practice a rule base comprises thousands of rules,
most of which have multiple antecedents and/or
consequents. The order that the rules are stored
in the knowledge base doesn’t particularly mat-
ter. The important thing is that the rules are as
complete and as consistent as possible and are or-
ganised so that they can be inspected and edited
effectively.

The pros and cons of a production rule based
ES are as follows.

Advantages:

• The rule base can be developed readily and is
easy to modify.

• It is very flexible yet, with effort, can be modu-
larised to enable knowledge to be partitioned.

• The rule base is both readable and understand-
able.

• It is particularly suitable for changing (dy-
namic) knowledge.

Disadvantages:

• Knowledge is not integrated into an overall
structure and it is difficult to pick out patterns
and trends.

• Rules do not lend themselves to knowledge
about object and event relationships such as
type-subtype, part-whole, before-after.

• Gaps in the rule base are not exposed and inter-
related knowledge may not be captured.

• It is easy to create inconsistent andcontradictory
rules.

• Rule bases are inefficient for handling large
amounts of fixed (static) knowledge.

107.4 The Expert System
Control Cycle

The order in which the rules of a rule based ES are
fired does matter and is determined by the control
function of the inference engine.The control cycle,
referred to as the recognise-act cycle, is as depicted
in Figure 107.3.

Update working memory

Unification

Conflict resolution

Fire rules

Rule base

Load model

Agenda

Inference

control

Assertions

Fig. 107.3 The expert system control cycle

The steps of the control cycle are as follows:

1. The working memory, having been initially
loaded, is updated each cycle. Iteration contin-
ues until either a goal is foundor searching fails
to find a solution. Failure occurs when, as a re-
sult of firing the rules, there is nothing to be
updated.

2. Unification is a question of comparing the an-
tecedents of all the rules with the attributesand
values of the objects in the model base to see
which ones are satisfied. Those rules whose an-
tecedents are satisfied are said to be the agenda,
also referred to as the conflict set.They are con-
flicting in the sense that a different outcome to
the scenario is likely according to which rules
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are fired, and indeed to the order in which they
are fired.

3. Conflict resolution concerns selecting,from the
agenda, which rule or rules are to be fired, and
the order of firing. There are two general ap-
proaches to this: local control and global con-
trol, as explained below.

4. The rules selected are fired and assertions
made. These assertions are then used to update
the current version of the model in working
memory.

In addition to overseeing the conflict resolution,
inference control monitors the firing of the rules
such that when a goal is found an audit trail of the
rules fired can be produced as a basis for explain-
ing the line of reasoning.

The local approach to conflict resolution em-
ploys user-defined meta rules (higher level rules)
that encode knowledge about how to solve partic-
ular problems. The meta rules reason about which
rules to fire as opposed to reasoning about the ob-
jects and relationships in the application domain.
The global approach, which is used by most expert
systems, is the opposite in that it is largely domain
independent. The mechanisms used are built into
the inference engine such that they are not readily
accessible to the user.In essence there are four such
mechanisms: salience, refractoriness, recency and
specificity:

1. Salience is a user-defined property that can be
attached to each rule as, for example:

if (TT 47 (priority, high))
assert (TC 47 (mode, man),

(salience, 100)).

Salience is akin to priority.By default,ruleshave
a salienceof 0: otherwise thehigher the salience
the greater the priority. Typically, the agenda
is first sorted into classes of equal salience,
and then the rules within the classes of equal
salience are sorted by the following techniques.

2. Refractoriness relates to rules not being al-
lowed to fire more than once on any object
whose data has not changed. In effect, such

rules are eliminated from the agenda and pri-
ority is given to those rules whose antecedents
are newly satisfied.

3. Recency describes how up-to-date the values
are of the attributes in the objects referenced
by the antecedents of the rules in the agenda.
Those rules utilising the most recently updated
attributes are fired in preference.

4. Specificity concerns those rules which have the
most antecedents and/or the greatest number
of attributes. Whilst such rules are more diffi-
cult to satisfy than general rules with few con-
ditions, they are likely to lead to quicker con-
vergenceon the correct solution.They are given
high priority.

The choice of mechanism for conflict resolution
has a direct impact on the search strategy. The
two extremes are depth-first and breadth-first
searches. They are not mutually exclusive: in prac-
tice the solution is usually found by some combi-
nation of the two with one or other predominat-
ing. Figure 107.4 depicts the depth-first approach
to searching.

A

B C

D E F G H

I J K

Fig. 107.4 The depth first approach to searching

The search space can be thought of as being hier-
archical, starting from the antecedent of a single
rule A being satisfied. Firing of that rule results,
say, in the antecedents of rules B and C being sat-
isfied. Suppose that the outcomeof conflict resolu-
tion is that rule B is selected and fired, the result
of which is that the antecedents of rules D, E and F
are satisfied. Similarly, firing of D results in rules I
and J being satisfied. For J to be satisfied, say, the
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antecedents for A, B, D and J have all had to be
satisfied. Such a depth-first search is promoted by
both recency and specificity. If, when rule J is fired,
there is no change to the model, the search reverts
to rule A and refractoriness prevents that partic-
ular branch of the tree being searched again. In
this way the search space is repeatedly explored, as
deeply as possible, until either the goal is achieved
or not.

The breadth-first approach to searching is as
depicted in Figure 107.5.Rules are fired across the
hierarchy rather than through it. This is realised
by means of a “broad-brush” approach to salience
and giving a low priority to recency and specificity.
In this way all possible conclusions are explored at
one level before moving onto the next.

A

B C

D E F G H

I J K

Fig. 107.5 The breadth first approach to searching

Whilst it is evident that the choice of mechanism
for conflict resolution determines the search strat-
egy, it is not clear how to decide which search strat-
egy to adopt for any given problem.This is very ap-
plication dependent although some obvious gener-
alisations can be made:

• Use depth-first search for problems where it is
sufficient to find only one solution, even if there
are many potential solutions.

• Use depth-first search for problems where it is
known that there are only a limited number of
potential solutions.

• Use breadth-first search for problems where it is
known that there are many potential solutions
and they must all be found.

Best-first is an alternative search strategy to depth-
first and breadth-first. In essence, at each iteration
of the control cycle, a heuristic estimate is made of
the difficulty of searching in any particular direc-
tion, and the easiest route is pursued. The search
strategy has become an optimisation problem and,
not surprisingly, is computationally intensive and
seldom used.

107.5 Semantic Nets
To a significant extent the use of associative net-
works can overcome the disadvantages of a pro-
duction rule based ES, some of which were iden-
tified in Section 3 above. An associative network
is the generic term used to describe a network
which is a graphical representation of knowledge
in which concepts or facts are deemed to be nodes
and the relationships between them are depicted
by interconnecting links. Nodes are also referred
to as vertices and links as edges or arcs. The most
common type of associative net is the so called se-
mantic net, an example of which for a distillation
column is shown in Figure 106.6.

dist column

condenser

reboiler

partial

total water cooled

separator

plate

steam heated

has-a

has-a

type type

type type

is-part-of

is-a

type

type

sieve tray

vl equilibria

Fig. 107.6 A semantic net for a distillation column

Inspection of Figure 107.6 reveals several key as-
pects of a semantic net. It is evident that:

• The column is described by a cluster of nodes
and there are many different relationships in-
volved.

• The“type” link is used extensively to define one
node in terms of others.



107.6 Frame Based Systems 907

• By use of “has-a” and“is-part-of” links, the net-
work is able to distinguish between the con-
denser and reboiler which are ancillary equip-
ment and plates which are part of the column.

• The column is established as an instance of a
separator by means of the “is-a” link.

It is largely through instantiation by means of the
“is-a” link that inheritance of properties is estab-
lished. Thus any other object, such as an absorp-
tion column, that is classified as being a separa-
tor of the vapour-liquid equilibria type will inherit
all the generic properties of that separator node.
Similarly, a particular column can be instantiated
(a new instance is created) as an instance of the
generic distillation column using the “is-a” link
and can be presumed to inherit all the properties
of the generic node. Inheritance of properties is an
extremely widespread technique in KBS and rep-
resents some optimum in the trade off between
space for storage of data/knowledge and speed of
processing. However, this is at the expense of un-
derstandability: the meaning of any one node is
distributed amongst the type nodes to which it re-
lates.

There are various disadvantages to the use of
semantic nets:

1. An obvious problem occurs with exceptions:
that is, nodes that do not inherit all the proper-
ties of their type. For example, it is not possible
to create an instance of the above distillation
column withapartial overheadcondenser,even
if it complied with the generic column in every
other respect.

2. Another key problem is with the definition of
nodes. For example, it is not clear whether the
node“distillation column”refers to the concept
of a column, the class of all columns or to a
particular column: this potentially gives rise to
ambiguity in developing a model base and/or
interpreting the results.

3. Semantic nets are logically inadequate, com-
pared with production rules, in the sense that
they cannot readily distinguish between a par-
ticular column, any column, all columns, no
columns, and so on.

4. They are also said to beheuristically inadequate
in the sense that there are no meta rules: se-
mantic nets do not contain knowledge about
how to go about searching for the data and/or
knowledge that leads to the required goal.

Various approaches have been tried to overcome
these disadvantages but the resultant systems are
unwieldy and semantic nets have largely been su-
perseded by frame based systems and object ori-
ented programming.

107.6 Frame Based Systems
Frames are hierarchical structures for holding
knowledge about generic classes which may be
either conceptual or physical, such as with op-
erations or equipment. The highest level (most
generic) frames in the structure are known as root
frames. The knowledge is partly captured by the
structure of the individual frames but mostly by
the data contained therein, typically held in the
form of slots and fillers. Slots may be thought of
as spaces in memory reserved for attributes and
fillers as the data that is put into those slots. Fig-
ure 107.7 depicts a fragment of a framesystemused
for alarm analysis.

There is a root frame of type alarm with slots
for name, reading, setting, status and priority. In
practice, there would have to be many more slots
for units, limits, message codes, deadband, time
and so on,as described in Chapter 43,but the func-
tionality depicted in Figure 107.7 is sufficient for
the purpose of explaining frames. Three types of
alarm: simple, trip and interlock are depicted, as
explained in Chapter 55, each of which has the
same structure as the root. Multiple instances of
specific alarms of each of these types may be cre-
ated although only one instance of the simple and
trip types are shown.

Inheritance, as described in Section 2 above,
is fundamental to frame based KBS. When a new
frame is instantiated, the parameters in the slots of
the offspring acquire by default the same values as
the parameters of its parent. For example, in Fig-
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Fig. 107.7 A frame system used for alarm analysis

ure 107.7, the instance of the simple class of alarm,
referred to by its tag number TT 47, inherits from
its class type the default status of off-scan and the
default priority of zero. However, not all the pa-
rameters acquire values through inheritance. Thus
the values of TT 47 for the frame’s name and 120.0
for its setting would be established by editing and,
assuming the frame based system is real-time, the
current value of TT 47 would be updated automat-
ically when on-scan.

Thus use of a frame base enables the hierar-
chical nature of knowledge to be captured. It also
provides a framework for storing large amounts of
data,whole blocks of which can be accessed as sin-
gle entities.However, there is much more flexibility
to frame based KBS than is implied by their struc-
ture. Three key aspects are automatic inheritance,
deformation and multiple inheritance as follows:

1. Automatic inheritance. If the value of the pa-
rameter in a slot is changed, that same change
is automaticallymade to all of its offspring: that
is, the parameter in the corresponding slot is
changed to the same value in every frame lower

down the hierarchy. This is quite different to,
say, the configuration of function blocks, as de-
scribed in Chapter 48, where instances of func-
tion blocks are parameterised manually. If the
value of a default parameter in the template of
a function block is changed, that will only af-
fect new instances of the function block at the
point of instantiation.Any changes to that same
parameter in prior instances would have to be
established by individually editing all of the ex-
isting function blocks.

2. Deformation. Frame systems lend themselves
to stereotypical representations of knowledge
or, in other words, knowledge that can be clas-
sified on a generic basis and organised hier-
archically. Unfortunately, and inconveniently,
whilst much of the knowledge and data en-
countered in engineering applications is stereo-
typical, there are always exceptions to the pat-
tern and untoward trends. Thus the knowl-
edge needs to be deformed in some way to
capture the reality. This is done by means of
procedures, referred to as demons, which are
attached to individual slots as appropriate. In
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if-needed

Fig. 107.8 Use of demons for non-standard slot entries

essence, demons are a program control tool
which enable non-standard slot entries and al-
low for situation specific responses, as depicted
in Figure 107.8.
There are three main types of demon:
i. If-added.Whenever the valueof theparam-

eter in one slot is updated, the demon at-
tached to that slot will work out and update
the value of the parameter in another slot.

ii. If-needed. These compute new values for
parameters on demand. They are context
dependent and, typically, the demon at-
tached to one slot is only triggered when
the value in another slot changes. Note that
an if-needed demon can be used to over-
ride the effects of automatic inheritance by
changing the value in its own slot.

iii. If removed. This is similar to the if-added
demon,except that it is only triggeredwhen
the value of the parameter in the slot to
which it is attached is reset to some null
value.

3. Multiple inheritance. It is often convenient for
one offspring to inherit values of parameters

from more than one parent, as depicted in Fig-
ure 107.9, in which a trip inherits values from
two simple alarms. In this case the priority of
the trip defaults to low. However, if the priority
of either of the alarms TT 47 or PT 47 changes
to medium or high then the priority of the trip
changes accordingly, and if the priority of both
alarms changes to medium then the that of the
trip changes to high.
Multiple inheritance enables more complex,
inter-related knowledge to be encoded.This re-
sults in frame systems having more of a lattice
type of structure than the tree type of struc-
ture associated with strictly hierarchical sys-
tems. However, there is a danger that ambigu-
ities may be introduced through multiple in-
heritance. For example, in Figure 107.9, if the
priority of the trip is high, it is not apparent
whether that is due to just one or both of the
parents’ priorities being high or whether it is
due to both parents’ priorities being medium.

In operation the frames are continuouslybeing ex-
ecuted, with demons being exercised and slots up-
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Fig. 107.9 Use of demons to handle multiple inheritance

dated as and when appropriate. Reasoning is an
expectation driven paradigm: empty slots, which
correspond to unconfirmedexpectations, are filled
with data when the expectations are confirmed.Al-
though demons are procedural in nature, they only
enable a limited amount of reasoning. It is nor-
mal for the bulk of the reasoning to be handled by
conventional production rules, in a separate rule
base, which interact with the frames/slots as ap-
propriate. Thus frame based KBS integrate declar-
ative notions about generic classes, instances and
attributes, with procedural notions about how to
retrieve information and/or to achieve goals.

Any frame based KBS clearly requires a user
interface to enable frames to be instantiated and
edited, and some form of interpreter to handle re-
quests and to decide when the goal of the query
has been achieved.

107.7 Object Oriented
Programming

Object oriented programming (OOP) represents
an alternative approach to KBS. Loosely speaking
the objects in an OOP environment can be equated
to the frames of a frame based KBS in the sense that
objects are instantiated (parents and offspring),
consist of slots and fillers, and have inheritance
properties. However, there are three fundamental
differences between objects and frames:

1. The (limited) procedural capability of frames is
realised by means of demons attached to slots,
whereas with objects whole procedures are at-
tached to the objects themselves. Such a proce-
dure,when applied to its own object,will utilise
the values of the parameters in its slots to gen-
erate new values for them.

2. Whereas with frames the demons are specific
and attached to individual slots as required, the
procedures are generic and inherited down the
object hierarchy from the root object. Once in-
herited, a procedure is applied to its object in a
localised manner.
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3. Unlike frames, special protocols enable mes-
sages to be passed between objects. These mes-
sages are comprised of data in the form of argu-
ments for the procedures. The messages allow
for interaction between the objects in a context
dependent way and for control of that inter-
action. For example, one of the procedures at-
tached to an object can be selected, receive data
and be applied to that object by the procedure
attached to another object.

Thus the procedural capability is distributed
throughout the objects rather than being held in
a separate rule base as with frame based systems.
In effect, the protocols are the interface between
the objects. Some of the terminology used to de-
scribe aspects of an OOP environment is explained
below:

• Data abstraction.This refers to the level of detail
that the knowledge representation encompasses
when representing a complicated idea or object.
Typically, to define a new data abstraction a new
object is defined.

• Encapsulation. This defines the grouping of ob-
jects and determines how data flows between
and within objects. The protocols enable either
wide-open routes in which procedures attached
to one object can access data from any other
object, or restricted routes in which procedures
attached to one object can only access data from
other objects within its own predefined group.

• Inheritance. As with frame based systems, ob-
jects lower down in the hierarchy inherit slot
values from above. However, as a result of exe-
cution of an object’s procedure, some slot values
may change. Such locally derived values always
override default values arising from inheritance.

• Message passing. There are two aspects to this:
sending and receiving. When the procedure of
an object is executed, in addition to changing its
own slot values the procedure may generate a
message for another object. The relevant proce-
dure of the object receiving the message is then
executed using the arguments received as ap-
propriate.

• Polymorphism. This is the capability of differ-
ent classes of objects to respond to the same set
of messages in a unique way that is most appro-
priate to those receiving objects. Thus, when a
procedure attached to an object is invoked, the
arguments (referred to as variable bindings) in
the message received determine the response of
the procedure.

• Modularity. Since all execution is achieved
through objects, OOP is inherently modular
which makes for easier program maintenance
and expansion.

107.8 Expert System Shells
There are several AI languages which can be used
for ES development. Java is inherently object ori-
ented and fairly universal, C++ supports object
oriented extensions and is used widely in Europe,
LISP (list processing) is favoured in the US, and
PROLOG (programming for logic) is favoured in
Japan. However, for process automation, it is usual
to use an ES shell which is itself written in one or
other of the AI languages.

An ES shell is a framework,or environment, for
development and operation of an expert system
which provides a user interface through which the
user may interact with the ES without the need to
program in an AI language. Typically an ES shell:

• Supports multiple means of knowledge repre-
sentation, such as frames and objects for the
model base and production rules, demons, etc.
for the rule base.

• Provides a variety of constructs and tools, such
as an editor, for ES building and testing.

• Enables inferencing and inference control.
• Offers multiple search strategies.
• Ensures that the ES is able to explain its lines of

reasoning through some trace function.
• Accepts data on a real-time basis.

There are various proprietary ES shells available,
most of which have been designed for use in a par-
ticular domain.
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107.9 Knowledge Elicitation
Given that an ES is used to emulate an expert’s
decision making processes, it follows that a funda-
mental requirement of the development of an ES is
the acquisition of knowledge in a form that can be
used for decision making. That knowledge is nor-
mally elicited from domain experts who may be
considered to be persons who, provided with data
about the area of application, are able to use their
knowledge to make informed and “accurate” deci-
sions.Clearly the more proven an expert’s decision
making capability the better the potential of the
ES.

The process of knowledge elicitation is enabled
by a knowledge engineer whose job is to abstract
knowledge from the domain expert and to trans-
late it into some standard and useable form. The
emphasis is on translation of the knowledge: it is
not a requirement that the knowledge engineer be
able to interpret the information, although some
understanding of the domain is always helpful.
Elicitation is an iterative process, as depicted in
Figure 107.10:

Knowledge acquisition

Knowledge elicitation

Rule derivation

Checking the rule base

Validation

Implementation

Fig. 107.10 The iterative process of knowledge elicitation

1. Acquisition of knowledge by the domain ex-
pert: this is by far the most important step and
often involves a lifetime’s work.

2. Elicitation of knowledge from the domain ex-
pert: the amount of time involved in this step is
always grossly underestimated.

3. Rulederivation can be thought of as translating
the knowledge into rules.

4. Checking the rule base involves comparing the
rulebases fromdifferent experts to identify am-
biguity and to remove that ambiguity by rea-
soning.

5. Validation concerns testing the rules of the ES
through general usage but in an off-line mode.

6. Implementation is the application of the ES to
the domain for which it was developed.

Steps 4 and onwards identify errors and discrepan-
cies resulting in a return to steps 2 or 3 depending
upon the fault. To make this iterative process re-
peatable, and to reduce the cost and improve its
effectiveness, several different elicitation methods
have been produced. They have been developed by
psychologists and are largely geared towards the
collection of knowledge rather than towards its us-
age. In the main they follow similar logic and pro-
duce similar results. Five such methods are sum-
marised below, the first two of which are said to be
unstructured and the others to be structured:

1. Forward scenario simulation. The knowledge
engineer states a series of goals or outcomes
to the domain expert and asks what the con-
ditions are that will cause each to happen.
This produces a logical response using the ex-
pert’s own rule structure posing new ques-
tions: the process continues until the condi-
tions have been completed. The method pro-
vides scrutable rules of a production nature,
can be used independently of the domain and
does not require the expert to have previous
experience of elicitation.
However, the engineer needs to be knowledge-
able about the domain to be able to pose sensi-
blequestions.Thus thedirection of questioning
and the knowledge elicited is inevitably skewed
by the engineer, as indeed are the responses
of the expert. This is an expensive means of
elicitation and the inability of the engineer to
maintain the ES independent of the expert has
caused it to fall into disrepute.

2. Protocol analysis. This technique is akin to
“work shadowing”. The engineer observes the
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expert at work in the application domain and
captures the expert’s methods of solving prob-
lems. The expert has to give a meaningful com-
mentary on the actions being taken to enable
the engineer to translate them into rules, for
which reason the engineer has to be familiar
with the domain.Again the technique provides
scrutable rules of a production nature, can be
used independently of the domain and is rela-
tively simple to employ.
Whereas the technique requires little extra time
on the expert’s behalf, it is quite expensive in
terms of engineering effort: the time involved
grows exponentially with the extent and com-
plexity of knowledge to be captured.Apart from
the ES being difficult to maintain, the major
drawback of the technique is the limited num-
ber of scenarios that are likely to be revealed:
the rare and unusual scenarios,which often jus-
tify the use of an ES in the first place, are un-
likely to be captured. For these various reasons
the so-called structured methods of elicitation
evolved.

3. Structured interviews. This is the brainstorm-
ing approach to knowledge elicitation and has
become the most popular of the various tech-
niques. In essence the expert articulates in an
unconstrained manner as many relationships
about the domain as possible, whether they
be first principles, factual conditions, heuris-
tics (rules of thumb), or even just suspicions
and hunches. Once articulated, the engineer at-
tempts to translate them into rules. The rules
are then justified in consultation with the ex-
pert. Each rule is examined in turn and any
that cannot be adequately justified is either
amended or set aside.Each has to be rational in
itself and not inconsistent with the other rules.
Clarification of one rule invariably leads to the
creation of other new rules.
Elicitation is an iterative process and can be
frustratingly slow and expensive in terms of ef-
fort. Success is critically dependent upon the
expert’s ability to recall and articulate exper-
tise in the form of logical relationships, some
are better able to do this than others. Success

is also dependent upon the engineers experi-
ence of using the technique. With experience
the engineer can more readily distinguish be-
tween rules which are not viable and should
be rejected, and those which are potentially vi-
able but which haven’t been fully developed.
Research into knowledge acquisition indicates
that structured interviews yield significantly
better results than any of the other structured
methods.

4. Repertory grid analysis. Also known as multi-
dimensional analysis, this technique is based
upon a statistical representation of the expert’s
concepts of the domain and the relationships
between them. The expert is asked to identify
two objects in the domain that are similar and a
third which is different, forexample two pumps
anda valve.A reason is then given to explain the
difference. In a recursive manner every object
in the domain is classified and a model base of
the entire domain is produced.
The method is domain independent and does
not require the expert to be familiar with
knowledge elicitation. It provides a sound ba-
sis for establishing the structure of a domain,
which enables decomposition into frames
and/or objects, and for identifying inheritance
properties. Because of the emphasis on struc-
ture, the output is scrutable and relatively easy
to maintain by the engineer without recourse to
the expert, although it can be extremely tedious
to establish in the first place. Despite the ap-
pearance of structure, an incomplete determi-
nation of the relationships within the domain
is quite possible, even if all the elements have
been covered. However, the biggest disadvan-
tage of the approach is that it does not yield a
rule base for implementing the ES.

5. Card sort. This technique is similar to reper-
tory grid analysis in most respects. The engi-
neer produces a pack of cards which depict the
individual elements within the domain, say ex-
changers, pumps, valves, etc. The expert then
uses these cards to produce ordered lists of the
elements, according to the “dimension” chosen.
The dimension describes some functional rela-
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tionship between the elements relative to their
domain, examples of such relationships being
topology, operational order, reliability, and so
on.
Again the method produces a model base but
no rule base.What rules that do emerge tend to
be unwieldy and incomplete. The approach be-
comes less successful as the domain increases
in size and/or reduces in structure.

107.10 Development Life Cycle
In many respects the development cycle of an ES is
not much different from the life cycle of a control
engineering project as outlined in Chapters 59–65.
The essential phases are as follows:

• Project initialisation. The starting point, as ever,
is to define the problem and to articulate the
needs from the end-user’s point of view. Bear-
ing in mind the cost of ES development there
needs to be some justification for going down
the ES route: this requires at least some objective
comparison of alternative (non-KBS) solutions
to the problem. There also has to be meaningful
recognition of the amount of management ef-
fort and time scales involved in development of
the ES.

• Systems analysis and design. This phase con-
cerns the conceptual design of the ES and plan-
ning for its development, fundamental to which
is identification of the sources of knowledge
available and the approach to elicitation. Ap-
praisal of the extent and nature of that knowl-
edge largely determines the best means of rep-
resentation and the functionalityrequiredof the
ES shell. That in turn provides a basis for esti-
mating the resources required, both human and
physical, and for carrying out some sort of costs
and benefits analysis.

• Rapid prototyping. It is normal practice for a
prototype ES to be developed first. Thus a small
but representative subset of the available knowl-
edge is elicited and translated into model and
rule bases and an embryo ES developed. This

provides a basis for experimenting with the de-
sign of the ES and for demonstrating its feasibil-
ity.

• System development. Once the prototype is
proven, knowledge elicitation and development
of the full ES can progress as parallel activi-
ties. As the knowledge becomes available, the
model base (say frames or objects) can be built
and the rule base (production rules, demons,
etc.) established. Effective integration is critical:
the rules must be systematically applied to the
model and the results verified.The development
process is iterative, consisting of a combination
of testing, evaluation, improvement and expan-
sion.The emphasis on incremental development
is deliberate: experience shows that it is far better
to provide feedback (mistakes, omissions, etc.)
from development of the ES into the elicitation
process on an on-going basis rather than trying
to make many and/or major corrections retro-
spectively. Note that the bottleneck in ES devel-
opment is invariably the knowledge elicitation
process.

• Acceptance. Just as with any other new system,
there is the need to go through some formal ac-
ceptance process with the end user in the de-
velopment environment. This would typically
involve demonstrations based on non-trivial
problems to which the solutions are known a
priori.

• Deployment. This essentially concerns installa-
tion of the ES in the application domain, inte-
gration with other control and management in-
formation systems as appropriate, field testing
and commissioning.Clearly there is the need for
operator training, consideration of access and
security arrangements, the provision of docu-
mentation, long term support and maintenance.

107.11 Comments
Over the years there have been many unsuccess-
ful attempts to findAI based solutions to problems
and much money has been wasted.This was largely
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due to a combination of ill-conceived projects and
unrealistic expectations. However, there have also
been many very successful implementations and
from these have emerged two cardinal rules about
ES development.

First, only build an ES when it is appropriate
to do so. There is no point in building an ES if
the problem can be solved by common sense: un-
less cognitive skills are involved and the solution
requires heuristics, then alternative solutions will
always be more viable. Also, it is not feasible to
build an ES unless genuine experts exist and they
agree on the solutions.The experts must be willing
to have their knowledge elicited and be able to ar-
ticulate their methods. It follows that the problem
must be reasonably well understood and not too
big and/or difficult to tackle.

Second,only buildan ES when doing so can be jus-
tified. Obviously the solutions have to have some
practical value to be of benefit to the end-user and
there has to be a high enough payback to justify the
investment. The lack of availability of expertise is
a sensible justification: this may be due, for exam-
ple, to the scarcity of experts, to the potential loss
of expertise or to the need for limited expertise
to be deployed in many locations. Another com-
mon justification is based upon the deployment of
expertise in adverse circumstances or a hostile en-
vironment as, for example, in the deployment of an
ES for alarm management.It is well known that un-
der emergency conditions operators can become
overwhelmed by sudden floods of alarms and are
unable to make sound judgements quickly enough
to take effective action.
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Fuzzy logic is essentially concerned with handling
quantities that are qualitative and vague. In the
context of process control this usually means vari-
ables that are described by imprecise terms such
as“nearly empty”.These variables aremanipulated
by linguistic statements to produce a deterministic
output. Contrary to what is often supposed, fuzzy
logic is completely deterministic. For example, the
output of a fuzzy controller, which would typically
be the required opening of a valve, must have a
specific value: the controller cannot send a signal
such as “open alot” to the valve.

This chapter introduces the principal features
of a fuzzy logic controller (FLC) and uses the case
of a level control loop to illustrate its principle of
operation. A typical two-input single-output sce-
nario is considered. A non-linearity is then in-
troduced. This is because one area of application
for FLCs, for which significant benefits over PID
control are claimed, is in the handling of non-
linearities. Next a two-input two-output example
is considered to demonstrate the capability of FLC
at handling interactions. Having thus covered the
basics, self adaptive FLCs are introduced.

Fuzzy logic and the underlying set theory is a large
subject to which this chapter is but an introduction.
A good introduction is given in McGhee (1990): for
an in-depth treatment the reader is referred to the
text by Driankov (1996).

108.1 Controller Structure
The basic structureof a Mamdani type of FLC is as
depicted in Figure 108.1.

The input and output signals are determinis-
tic, typically analogue signals, and are often re-
ferred to as being crisp to distinguish them from
the fuzzy signals internal to the controller. It is
common practice, but not essential, to scale the
crisp signals on a fractional basis on a scale of say
0 to +1.The range of a signal is sometimes referred
to as its universe of discourse.

Having been scaled, the input signal is fuzzi-
fied and operated upon by the decision logic using
the rules in the rule base as appropriate to produce
a fuzzy output. This is then defuzzified, and fur-
ther scaled if necessary, to establish a crisp output
signal.
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Fig. 108.1 Structure of a Mamdani type of fuzzy logic controller (FLC)
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Fig. 108.2 A simple level control system

Consider the level control system of Chapter 3, as
shown in Figure 108.2.

Let h and u be the level measurement and con-
troller output respectively. Suppose that they have
been scaled on a fractional basis according to the
range of the level transmitter and valve opening.
Assuming that the controller is fuzzy in nature, its
corresponding block diagram is as depicted in Fig-
ure 108.3.

In practice, something like 80% of all FLCs are of
a two-input single-output nature. Typically the in-
puts are the error e, with respect to the set point,
and either the integral or the derivative of the error,
as depicted in Figures 108.4 and 108.5 respectively.
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Fig. 108.4 Fuzzy equivalent of a PI controller
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Fig. 108.5 Fuzzy equivalent of a PD controller
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Fig. 108.3 Block diagram of the level control loop with an FLC
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These are the fuzzy equivalents of PI and PD con-
trollers, the PD structure being by far the most
common.

Not only are FLCs analogous with PID con-
trollers in terms of their structure, there are also
analogies with regard to their tuning:

• A separate scaling factor is applied to each of
the inputs, and indeed to the output. Adjusting
these scaling factors is equivalent to varying the
proportional gain of the fuzzy controller.

• The I or D action is inherent and is established
by application of the rule base. Tuning the con-
troller in the sense of adjusting its reset or rate
time is realised by means of changing the rules.

108.2 Fuzzification
Fuzzification is the process of converting the value
of a crisp input signal into memberships of appro-
priate fuzzy sets.

Consider again the level control system of Fig-
ure 108.2 for which the desired value is half full.
Suppose that there are two inputs, the error e and
its derivative ė, corresponding to the PD type of
FLC as depicted in Figure 108.5. Noting that each
signal may be either positive or negative, and that
some judgement about the likely range of ė is re-
quired, they may both be scaled from −0.5 to +0.5.
Let the universe of both e and ė be partitioned into
seven sub sets, as depicted in Figures 108.6 and
108.7 respectively, using the terms zero ZE, small
S, medium M, large L, positive P and negative N.

0.0

1.0
NM NS ZE PS PM PL

)e(µ

e

0-0.167-0.333-0.5 +0.167 +0.333 +0.5

-0.1

0.4

0.6

NL

Fig. 108.6 Partitioning of the universe of the error into sub sets

0.0

NM NS ZE PS PM PL

)e(µ

0-0.333-0.5 +0.167 +0.333 +0.5
-0.2

0.2

0.8

e

NL
1.0

Fig. 108.7 Partitioning of universe of derivative of error into sub sets
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Suppose that the level is above its set point and
rising, and that the input values are:

e = −0.1 and ė = −0.2

Inspection of Figure 108.6 reveals that the NS sub-
set covers errors in the range of −0.333 to 0 and
the ZE subset covers errors in the range of −0.167
to +0.167. Clearly an error of −0.1 lies within both
ranges and so the error is said to have a mem-
bership of both the NS and ZE subsets. It is also
evident that an error of −0.1 is closer to the mid-
dle of the range of NS than it is to the middle of
ZE, thus it belongs more to NS than it does to ZE.
This is articulated in terms of a membership func-
tion �(e) whose value is a measure of the extent
to which the error belongs to a particular subset.
Membership varies from 0 (no membership) to 1
(full membership).For symmetrical triangular sub
sets of the type used in Figure 108.6 the value of
the membership function is established by simple
geometry. Thus for e = −0.1:

�NS(e) = 0.6, �ZE(e) = 0.4

Similarly, if ė = −0.2 then, from Figure 108.7:

�NS(ė) = 0.8 �NM(ė) = 0.2

Note that on this basis of fuzzification, the total
membership:

∑

�j(e) = 1
∑

�j(ė) = 1 (108.1)

The choice of the number of subsets to use in par-
titioning of the universe, and the extent to which
they overlap, is a design decision and is application
dependent. Partitioning into seven fuzzy subsets is
normal and usually provides sufficient discrimi-
nation for control purposes: five subsets are some-
times used for simplicity but more than seven can
seldom be justified. Although the triangular basis
described thus far is the most common, there are
many possible alternatives: skewed triangular as in
Figure 108.8, trapezoidal, multiple overlapping as
in Figure 108.9, sinusoidal, exponential and Gaus-
sian.

Fig. 108.8 Skewed triangular partitioning of the universe. Parti-

tioning of the universe on a skewed triangular basis

Fig. 108.9 Partitioning of the universe on a multiple overlapping

basis

Skewed triangular is used for biasing the input sig-
nal. Multiple overlapping gives rise to smoother
control action.Gaussian is more natural but makes
for more difficult calculation of membership func-
tions. Note that for multiple overlapping:

∑

�j �= 1

The universe of the output signal must also be
partitioned into a fuzzy set. For the level control
problem the output range will be presumed to be
partitioned into the same seven subsets with NL
corresponding to the valve being fully shut and PL
to wide open.

108.3 Rule Base
The rule base of a FLC relates the input fuzzy sets
to the output fuzzy sets. It consists of production
rules which are of the general form:

if (some condition) and (some other condition)
then (some outcome)

in which the conditional part of the rule is known
as its antecedent and the outcome part as its con-
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Table 108.1 Standardised rule base for PD type of FLC

Tank e Tank

full empty

NL NM NS ZE PS PM PL

Level falling PL ZE NS NM NL NL NL NL

PM PS ZE NS NM NL NL NL

PS PM PS ZE NS NM NL NL

de/dt ZE PL PM PS ZE NS NM NL

NS PL PL PM PS ZE NS NM

NM PL PL PL PM PS ZE NS

Level rising NL PL PL PL PL PM PS ZE

sequent. For a two-input single-output system, the
rulebase is invariably in the formofa look-up table
in which the axes represent the antecedents and the
entries in the table represent the consequents.Such
a look-up table is referred to as fuzzy associative
memory (FAM). A standardised look-up table for
the PD type of FLC, annotated in the context of the
level control problem, is as depicted in Table 108.1.

The rule base is easy to use.For example, if both
the error and its derivative are NS, then the output
should be PM.

Note the structure and symmetry of the rule
base:

• An equilibriumpoint is established at mid-table,
i.e. if the error and its derivative arebothZE then
the output is ZE.

• The leading diagonal consists of ZE values only,
and adjacent diagonals consist of adjacent val-
ues only.

• The middle column and row correspond to mid
range, i.e. if either the error or its derivative is
ZE, then the output varies monotonically from
NL to PL.

• The middle row explains the rather unexpected
ability of the PD type of FLC to handle distur-
bances and reduce offset. If an offset exists then
the level is constant, de/dt = ZE and the output
varies from NL to PL according to the size of
the error. Note that to eliminate, as opposed to
reduce, offset the controller output needs to be
in incremental rather than absolute form.

• An operability jacket prevents the tank from
flooding or running dry. Thus if the error is NL
and its derivative ≤ ZE then the output must be
PL. Similarly, if the error is PL and its derivative
≥ ZE then the output must be NL.

It is normal practice in designing an FLC to utilise
a standardised look-uptable and to edit individual
rules if/as appropriate. This requires the designer
to have a good understanding of the application.
It should be emphasised that the formulation of a
non-standard rule base is a non-trivial task.

108.4 Decision Logic
This concerns applying the rules of the rule base to
the inputs to determine the output. Each input sig-
nal has membership of two subsets. When there
are two inputs there will be four memberships,
each combination of which makes a contribution
to the output. That contribution is determined by
the rules of fuzzy logic which were first established
by Zadeh.

Remember that the rules of the rule base are of
a production nature:

if (some condition A) and (some other condi-
tion B)

then (some outcome C).

Such rules are analogous to the Boolean AND op-
eration C = A × B which gives rise to the truth
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Table 108.2 which depicts the logical value of C for
inputs A and B:

Table 108.2 Boolean AND

operation of C = A � B

A B C

0 0 0

1 0 0

0 1 0

1 1 1

Theoutcomeof ANDis always the lowest of the two
inputs: the equivalent fuzzy operation is to take the
minimum membership value. Thus, when the con-
ditions are such that two (or more) subsets overlap,
i.e. there is partial membership of both subsets, the
resultant membership function is the minimum of
the two input membership functions:

�C = min
(

�A, �B

)

(108.2)

Consider the level control problem, the scenario
when e = −0.1 and ė = −0.2, and the combination
of memberships in which both the error and its
derivative are NS. The value of the membership of
the output sub set PM due to that combination of
inputs is given by:

�PM(u) = min
(

�NS(e) = 0.6, �NS(ė) = 0.8
)

= 0.6

Similarly applying the MIN rule to the other three
combinations of input memberships yields the
output memberships depicted in Table 108.3.

108.5 Defuzzification
Defuzzification is the process of converting the
membership values of the output subsets into a
crisp output signal. Each output subset for which
there is a membership value contributes to the
crisp output. Inevitably there is overlap and over
much of the output range there is a choiceof mem-
bership values for the output function. Choice can
be thought of as a production rule of the form:

if (some outcome A) or (some other outcome B)
then (some output C).

Such a choice is analogous to the Boolean OR op-
eration C = A + B which gives rise to the truth
Table 108.4 which depicts the logical value of C for
inputs A and B:

Table 108.4 Boolean OR

operation of C = A + B

A B C

0 0 0

1 0 1

0 1 1

1 1 1

The outcomeof OR is always the highest of the two
inputs: the equivalent fuzzy operation is to take the
maximum membership value:

�C = max
(

�A, �B

)

(108.3)

Table 108.3 Mapping of inputs into output memberships

e

NL NM NS ZE PS PM PL

PL 0 0 0 0 0 0 0

PM 0 0 0 0 0 0 0

PS 0 0 0 0 0 0 0

de/dt ZE 0 0 0 0 0 0 0

NS 0 0 0.6PM 0.4PS 0 0 0

NM 0 0 0.2PL 0.2PM 0 0 0

NL 0 0 0 0 0 0 0
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Consider again the level control problem. The
membershipprofile of theoutput fuzzy set involves
weighting the contribution of each subset accord-
ing to itsmembership function.Whereoverlapping
of subsets occurs the strongest contributionis cho-
sen. There are two aspects to this:

• when one output subset has two different values
for its membership function. This is the situa-
tion with PM which has memberships of 0.2 and
0.6, in which case 0.6 is chosen.

• when the memberships of adjacent subsets over-
lap. Again the larger value is chosen.

This is illustrated in Figure 108.10 which shows the
individually weighted subsets and the composite
output membership profile.

One method of determining the value of the
crispoutput involves calculating the centreof grav-
ity (CoG), sometimes referred to as the centroid,of
the composite output membership profile about
the �(u) axis using the formula:

u =

0.5
∫

−0.5

�(u).u.du

0.5
∫

−0.5

�(u).du

≈

+0.5
∑

u=−0.5
�(u)j.uj

+0.5
∑

u=−0.5
�(u)j

(108.4)

For e = −0.1 and ė = −0.2 this gives u = 0.2665
which, allowing for the bias of 0.5, corresponds to
a valve opening of some 77%.

Another method of calculating the crisp out-
put is the so called mean of maxima (MoM) which
establishes the mid point of the range over which
�(u) has its maximum value. In the above example
it can be seen from Figure 108.10 that �(u) has a
maximumvalueof 0.6 over the rangeof u from4/15
to 2/5. The MoM is thus 1/3. Allowing for the bias
of 0.5 again, this corresponds to a valve opening of
some 83%.

TheCoG method is themost common meansof
determining the crisp output. It gives good steady
state performance in terms of disturbance rejec-
tion and offset reduction. Because of the averaging
involved in finding the CoG of the output mem-
bership profile, the FLC output varies across its full
range.Also,because of the averaging,the method is

)u(PLµ

)u(PMµ

)u(PSµ

)u(µ

1.0

0.2 u

u

0.6

PM PL

PLPMPS

PS PMZE

u

0.4

PS PMZE PL

u

NSNMN L

Fig. 108.10 The composite output membership profile

fairly tolerant of errors in the rule base. The MoM
method has good dynamic performance. That is
because it prejudices the output signal in favour
of the subset with the strongest membership func-
tion.However, as the dominant subset changes, the
output signal jumps from the centre of one subset
to another. Thus some form of filtering is required
to limit the rate of change of output applied to the
control valve.MoM is very sensitive to errors in the
rule base.

108.6 Worked Example
The level control system of Figure 108.2 is con-
trolled by the FLC of Figure 108.5. Suppose that
the level is above its set point and the inlet flow
rate is decreasing such that:

e = −0.3 and ė = +0.1
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Presume that the input ranges are divided into
seven symmetrical subsets each,as depicted in Fig-
ures 108.6 and108.7.Thevaluesof themembership
functions of the input signals are as follows:

�NM(e) = 0.8 �NS(e) = 0.2

�ZE(ė) = 0.4 �PS(ė) = 0.6

Assume that the rule base is as depicted in Ta-
ble 108.1. The values of the membership functions
of the output subsets are thus:

�PM(u) = 0.4 �PS(u) = 0.6 and 0.2

�ZE(u) = 0.2

By inspection, the maximum of the output func-
tion is the PS peak truncated at �PS(u) = 0.6.

The PS peak is centred on u = 0.667.
Hence the value of the output using the mean

of maxima criterion, MoM = 0.667 ≡ 67%.

108.7 Real Time Operation
Real time operation is easy to understand. At each
sampling instant, the FLC:

• calculates the current values of the membership
functionsof the input subsets.As e and ė change
with time these membership functions vary.

• fires the rule base to determine the output sub-
sets and the values of their membership func-
tions. With time, the group of cells with entries
in Table 108.3 will shift about and the values of
those entries will vary.

• determines the crisp output from Equation
108.4, or otherwise.

108.8 Example with Non-
Linearity

Now consider the level control system of Fig-
ure 108.11 in which the lower half of the tank is
conical.Thevariation in cross sectional area,which
is a major non-linearity, may be accommodated
relatively easily by either an asymmetric triangu-
lar basis of fuzzification and/or by changing the
rule base. In the latter case the necessary changes
to the rules are as shown in Table 108.5.

The number of changes necessary is surpris-
ingly small given the nature of the non-linearity.

X
0F

LC
1F

h

u

Fig. 108.11 Level control system for conically bottomed vessel

Table 108.5 Editing the rule base to accommodate the non-linearity

e

NL NM NS ZE PS PM PL

PL

PM

PS

de/dt ZE NM

NS NS NM

NM ZE NS NM

NL PM PS ZE NS
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The left half of the table, which corresponds to
levels in the upper part of the tank, and the oper-
ability jacket are unaffected by the non-linearity. It
is probably good enough to use the same rules at
mid range, i.e. when e is ZE. In the top right hand
corner of the table which corresponds to the worst
scenario, i.e. low and falling levels, the rules are all
as strong as they can be, i.e. the consequence is
NL. So the bottom right hand corner is the only
area where there is scope for change. The changes
proposed represent a modest strengthening of the
rules. Otherwise, the implementation of the FLC is
exactly the same as for the tank of uniform cross
sectional area.

108.9 Example with Interaction

A blending system was considered in Chapter 86.
The interactions that are inherent are depicted in
the block diagram of Figure 86.6. These interac-
tions can be handled by means of a two-input two-
output FLC as depicted in Figure 108.12. Note that
this same blending process was used as a vehicle
for introducing multivariable controller design in
Chapter 81.

+
–

FΔ 1

CLF
FΔ 2CΔ 0

C PS

CM

+
–

FΔ 0
F PS

+

F2

2F

+

+ F1

1F

+

F M

Fig. 108.12

Using the same nomenclature as in Chapter 86,
steady state mass balances give:

F1 + F2 = F0 and F2C2 = F0C0

which may be rearranged:

F1 = F0 − F2 and F2 =
F0C0

C2

Assuming that the concentrated salt solution
comes from a reservoir of constant composition,
these may be put into deviation form:

āF2 =
1

C2

(

F0.āC0 + C0.āF0

)

=
F0

C2
āC0 +

C0

C2
āF0

āF1 = āF0 − āF2

= āF0 −

(

F0

C2
āC0 +

C0

C2
āF0

)

=

(

1 −
C0

C2

)

āF0 −
F0

C2
āC0

which may be generalised as follows:

āF1 = K1āF0 − K2āC0

āF2 = K3āF0 + K2āC0

(108.5)

These two equations provide the necessary under-
standing of the interactions for designing the rule
base for the blending system. Note, in particular,
the signs:

• if the concentration C0 is at its set point and the
flow F0 is too high/low, then both flows F1 and F2

need to change in the same direction and pro-
portion to avoid upsetting the composition.

• if the flow F0 is at its set point and the concen-
tration C0 is too high/low, then the flows need to
change in opposite directions by equal amounts
to avoid upsetting the flow.

The rule base is as shown in Table 108.6.As before,
the axes represent the antecedents and the entries
in the table represent the consequents. However,
for each pair of antecedents there are two conse-
quents: the upper value of each entry is the output
āF1 and the lower value (in darker shade) is āF2.
In effect two look up tables have been combined.

Note that the structure and symmetry of Ta-
ble 108.6 respects the logic of Equations 108.5. In
particular:

• an equilibriumpoint is established at mid-table,
ie if āF0 and āC0 are both ZE, then both outputs
āF1 and āF2 are ZE.

• the leading diagonals consists of ZE values only,
but the diagonals are in opposite directions for
āF1 and āF2.
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Table 108.6

Outputs:
upper āF1, lower āF2

high
flow

āF0 low
flow

NL NM NS ZE PS PM PL

weak PL NL NL NL NL NM NS ZE
solution ZE PS PM PL PL PL PL

PM NL NL NL NM NS ZE PS
NS ZE PS PM PL PL PL

PS NL NL NM NS ZE PS PM
NM NS ZE PS PM PL PL

āC0 ZE NL NM NS ZE PS PM PL
NL NM NS ZE PS PM PL

NS NM NS ZE PS PM PL PL
NL NL NM NS ZE PS PM

NM NS ZE PS PM PL PL PL
NL NL NL NM NS ZE PS

strong NL ZE PS PM PL PL PL PL
solution NL NL NL NL NM NS ZE

• the middle column and row correspond to mid
range, ie if either āF0 or āC0 is ZE, then the out-
puts vary monotonically from NL to PL.

• the entries for both āF1 and āF2 go in the same
direction along the rows but in opposite direc-
tions along the columns.

• an operability jacket prevents the product
flow from becoming too high/low and too
strong/weak.

• the middle row/column explains the ability of
the FLC to handle disturbances and reduce off-
set. To eliminate offset, the controller output
must be in incremental form.

In Figure 108.12 the outputs āF1 and āF2 are added
to their normal values to produce outputs in abso-
lute form. However, for incremental outputs, algo-
rithms of the following form would be required:

F1,j+1 = F1,j + āF1,j F2,j+1 = F2,j + āF2,j

Apart from the fact that the FLC for the blending
system is 2-input 2-output, and that both outputs
have to be evaluated and adjusted at each sampling
instant, its operation is otherwise exactly the same
as that of the 2-input 1-output FLCs described ear-
lier in the chapter.

108.10 Alternative Approaches
It is the ability of FLC to handle applications with
non linearity, interaction and time delay that is of
primary interest. The two examples above illus-
trate the non linear and interaction capability. Re-
garding time delay, conventional controllers have
to be detuned to cope with delay resulting in sig-
nificant offset. Noting that the middle row of the
rule base handles disturbances, it is evident that
relaxing rules other than those in the middle row
enables the FLC to be detuned whilst maintaining
its ability to reduce offset.

Otherwise, it is the flexibility of FLCs that is
attractive. All manner of factors can be accommo-
dated within the rule base. For example, an alarm
or trip could be activated by one or more spec-
ified rules being fired. There is also much flex-
ibility regarding the choice of input and output
variables. For example, for the two inputs case of
the level control system of Figure 108.2, the inputs
chosen were the error e and its derivative ė.Both of
these are in deviation form in the sense that their
normal values are zero. However, there is no rea-
son why variables in absolute form could not have
been chosen, such as the depth of liquid h and the
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derivative of the inlet flowrate dF1/dt, albeit with
different scaling factors.

Another point to appreciate is that the output
of an FLC does not have to be in absolute form
as was the case with the level control system. It is
fairly common practice for the output to be incre-
mental with the signal being downloaded to (say) a
PLC which integrates it. Furthermore, it is not nec-
essary that the output be used to adjust a control
valve opening. FLCs may, for example, adjust the
set point of a slave loop, manipulate the gain of a
controller, as in a gain scheduling strategy, or trim
the ratio setting in a ratio control scheme.

As stated, the majority of FLCs have two input
signals and a single output. This is largely because
the rule base is two dimensional, can be repre-
sented in the form of a table, and can be visualised
relatively easily. It is possible to have multiple in-
puts and outputs, but this leads to nesting of the
rules. For example, for a fuzzy logic PID controller,
each subset of the universe of the integral of the
error would require a PD rule base of the form of
Table 108.1.This gives rise to a family of rule bases:
in effect, the composite rule base is three dimen-
sional.

For developing n dimensional rulebases, adap-
tive techniques are required which enable the rules

to be learned and modified on line. An adaptive
approach is also required for handling situations
where the process characteristics vary with time.

108.11 Self Adaptive Fuzzy
Control

The essential features of a self adaptive FLC are
depicted in Figure 108.13.

The performance monitor continuously moni-
tors theperformanceof theFLC against some inde-
pendent performance index. The index is typically
cast in terms of parameters such as rise time, set-
tling time, overshoot and offset which characterise
the desired response of the controller inputs rela-
tive to previous changes in output. Performance
is deemed to be in need of improvement when
the observed response does not fall within some
specified tolerance about the performance index.
The performance index, monitor and adaptation
mechanism may themselves all cast be in terms of
production rules.

In the event of performance requiring im-
provement, the adaptation mechanism is activated.
There are three means of adaptation, all of which
are typically realised by further production rules:

Rule 

base

Fuzzifi-

cation

Decision

logic

Defuzzifi-

cation

Adaptation

mechanism

Performance

monitor

Performance

index

Measured value

Fig. 108.13 A self adaptive fuzzy logic controller
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• Varying the scaling factors.This is themost com-
mon means of adaptation and is equivalent to
having a variable gain FLC. However, if the I/O
signals are not in error or deviation form, care
must be taken not to skew the symmetry of the
signals relative to the subsets involved.

• Varying the subsets. By varying the position of
the centre and the width of the base of the trian-
gular subsets relative to each other, the sensitiv-
ity of the fuzzificationor defuzzificationprocess
can be varied across the universe. This lends it-
self to adaptation by means of an artificial neu-
ral net. The centres and/or widths of the subsets
haveweights attachedwhich theneural net tunes
to optimise performance. Alternatively, the po-
sitions and widths may be coded as a chromo-
some for optimisation by means of a genetic al-
gorithm.

• Changing the rules. By modifying the rules, ie
by strengthening or weakening them,by making
them more sophisticated or by adding new rules
and deleting old ones, the rule base is changed
to optimise performance. The principal diffi-
culty is in isolating the rules that are responsible
for causing the observed effects prior to making
any changes. Clearly a good initial rule base re-
quires little adaptation and will train itself fairly
quickly.

If the adaptation mechanism varies the controller’s
I/O scaling factors or modifies the definition of its
subsets, the FLC is said to be self-tuning. If the
rule base is modified the FLC is said to be self-
organising.

108.12 Observations
There ismuchevidence that,for thedifficult to con-
trol problems,FLCsarepotentially better than con-
ventional PID controllers. However, the design of a
FLC is a non-trivial task which requires expertise
and experience. It is an expensive form of control
relative to PID because its design and development
is of a bespoke nature. FLCs cannot be justified for
normal control problems on the grounds of cost.

Implementation is by means of software and
is fairly easy to realise and maintain. Some DCS
systems support FLC function blocks which can
be configured much like any other function block.
Proprietary FLC based systems are also available
with supporting user interface, engineering tools,
etc., which can realise FLC on a MIMO basis: they
are not restricted to two-input single output ap-
plications. These have been used extensively and
successfully in the cement industry,where the non-
linearities and delays are extreme. FLC has much
to offer the rest of the process industry.
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Artificial neural networks (ANN), often referred
to simply as neural nets, are essentially a means
of prediction using computing techniques that are
somewhat analogous to the human processes of
thought and reasoning. Whereas in conventional
computing,algorithms or sets of rules are devised
to solve a particular type of problem, and coded as
such in software,neuro-computing is theother way
round. A general set of software tools is applied to
data specific to a particular problem, the objective
being to establish the underlying relationships.

It follows that neural nets are most useful when
the relationships are unknown. In particular they
are good at handling non-linear relationships and
dynamics. ANNs should not be used for linear,
steady state problems for which the techniques of
regression analysis are more appropriate and sim-
pler to use.

The techniques of neuro-computing have been
around since the 1950s but, because they are com-
putationally intensive, it was only in the 1990s that
they became practicable as an approach for prob-
lem solving. The prediction capability of neural

nets lends itself to a variety of applications in
modelling, estimation,optimisation, classification,
etc. For further information about applications the
reader is referred to the text by Warwick (1992).

109.1 Multi Layer Perceptrons
A simplest form of neural net is as depicted in Fig-
ure 109.1.

It can be seen that there are a number of in-
puts, x1, x2, . . . xp. These are typically the values
of process variables, such as flows, temperatures,
etc. Each of these inputs is connected to a neu-
ron in the input layer. Each of these input neu-
rons is connected to a single neuron in the out-
put layer. These connections are referred to as
synapses. Each synapse has an associated weight-
ing, ˇ1, ˇ2, . . .ˇp. The output y, some derived value,
is the weighted sum of the inputs which is no
more than a linear regression model as explained
in Chapter 83:
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x1

x2

x 3

xp

β1

β2

β3

βp

y

Fig. 109.1 The simplest form of neural net

y = ˇ1.x1 + ˇ2.x2 + · · · + ˇP.xP

The prediction properties of the network can be
substantially improved by introducing a hidden
layer of neurons between the input and output
layers, and by utilising functions other than lin-
ear scaling and addition. This structure is the so-
called multi layer perceptron (MLP), as depicted
in Figure 109.2. Sometimes referred to as a back
propagation net or as a feedforward artificial neu-
ral net (FANN), it is the most commonly used form
of neural network due to its simplicity and effec-
tiveness.

in
p
u
ts

bias

input

layer

hidden

layer

output

layer

o
u
tp

u
ts

bias

Fig. 109.2 The multi layer perceptron (MLP)

This too has a number of inputs, each of which
is connected to one of the neurons in the input
layer. The input neurons are passive in the sense
that they simply pass on the input values. It is nor-
mal practice to have an additional bias neuron in

the input layer. Such bias improves the network’s
approximation capability. Each of the input neu-
rons is connected to every neuron in the hidden
layer. So, if there are p inputs and h neurons in the
hidden layer then, including the bias, there will be
h×(p+1) input synapses each of which has its own
weighting. It has been proved that a single hidden
layer is sufficient to predict any continuous func-
tion but, if h is very large, it may be better to have
two or more hidden layers with fewer neurons.

Figure 109.3 depicts the functionality of a sin-
gle neuron in the hidden layer. All neurons in the
hidden layer are identical apart from the weights
associated with their inputs and outputs.

1.0

kth neuron

uk
vkxi y

Fig. 109.3 Functionality of a single neuron in the hidden layer

The summation is operated upon by an activa-
tion function, sometimes referred to as a squash-
ing function, the prerequisite for which is that it
has a bounded derivative.The two most commonly
used activation functions are the sigmoid and hy-
perbolic tangent as depicted in Figure 109.4 and
defined as follows:

either v =
1

1 + e−u
or v = tanh(u) =

eu − e−u

eu + e−u
.

0

+1

u

v
e u

=
+ −

1

1

v

0.5

v

u

+1

0

-1

v = tanh(u)

Fig. 109.4 Commonly used activation (squashing) functions



109.2 Operation of MLP 931

where u is the sum of the weighted inputs at that
neuron. It is the activation function which pro-
vides the network with its ability to handle non-
linearities by, in effect, squashing the summation
between limits of 0 and 1.Where positive and neg-
ative outputs are required then the function can be
re-scaled into the interval (+1, −1).

An MLP may have several neurons in its output
layer which, in principle, enables several outputs
to be calculated simultaneously. However, in prac-
tice, it is normal to have just a single neuron in
the output layer. The output of each neuron in the
hidden layer is connected to the neuron in the out-
put layer. Again it is normal practice to have an
additional bias neuron in the hidden layer. Each of
these synapses has its own weighting. The output
layer neuron normally has a summation function
only and no activation function. Thus the output y
of the MLP is the weighted sum of the inputs to the
output neuron.

109.2 Operation of MLP
Having explained the structureof an MLP, its oper-
ation may be articulated.Consider a network com-
prising an input layer of p neurons (i = 1 → p), a
single hidden layer of h neurons (k = 1 → h), and
an output layer with a single neuron,as depicted in
Figure 109.5. The objective, given any valid combi-
nation of inputs, is to predict the output.

The weightings ˇ are identified by subscripts
as appropriate. The standard convention uses four
subscripts but,when there is only one hidden layer,
it is more convenient to use only three subscripts
as follows:

1st Denotes whether the weighting is on the net’s
input (1) or output (0),

2nd Indicates the neuron in the layer from which
the synapse originates,

3rd Indicates the neuron in the layer to which the
synapse is directed.

The sum of the weighted inputs at the first neuron
in the hidden layer is given by:

x1

x2

x3

xp

10.

10.

β111

β131

β101

β1ph

β011

β0 1h

β121

β1 1p

β021

β041

β001

y

p1i →=

h1k →=

)1h(13 −β

Fig. 109.5 Notation to denote inputs, neurons and synapses

u1 = ˇ101 + ˇ111.x1 + ˇ121.x2

+ ˇ131.x3 + . . . + ˇ1p1.xp

= ˇ101 +
p
∑

i=1
ˇ1i1.xi

(109.1)

At the arbitrary kth neuron in the hidden layer:

uk = ˇ10k +

p
∑

i=1

ˇ1ik.xi (109.2)

Assuming the activation function is sigmoidal, the
output from the kth neuron in the hidden layer is
given by:

vk =
1

1 + e−uk
=

1

1 + e
−

(

ˇ10k +

p
∑

i=1

ˇ1ik.xi

) (109.3)

The output of the MLP, which is the sum of the
weighted outputs from the hidden layer, is thus
given by:

ŷ = ˇ001 +
h
∑

k=1
ˇ0k1.vk

= ˇ001 +
h
∑

k=1

ˇ0k1

1 + e
−

(

ˇ10k +

p
∑

i=1

ˇ1ik.xi

)

(109.4)

Note that in the absence of squashing, i.e. if the ac-
tivation function is omitted, the output reduces to
that of a multiple linear regression model.
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109.3 Back Propagation
Training Algorithms

Use of an ANN for prediction is critically depen-
dent on having trained it previously to establish
the best values for the weights and biases. It is im-
portant to appreciate that prediction (by the net)
and training (of the net) are different phases of
operation, each of which uses different sets of data.

Also note that, as with any form of extrapola-
tion, the net can only predict outputs with confi-
dence from inputs within the range of the training
data used. There is no basis for assuming correct
prediction capability when the input and/or out-
put values are outside the range over which the net
has been trained.

For training purposes n sets of input data
(j = 1 → n) are required, typically time series of
process variables, for each of which the true value
of the output y must be known.
During the training phase, a back propagation al-
gorithm adjusts the weights and biases of the net-
work so as to minimise some quadratic error (ob-
jective) function. This is normally taken to be the
sum of the squared errors for the network, the er-

ror being the difference between the true and pre-
dicted values of the output, as follows:

E
min

=
1

2
.

n
∑

j=1

(yj − ŷj)
2 (109.5)

The adjustment is realised by continually changing
the values of the weights and biases in the direc-
tion of steepest descent with respect to the error,
as previously described in Chapter 104. Thus, for
the input weights, the back propagation algorithm
is of the form:

ˇ1ik

∣

∣

q+1
= ˇ1ik

∣

∣

q
+ ˛q.

∂E

∂ˇ1ik

∣

∣

∣

∣

q

(109.6)

The term ˛q is known as the learning rate. In prin-
ciple the learning rate may be varied from one it-
eration to the next but, in practice, a constant value
of less than 0.3 is used. In general the same learn-
ing rate is used irrespective of the input data set
and synapse. The partial derivative ∂E/∂ˇ is the
effect on the error function of varying a particular
weighting, in effect a gain. This is referred to as the
Jacobian as previously defined by Equation 104.4.

Initialise weights, set q = 0

Specify learning rate and completion criterion

Has completion criterion been met?

Test network on unseen data

no

yes

Evaluate Eq from Equation 109.5 using training data

Evaluate Jacobians from Equations 109.12, 14, 16 & 18

Use Equation 109.6 to adjust weights

q = q + 1

Fig. 109.6 Procedure of the back propagation training algorithm
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Thus for each of the input data sets, the output
is predicted using the existing weights and biases
and the error function is evaluated. New values for
the weights and biases are then found using the
back propagation algorithm: these values super-
sede thepreviousones.The input data is usedagain
to re-evaluate the error function,andso on.Each it-
eration of the procedure is referred to as an epoch.
The training procedure is depicted in Figure 109.6.

Note that the network has to be initialised: it
is not uncommon to set the weights at random
between −0.5 and +0.5 unless better values are
known apriori.Also somecompletion criterion has
to be specified, typically the maximum acceptable
error on prediction.Clearly there are trade offs be-
tween acceptable error, the number and quality of
data sets available for training, and the time and/or
processing effort required for training. A typical
training profile is depicted in Figure 109.7.

epoch(q)minm error

0

completion criterion

q

2
jj

n

1j

q )ŷy(
2

1
E −=

=

Fig. 109.7 A typical training profile: error function vs number of

epochs

Whilst steepest descent is the most common ap-
proach to network training, it does have some
well known disadvantages.These are largely due to
the back propagation algorithm using a constant
learning rate resulting in the step length (change
in weighting) being proportional to the gradient.
Thus, if the error surface is shallow in the vicin-
ity of the minimum of the error function, con-
vergence (rate of learning) can become extremely
slow. Conversely, with complex error surfaces and
steep slopes, the algorithm can jump over min-

ima. More sophisticated algorithms are available
for handling such situations. These involve indi-
vidual learning rates fordifferent parameters,vari-
able learning rates, filtered values of gradients,mo-
mentum factors, etc. The most popular such algo-
rithm is the Levenberg-Marquardt algorithm for
non-linear least-squares optimisation, previously
described in Chapter 104.

109.4 Network Size and
Generalisation

An important danger to recognise is that too com-
plex a net improves the model fit on the training
data at the expense of its prediction ability on un-
seen data. In general, the training data will be sub-
ject to irregularities due to sampling and to noise.
During training a complex net is able to improve its
fit by capitalising on these peculiarities. However,
since the peculiarities do not relate to the under-
lying process, the net’s prediction performance for
unseen data is reduced.

For a given network the peculiarities of the
training data place a lower limit on the predic-
tion error that can be obtained, as indicated by the
solid curve in Figure 109.7. If a net’s prediction er-
ror is comparable on both the training data and
on unseen (validation) data then the model is said
to “generalise”. However, if a net performs well on
the training data but poorly on validation data, as
depicted by the broken curve in Figure 109.7, it is
said to have “overfitted” the training data.

It follows that a key decision in training con-
cerns the size and complexity of the network re-
quired to model a particular system. This de-
pends primarily on the extent and severity of the
non-linearities involved.Generalisation is the term
used to qualify appropriateness of size. Good gen-
eralisation is ensured by adopting the following
heuristic approach to training:

1. Start with the minimum complexity of net-
work: typically a single hidden layer with the
same number of neurons in the hidden layer as
there are inputs to the input layer, and a single
neuron in the output layer.
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2. If plant data is abundant:
i. Use validation data sets to check the gen-

eralisation performance of a network dur-
ing training. Training is terminated when
the prediction error on the validation data
begins to rise relative to the error on the
training data.

ii. Systematically increase the number of neu-
rons in the hidden layer recording the error
on the validation data. The optimal struc-
ture is the network that minimises the error
on the validation data.

3. If there is insufficient data for validation sets
as well as for training sets, much caution is re-
quired to avoid overfitting.

109.5 Evaluation of Jacobians
Central to the training procedure is the non-trivial
task of evaluating the partial derivatives, or Jaco-
bians of Equation 109.6 at the end of each epoch.
These are found from analytical expressions for
the slope of the error surface with respect to the
network parameters. There are four categories of
∂E/∂ˇ that have to be evaluated corresponding, re-
spectively, to the weights and bias from the input
layer, the output weights and the bias on the hidden
layer as follows:

∂E

∂ˇ1ik

∂E

∂ˇ10k

∂E

∂ˇ0k1
and

∂E

∂ˇ001

1. Consider the first category, the input weights,
which account for the majority of the synapses.

i. The error function is given by Equation
109.5:

E =
1

2
.

n
∑

j=1

(yj − ŷj)
2 =

n
∑

j=1

"j (109.5)

where " is the prediction error for the jth
data set of a given epoch:

"j =
1

2
(yj − ŷj)

2

whence:

∂"j

∂ ŷj
= −(yj − ŷj) (109.7)

ii. Summation at the output layer neuron is
realised by Equation 109.4: For the jth data
set of a given epoch:

ŷj = ˇ001 +
h
∑

k=1

ˇ0k1.vkj

whence:
∂ ŷj

∂vkj
= ˇ0k1 (109.8)

iii. Assuming a sigmoid function,activation at
the kth neuron in the hidden layer is re-
alised by Equation 109.3. For the jth data
set of a given epoch:

vkj =
1

1 + e−ukj

whence:

∂vkj

∂ukj
=

e−ukj

(1 + e−ukj )2
= vkj.(1 −vkj) (109.9)

iv. Summation at the kth neuron in the hidden
layer is realised by Equation 109.2: For the
jth data set of a given epoch:

ukj = ˇ10k +

p
∑

i=1

ˇ1ik.xij

whence:

∂ukj

∂ˇ1ik
= xij (109.10)

Substituting from Equation 109.5 into the
Jacobian of interest:

∂E

∂ˇ1ik
=

∂

∂ˇ1ik

n
∑

j=1

"j

=
∂

∂ˇ1ik
("1 + "2 + . . . + "n)

=
n
∑

j=1

∂"j

∂ˇ1ik
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The partial derivative may be expanded us-
ing the chain rule:

∂E

∂ˇ1ik
=

n
∑

j=1

(

∂"j

∂ ŷj
.

∂ ŷj

∂vkj
.
∂vkj

∂ukj
.

∂ukj

∂ˇ1ik

)

(109.11)
Substituting from Equations 109.7 to
109.10 gives:

∂E

∂ˇ1ik
=

−
n
∑

j=1

(

(yj − ŷj).ˇ0k1.vkj.(1 − vkj).xij

)

(109.12)
The Jacobian is therefore established by
summation over an epoch. Note that the
training data, that is the values of yj and xij ,
are constant from one epoch to the next,
the value of ˇ0k1 only changes at the end of
an epoch. All the other values change for
each data set throughout every epoch.
The notion of back propagation is evident
from inspection of Equation 109.11 in rela-
tion to Figure 109.3 in that the calculation
begins at the output layer and propagates
back through the net.

Values for the other three categories of Jacobian
are found similarly:

2. The Jacobian for the input bias is found from a
slight modification to the chain rule of Equa-
tion 109.11 as follows:

∂E

∂ˇ10k
=

n
∑

j=1

(

∂"j

∂ ŷj
.

∂ ŷj

∂vkj
.
∂vkj

∂ukj
.

∂ukj

∂ˇ10k

)

(109.13)
The first three partial derivatives are the same
as in Equations 109.7 to 109.9.The fourthcomes
from Equation 109-2:

ukj = ˇ10k +

p
∑

i=1

ˇ1ik.xij

whence:
∂ukj

∂ˇ10k
= 1

Substituting into 109.13 gives:

∂E

∂ˇ10k
= −

n
∑

j=1

(

(yj − ŷj).ˇ0k1.vkj.(1 − vkj)
)

(109.14)
3. The calculation of the Jacobian for the output

weights is somewhat simpler. As before, sum-
mation at the output layer neuron is realised by
Equation 109.4: For the jth data set of a given
epoch:

ŷj = ˇ001 +
h
∑

k=1

ˇ0k1.vkj

whence:
∂ ŷj

∂ˇ0k1
= vkj (109.15)

A modification to the chain rule expansion of
Equation 109.11 yields:

∂E

∂ˇ0k1
=

n
∑

j=1

(

∂"j

∂ ŷj
.

∂ ŷj

∂ˇ0k1

)

Substitution from Equations 109.7 and 109.15
gives:

∂E

∂ˇ0k1
= −

n
∑

j=1

(

(yj − ŷj). vkj

)

(109.16)

4. And finally, the Jacobian for the bias on the out-
put, due to the bias on the hidden layer. Again,
starting with Equation 109.4, for the jth data set
of a given epoch:

ŷj = ˇ001 +
h
∑

k=1

ˇ0k1.vkj

whence:
∂ ŷj

∂ˇ001
= 1 (109.17)

A slight modification to the chain rule expan-
sion yields:

∂E

∂ˇ001
=

n
∑

j=1

(

∂"j

∂ ŷj
.

∂ ŷj

∂ˇ001

)
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Substituting from Equation 109.7 and 109.17
gives:

∂E

∂ˇ001
= −

n
∑

j=1

(yj − ŷj) (109.18)

Note that, for back propagation purposes, the eval-
uation of each partial derivative requires only
knowledge of values local to the neuron concerned.
That is analogous to the conventional understand-
ing of the working of biological neural systems and
goes some way to explaining the concept of neural
computing.

Given that the appropriate Jacobian has to be
evaluated for every synapse for each iteration of
the training algorithm, it is easy to appreciate that
the computational load involved in network train-
ing is massive. However, inspection of the various
expressions for ∂E/∂ˇ reveals that there are several
common summations which provides much scope
for the recycling of intermediate results.

109.6 Data Encoding
Encoding is essentially concerned with transform-
ing data into a form suitable for presentation to
the net. There are various techniques, but by far
the most important is the scaling of inputs into
similar ranges. The two most common means of
scaling are by:

• applying a bias and slope to each input such that
values between xmin and xmax are scaled between
−1 and +1 proportionately.

• standardising each input by subtracting its
mean and dividing by its standard deviation.

Whilst there is no requirement that the weights
and bias be constrained by bounds such as
−1.0 < ˇ < 1.0 as, for example, in principle
component analysis, they do nevertheless depend
upon the range and scaling of the inputs signals.
Indeed, wide variations in the ranges of the input
signals are likely to lead to a mixture of large and
small weights. Such a mixture requires many sets
of data for training to satisfy any sensible comple-

tion criterion, so the principal advantage of input
scaling is in the reduction of training time.Also of
benefit is the avoidance of placing undue emphasis
on any particular input.

Provided the output layer has a summation
function only, the network output ŷ is unbounded.
In the unlikely event of the input or output layers
having activation functions, it is common practice
to scale between −0.9 and +0.9 because activations
close to −1 and +1 are difficult to achieve.

Spreadencoding linearly distributes,or spreads,
the value of an input across several adjacent neu-
rons. This is of particular value for handling rela-
tionships that are highly non-linear as it enables
different weights to be applied to different parts
of the input’s range although it does, obviously,
increase the network size and training load. Ta-
ble 109.1 depicts an example in which a single in-
put whose range is 4–20 is linearly spread over five
neurons.

Table 109.1 Spread encoding of 4–20 mA signal across five neu-

rons

Neuron 1 2 3 4 5

Input value 4 8 12 16 20

Encoding (8) 0.0 1.0 0.0 0.0 0.0

Encoding (10) 0.0 0.5 0.5 0.0 0.0

Encoding (9) 0.0 0.75 0.25 0.0 0.0

Spread encoding is used for handling cyclic data,
such as time of day on a 24-h clock which can be
encoded over two neurons as follows:

Neuron 1: sin (�.�/12)
Neuron 2: cos (�.�/12)

This avoids a sudden jump at midnight. Spread
encoding can also be used for handling non-
numerical data such as parameters which can take
on 1 of N possible states. For example, days of the
week may be encoded using seven neurons,one per
day as depicted in Table 109.2.

Another option for non-numerical data is
grouping into categories and encoding states onto
a single neuron on a fractional basis, as depicted in
Table 109.3.
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Table 109.2 Spread encoding of non-numerical data

Day S M T W T F S

Sunday 1 0 0 0 0 0 0

Monday 0 1 0 0 0 0 0

Table 109.3 Spread encoding on a fractional basis

Performance NBG Bad Poor Avge OK Good Exc

Day Mon Tues Wed Thurs Frid Sat Sun

Fraction 1/7 2/7 3/7 4/7 5/7 6/7 7/7

However, great care must be taken in ordering and
interpreting the categories. For example, encoding
performance on the basis of seven states makes
sense whereas implying that Sunday is seven times
better than Monday doesn’t.

109.7 Pre-Processing of Data
The issues are much the same for training as for
prediction and, in many respects, are not dissimi-
lar to those explained in Chapter 102 in relation to
statistical process control:

• Which variables should be selected? Correlated
data causes training problems analogous to the
collinearity problem in regression analysis.

• Are there instruments available for measuring
the inputs, and are they accurate enough?

• Data must be sampled frequently enough to be
useful, and all data must be sampled at the same
frequency.

• Inputs must remain within the same range as
the training data.

• Outliers may be removed and missing data con-
structed by means of interpolation.

• Input data may be filtered to prevent spurious
noise effects, but the value of the filter constant
is not necessarily obvious.

• Where there are time delays between inputs, it is
important to time shift the data such that all in-
puts are on the same time basis.This is relatively
easy if the time delays are known and constant.
Otherwise it is best handled outside thenetwork.

• Data may be transformed mathematically, e.g.
square root for flow, reciprocal for time delay
and logarithm for reaction kinetics, to reduce
non-linearity. Such a priori transformations in-
crease the complexity but do not necessarily im-
prove the model.

• Combinations of inputs may be considered
where it is known that such relationships are
meaningful. For example, the product of a flow
rate and a concentration as suggested by a mass
balance.

The importance of understanding the process be-
ing modelled, and of interpreting and screening
the data prior to modelling cannot be overstated.

109.8 Radial Basis Function
Networks

An alternative approach to neural computing is
offered by radial basis function (RBF) networks.
These too consist of input, hidden and output lay-
ers of neurons and, structurally speaking, an RBF
is exactly the same as an MLP as depicted in Fig-
ure 109.2. Again, consider a network comprising
an input layer of p neurons (i = 1 → p), a single
hidden layer of h neurons (k = 1 → h), and an
output layer with a single neuron.

As with the MLP, the purpose of the input
layer neurons is to distribute the scaled inputs to
the neurons in the hidden layer. Unlike the MLP
though, the synapses between the input and hid-
den layers each have a weighting of unity. The fun-
damental difference between MLP and RBF net-
works is in the hidden layer where each neuron
has a different Gaussian function, as depicted in
Figure 109.8.

At each neuron in the hidden layer the “dis-
tance” between the inputs and the “centre” of that
neuron’s RBF is calculated using the formula:

dk =
(

[

x − ck

]T [
x − ck

]

)0.5
(109.19)

where x is the column vector of current inputs,

i.e. x =
[

x1 x2 · · · xp

]T
, and c is a column vector,
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kth neuron

gkxi y
)c,x(d

dk

Fig. 109.8 Neuron in hidden layer of a radial basis function (RBF)

network

known as the centre vector,of the“co-ordinates”of
the centre of the neuron’s RBF.The distance is then
operated on by the Gaussian functionaccording to:

gk = exp

(

−d2
k

� 2
k

)

(109.20)

where � is a spread parameter (nothing to do with
spread encoding). This is depicted in Figure 109.9.

g

d2

σ

Fig. 109.9 The spread parameter used in the Gaussian function

The network output is found by calculating the
weighted sum of the outputs and bias of the hid-
den neuron layer:

ŷ = ˇ0 +
h
∑

k=1

ˇk.gk (109.21)

Note that, whereas the input vector x is common
to all the neurons in the hidden layer, the centre
vector c, the spread parameter � and the output
weighting ˇ are unique to each neuron.

109.9 Training of RBF
Networks

Training of an RBF network is essentially a ques-
tion of establishing appropriate values for all these
unique parameters.

1. Centres. The most common method of estab-
lishing the centre vectors is the so called k-
means clustering algorithm,whichworks as fol-
lows:
i. Gather n sets of input data, i.e. n input vec-

tors xj where j = 1 → n.
ii. Choose any h of the input vectors as provi-

sional centre vectors ck where k = 1 → h.
iii. Calculate the distance of all the other (n−h)

input vectors from each of the h centre vec-
tors using Equation 109.19.

iv. Assign each of the (n − h) input vectors to
the nearest centre vector,resulting in h clus-
ters of vectors.

v. Find the cluster averages, i.e. for each clus-
ter, average the centre vector with its vari-
ous nearest input vectors, and deem these
to be the new centre vectors ck.

vi. Return to (iii.) and iterate until no change
is observed.

The above procedure has a degree of random-
ness associated with it because of the random
selection of the provisional centre vectors. This
may result in slightly different centre vectors if
the procedure is repeated several times. Never-
theless, it is easy to implement and converges
rapidly on the centre vectors.
Each of the centre vectors ck so determined is
arbitrarily assigned to one of the h neurons in
thehidden layer.It doesnot matter whichcentre
is assigned to what neuron as all of the synapses
between the input and hidden layers have the
same weighting of unity.

2. Spread. The so-called nearest neighbour’s
method is the most common means of estab-
lishing the spread parameter �k. Each of the
hidden layer’s neurons has an RBF whose cen-
tre vector ck is known. Thus the distance be-
tween the centres of any two RBFs may be cal-
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culated. For each kth neuron select the m neu-
rons whose centres are nearest. The spread of
that neuron’s RBF is then evaluated from the
equation

�k =
1

m

(

m
∑

d=1

(

[

ck − cd

]T [
ck − cd

]

)

)0.5

(109.22)
where 1 ≤ m ≤ h − 1.
The parameter m is adjusted during training to
tune thenetwork to give the smallest prediction
error. Note that:
• More complex solution spaces, i.e. where

there is more chance of training the net to
find local as opposed to global minima, re-
quire smaller spread parameters and hence
smaller values of the parameter m.

• If the signal to noise ratio is low then larger
spread parameters, and hence larger values
of m, may be required to make the network
less sensitive to noise.

3. Weights. The weights of the synapses between
the hidden and output layers are normally
trained by means of multiple linear regression
as explained in Chapter 83.
Assuming that the true value of the output y is
known, then the error on the network predic-
tion is given by

y − ŷ = "

Substituting from Equation 109.21 gives

y = ˇ0 +
h
∑

k=1

ˇk.gk + "

Thus, for n sets of input data (j = 1 → n) and
h hidden layer neurons (k = 1 → h):

⎡

⎢

⎢

⎢

⎣

y1

y2

...
yn

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

1.0 g11 g12 · · · g1h

1.0 g21 g22 · · · g2h

...
...

...
...

...
1.0 gn1 gn2 · · · gnh

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

ˇ0

ˇ1

ˇ2

...
ˇh

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎣

"1

"2

...
"n

⎤

⎥

⎥

⎥

⎦

(109.23)

which is of the form

y = G.ˇ + "

This is a multiple linear regression model and
can be solved by means of batch least squares
to find the vector ˇ that minimises e. Thus, ac-
cording to Equation 83.14:

ˆ̌ =
(

GTG
)−1

GTy (109.24)

The pros and cons of MLP vs RBF are not clear cut.
Both are relatively easy to use,given the availability
of ANN toolboxes. Both are good at handling non-
linearities and for steady stateprediction purposes.
For dynamic models, especially if there are a large
number of inputs, RBF networks are better. With-
out doubt RBFs are faster to train than MLPs of a
similar size. However, the number of hidden layer
neurons required for RBF networks grows expo-
nentially with the number of inputs.

109.10 Worked Example
An RBF network has been developed and trained
to predict values of a single output y from values
of two inputs x1 and x2. The network has the archi-
tecture depicted in Figure 109.10.

x1

1 0.

1β

2β

0β

y
2x

Fig. 109.10 The RBF network used for the Worked Example

The network has two input neurons (p = 2), two
hidden layer neurons (h = 2) and a bias on the
output. Training of the network has resulted in:

Centres: c1 =
[

1.5 1.5
]T

c2 =
[

2.0 2.0
]T

Spreads: �1 = �2 = 1.0

Weights: ˇ0 = 4.3 ˇ1 = −1.2 ˇ2 = 4.2

What would the prediction of the net be for each
of the four sets of data (n = 4) given in Table 109.4,
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and compare these predictions with the corre-
sponding measured values of the output.

Table 109.4 Data for prediction

by the net of the Worked Example

j x1 x2 y

1 1.0 1.0 4.1

2 1.1 1.2 4.4

3 2.0 2.0 7.8

4 1.9 1.8 7.3

Consider the first centre and the secondset of input
data (j = 2):

x − c1 =

[

1.1
1.2

]

−

[

1.5
1.5

]

=

[

−0.4
−0.3

]

Its distance is given by Equation 109.19:

d1 =

(

[

−0.4 −0.3
]

[

−0.4
−0.3

])0.5

= 0.5

Operated upon by the Gaussian function, the out-
put of the first neuron of the hidden layer is given
by Equation 109.20:

g1 = exp

(

−d2
1

� 2
1

)

= exp

(

−0.52

12

)

= 0.7788

Similarly for the second centre with the second set
of data:

x − c2 =

[

1.1
1.2

]

−

[

2.0
2.0

]

=

[

−0.9
−0.8

]

This distance is given by:

d2 =

(

[

−0.9 −0.8
]

[

−0.9
−0.8

])0.5

= 1.204

Operated upon by the Gaussian function, the out-
put of the second hidden neuron becomes:

g2 = exp

(

−d2
2

� 2
2

)

= exp

(

−1.2042

12

)

= 0.2346

The predicted output of the network is found from
the weighted sum of the outputs and bias of the
hidden neuron layer according to Equation 109.21:

ŷ = ˇ0 +
h
∑

k=1

ˇk.gk

= ˇ0 + ˇ1.g1 + ˇ2.g2

= 4.3 − 1.2 × 0.7788 + 4.2 × 0.2346 = 4.3508

These results are listed in Table 109.5, together with
those for the data sets for j = 1, 3 and 4.

The error function is evaluated according to
Equation 109.5:

E =
1

2
.

4
∑

j=1

(yj − ŷj)
2 = 0.0042

It is difficult to pass comment on the results, not
knowing the application. Suffice to say that all of
the predictions ŷ are within 1.2% of the measured
value y of the output. This is accurate enough for
most purposes and the value of the error function
is correspondingly small.

109.11 Dynamic Modelling
with Neural Nets

The MLP and RBF nets described thus far are pri-
marily used for steady state prediction purposes.

Table 109.5 Results of predictions by the net for the Worked Example

j x1 x2 d1 g1 d2 g2 ŷ y

1 1.0 1.0 0.7071 0.6065 1.414 0.1353 4.140 4.1

2 1.1 1.2 0.50 0.7788 1.204 0.2346 4.351 4.4

3 2.0 2.0 0.7071 0.6065 0.0 1.0 7.772 7.8

4 1.9 1.8 0.50 0.7788 0.2236 0.9512 7.360 7.3
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The non-linearities handled are essentially of a
variable gain in nature. However, ANNs can be
used to model dynamic systems and to predict fu-
ture values of variables. There are three structures
of importance: conventional nets with time series
of inputs, globally recurrent networks and locally
recurrent networks:

1. Time series of inputs: this is depicted in Fig-
ure 109.11.

bias

bias

x t2 ( )

x t1( )

x t1 1( )−

etc y

etc

Fig. 109.11 Dynamic modelling with time series of inputs

For each input it is necessary to include some
15 previousmeasurements if an accuratemodel
is required. This is on the basis of the need to
capture approximately three times the domi-
nant time constant’s worth of information and
a sampling period of about one-fifth of the time
constant. Because of the number of previous
measurements,ANNs are not practical for time
series inputs if there is a largenumber of inputs.

2. Globally recurrent networks: these are essen-
tially the same as with the time series of inputs,
except that there is feedback of the output sig-
nal as depicted in Figure 109.12.
Note the analogy here with the SISO sampled
data model of Equation 78.6:

y(z)

x(z)
=

a0 + a1z−1 + a2z−2 + . . . + amz−m

b0 + b1z−1 + b2z−2 + . . . + bnz−n

A globally recurrent network enables process
dynamics to be captured more concisely, i.e.

bias

bias

x t1( )

( )y t − 1

( )y t − 2

etc y

etc

Fig. 109.12 Structure of a globally recurrent network

fewer hidden layer neurons, than by a con-
ventional MLP without feedback. It is there-
fore more appropriate for models with sev-
eral inputs. However, the feedback leads to
longer training times. Once trained the net-
work will provide one step ahead prediction.
Non-standard training procedures are required
for multi step ahead prediction involving back
propagation from previous predicted values.

3. Locally recurrent networks: the neurons in the
hidden layer are provided with memory in the
form of a filter, as depicted in Figure 109.13.
Otherwise the basic structure is exactly the
same as in Figure 109.3.

1.0

kth neuron

uk
vk

xi y

Fig. 109.13 Neuron with memory in the form of a filter

Any filter could be used but a first order lag
is usually adequate. Clearly the time constant
must be large enough relative to the sampling
period of the inputs to avoid numerical insta-
bility, but not too large to filter out the under-
lying variations. Depending on the non-linear
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Fig. 109.14 Structure of a neural net for inferential measurement

dynamic effects being modelled, combinations
of time lags and time delays may be used.
Locally recurrent networks represent a very
compact means of capturing process dynam-
ics since there is no requirement for time se-
ries of inputs. They are trained in the same
way as a conventional MLP with the filter time
constants being trained alongside the network
weights. Training is relatively fast, despite hav-
ing the time constants to train, because of the
absence of time series of inputs.

An important point to appreciate in dynamic mod-
elling with neural nets is that there is no attempt to
establish the same structure for the net as for the
real system. It is the overall dynamics and response
that is being modelled, irrespective of whether
there are recycle streams,feedforward controls,etc,
and indeed whether the plant is being operated
open loop or otherwise.

109.12 Neural Nets for
Inferential Estimation

A not uncommon problem is that the variable of
primary interest for control purposes cannot be
measured directly and has to be inferred from sec-
ondary measurements of temperature, pressure,
flow and so on. Examples of primary variables
are rate of reaction, amount of biomass produced,
composition of product stream, process yield, etc.

If the relationship between primary variable and
secondary measurements is known a priori, the
primary can be deduced explicitly. However, that
is not usually the case. Neural nets have been suc-
cessfully used for such inferential measurements,
as depicted in Figure 109.14.

The inferential estimator can be considered to
be an instrument which is producing a feedback
signal to a conventional controller. Clearly the ro-
bustness of the ANN used to realise the estimator
is critical, fundamental to which is the quality of
the training data. Note the use of analytical mea-
surements of the primary variable, indicated by
a broken line, used for training purposes only. A
characteristic of all such analytical measurements
is the delay due to sampling and analysis, on-line
or otherwise.

109.13 Neural Nets for
Optimisation

If the prediction capability of an ANN can be used
to infer or predict someprimary process variable, it
follows that there is scope for harnessing the ANN
for optimising the value of that variable. The phi-
losophy is depicted in Figure 109.15.

The ANN infers the value of the primary vari-
able as described above. The inferred value is then
used as an input to a real time optimiser (RTO).
The RTO will have many other inputs too: current
values of the manipulated variable u, secondary
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Fig. 109.15 Structure of a neural net for optimisation

measurements (states) x and disturbances.The op-
timisation is solved as a QP problem, or otherwise,
as described in Chapter 106, the outcome being a
set point downloaded to the primary controller or
a target downloaded to a model predictive con-
troller (MPC). Clearly there could be multiple set
points and slave loops. Depending on the relative
speeds of the optimiser and the predictor, not to
mention the dynamics of the process itself, there
may well be a need to filter out sudden changes on
the predicted value.

109.14 Comments
This chapter has outlined the principal features
of neural nets and their principles of operation. It

has covered both the structure of ANNs and their
training. An insight has been provided into the
principal use of networks for prediction in non-
linear contexts, together with practical constraints
on implementation.Some areas of application have
been introduced, especially in relation to dynamic
models.

However, the chapter is only an introduction.
Not covered are alternative structures such as self
organising feature maps, sometimes referred to
as Kohonen networks, and alternative techniques
such as self adaptive nets, and alternative applica-
tions such as in identification, pattern recognition
and classification.
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Genetic algorithms (GA) are stochastic search and
optimisation methods which are analogous to the
reproduction processes found in biological sys-
tems. These processes include crossover, mutation,
survival of the fittest and evolution. Indeed, GAs
have themselves evolved into the field of genetic
programming and evolutionary strategies.To refer
to a GA as an algorithm is perhaps misleading as
this implies the procedural form of a single equa-
tion. In fact a GA is best thought of as a procedure,
realised by means of a program comprising many
algorithms, for which large amounts of data have
to be organised and substantive processor power
is required.

The chapter starts with an overview of the
components of a GA and the processes of selec-
tion, crossover, and mutation. These provide the
basis for explaining the structure of a GA which
is depicted in Figure 110.2. The reader might like
to refer to this diagram when reading the earlier
parts of the chapter. The concepts of parallel GAs
and multi-objective genetic algorithms (MOGA)
are then developed. A batch scheduling problem

is used as a vehicle for discussion to provide re-
alism. For a good introduction to the subject the
reader is referred to the text by Mitchell (1996),
for a more comprehensive treatment to the classic
text by Goldberg (1989) and for examples of their
application in engineering systems to the text by
Zalzala (1997).

110.1 Chromosomes and Genes
A chromosome is a potential solution to the opti-
misation problem in hand.Each chromosome con-
sists of an ordered string of genes, each gene being
a bit,an integer number,a letter code or some other
entity.Formulation of the chromosome,referred to
as encoding, and/or interpretation of the chromo-
some by decoding in relation to the application are
undoubtedly the most difficult aspects of genetic
programming.

The most common means of encoding chro-
mosomes is in the form of binary strings. For ex-
ample, a solution comprised of integer variable x1
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and short integer variable x2 could be encoded as
two bit strings concatenated (joined up) as shown
in Table 110.1. It is obvious that without a priori
knowledge of its structure, and decoding, infor-
mation about the problem or its solution cannot be
obtained by inspection of the chromosome itself.

Table 110.1 Chromosome formed by concatenation

x1 1001011011010010

x2 11101101

chromosome 100101101101001011101101

Variables or entities in the solution domain are
sometimes referred to as phenotypes. Clearly both
x1 and x2 have values: these are known as their
phenotypic values.Particular instancesof chromo-
somes are referred to as genotypes. There is a clear
analogy between a vector of decision variables as,
for example, in Equations 105.1 and 105.2, and a
chromosome.Whereas the vector contains a num-
ber of distinct decision variables, a chromosome
consists of a number of phenotypes which are en-
coded and concatenated.

Binary encoding obscures the nature of the
search. To a certain extent this can be avoided by
the use of integer and real valued genes which are
easier to interpret. For certain classes of problem
these can also increase the efficiency of the GA
because there is less work involved in converting
the chromosomes back into their phenotypes for
evaluation of fitness. One such class of problem is
batch scheduling.

Imagine that products A, B, C, D and E can be
manufactured in a single-stream multi-products
batch plant. To keep the problem simple, suppose
that all the batches are of the same size, each takes
the same time to process, there are no constraints
on raw materials or storage, inter-batch cleaning
is not required and that the plant is always opera-
tional. Presume a scheduling horizon of one week
which corresponds to the production of m batches,
the optimisation task being to decide what order to
make the next m batches in. Suppose that m = 13
and assume that orders have been received to make
two batches of A, four batches of B, four batches of

C, two batches of D and one batch of E to meet a
variety of delivery dates. One possible solution is
simply to list the batches in alphabetical order in a
chromosome of 13 genes as follows:

A, A, B, B, B, B, C, C, C, C, D, D, E
(2A, 4B, 4C, 2D and 1E)

This implies that two batches of A would be made
first, followed by four batches ofB,and so on.Given
the nature of batch manufacturing it is highly im-
probable that this schedule would be satisfactory.
It is, nevertheless, a possible solution as indeed are
the many thousands of others arising from order-
ing the batches in different combinations.The sub-
set of possible solutions with which a GA is con-
cerned is referred to as the population.

110.2 Cost and Fitness
Functions

For the purposes of generating an optimal solu-
tion, some measure of the suitability of each pos-
sible solution in meeting the delivery schedule is
required.Suitability in GA speak is loosely referred
to as fitness. It is articulated in terms of a cost or
objective function f(t) whichmay be thought of as a
raw value for the fitness of each chromosome.Note
that the independent variable is normally, but not
necessarily, time. The cost function is then trans-
formed into the chromosome’s relative fitness �(t),
that is relative to the population of chromosomes,
by some fitness function:

�(t) = h(f(t)) (110.1)

This is perhaps best illustrated with reference to
the batch scheduling problem. Lateness of produc-
tion, often referred to as tardiness in an optimi-
sation context, is the obvious function to use. The
time that each batch (ith gene) is completed, as
determined by the schedule (jth chromosome), is
comparedwith its delivery date fromwhich its late-
ness gij(t) may be calculated:

gij(t) = tij − tid when tij > tid



110.3 Selection 947

where

tij is the time when batch i of chromosome j
is completed, and

tid is the time that batch i is due for delivery.

Batches produced in advance of their delivery date
count nothing towards the total lateness:

gij(t) = 0 when tij ≤ tid

Then, for each schedule, the total number of hours
lateness fj(t) is calculated.This is the cost function:

fj(t) =
m
∑

i=1

gij(t) (110.2)

The transform most commonly used to establish
the relative fitness �j(t) of an individual chromo-
some is that of “proportional fitness assignment”
in which the cost function is expressed as a pro-
portion of that of the population: If there are n
chromosomes in the population of possible sched-
ules being considered, then:

�j(t) =
fj(t)

n
∑

j=1

fj(t)
(110.3)

An alternative to proportional fitness assignment
is power law scaling. Noting that in many engi-
neering problems it is the relative values of vari-
ables that matters rather than their absolute values,
power law scaling provides a means of stretching
or squashing the range of fitness. The parameter k
is problem dependant and may be adjusted during
execution of the GA:

�j(t) = fj(t)
k (110.4)

Evaluation of fitness enables the best solution in
the population to be identified, ideally that which
enables all batches to meet their delivery dates.
However, it is seldom the case with scheduling
problems that there is a single unique correct solu-
tion. Depending on the mix and spread of delivery
dates, there may be no solutions at all or several
alternatives. If no satisfactory solutions are found,

then at least a schedule that minimises the overall
lateness will be known. Multiple solutions enable
the criterion for optimisation to be strengthened.
For example, batches made in advance of their de-
livery date represent capital tied up in stock and
storage costs. They too could contribute towards
the total lateness, forcing the solution towards just-
in-time manufacture:

gij(t) =
∣

∣tij − tid
∣

∣ whether tij > or < tid

On the basis that it is more important to meet de-
livery dates than to save on inventory costs, the
constraint on early production could be relaxed by
applying a weighting factor of (say) 0.5:

gij(t) = 0.5
(

tid − tij
)

when tij ≤ tid

It is evident that there is much more to the chro-
mosome than just the genes themselves: data is
associated with and attached to it. In the batch ex-
ample, for each gene there must be a customer ref-
erence, lot number and delivery time for the batch
assigned to the gene. Also, for the chromosome it-
self, values for the overall lateness fj(t) and fitness
�j(t) will be attached.For simple problems the data
may be in the form of a look up table associated
with the chromosome.For more complex problems
the data is associated explicitly with the genes, say
in the form of a datablock to which the gene acts
as a pointer.Potentially, inextreme cases, the genes
could themselves be data objects which are manip-
ulated within an object oriented environment.

110.3 Selection
Selection, sometimes referred to as sampling, is
the process of determining the number of times
a particular chromosome from the old population
is chosen for reproduction. The process is proba-
bilistic, most commonly by means of a simulated
roulette wheel. The key issue is allocation of space
on the roulette wheel, known as the parent space
value (PSV). This is most commonly done in pro-
portion to the relative fitness of the chromosomes
as defined by Equation 110.3. In essence, the fitter
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chromosomes are allocated larger sectors than the
weaker ones, thereby increasing the chance of the
roulette wheel’s pointer coming to rest over their
sector.

Returning to the batch example, suppose that
the population (unrealistically) comprises (only)
four chromosomes ˛,ˇ, and ı whose overall late-
ness fj(t) are 10, 20, 30 and 40 h and relative fitness
�j(t) are 0.1, 0.2, 0.3 and 0.4 respectively. Clearly
the fittest chromosome ˛ is twice as fit as ˇ, three
times fitter than  and four times fitter than ı, so
the ratios of expectation of selection are 12, 6 and
4 to 3 respectively. The sectors allocated are thus
approximately 173◦, 86◦, 58◦ and 43◦ as depicted in
Figure 110.1.

α

β

γ

δ

Fig. 110.1 Selection by simulated roulette wheel

Typically the roulette is spun according to the size
of thepopulation, i.e. four times in theabove exam-
ple. Several aspects are worth commenting upon:

• Every chromosome from the old population has
a sector allocated and thereby has a chance of
being selected and propagating its characteris-
tics into the next generation. The fitter chromo-
somes have a greater chance of selection but the
weaker are not precluded.

• Suppose the above roulette wheel was spun 25
times. The expectation would be that chromo-
somes ˛, ˇ,  and ı would be selected 12, 6, 4
and 3 times respectively.

• It is possible, but improbable, that any chromo-
some could be selected 25 times. Likewise each
may not be selected at all.

This leads on to the concepts of bias and spread.
Bias is the difference between the expected proba-
bility of selection of a particular chromosome and
that achieved in practice. Thus, in the above exam-
ple, if the wheel was spun 25 times and ˛ was se-
lected 13 times the bias would be 1.0. Clearly zero
bias is optimal and corresponds to the expected
and actual selections being equal. Spread is the

range of the number of times an individual chro-
mosome can be selected.The“minimum spread” is
the smallest spread that theoretically permits zero
bias, 12 for chromosome ˛ in the above example.

The basic method of roulette wheel selection
described above is known as stochastic sampling
with replacement (SSR). It gives zero bias but the
potential spread is limited only by the population
size. There are various other methods of selection,
of which two are described here.

Stochastic sampling with partial replacement
(SSPR) is essentially the same as SSR except that
the PSVs are adjusted after each selection. Again
consider the roulette wheel of Figure 110.1 being
spun 25 times. Suppose the first spin results in se-
lection of chromosome ˛. The expectation for ˛ is
then reduced by 1 such that the ratios of expecta-
tion for selection of 12, 6 and 4 to 3 would become
11, 6 and 4 to 3 respectively. The sectors are ad-
justed in proportion to the new expectations, i.e.
to 165◦, 90◦, 60◦ and 45◦, and the process repeated
until sampling is complete. SSPR has both upper
and lower limits on spread, 12 and 0 for ˛ in the
above example, but leads to a higher bias then SSR.

Stochastic universal sampling (SUS) is also es-
sentially the same as SSR except that the roulette
wheel has multiple equally-spaced pointers and
is only spun once. Yet again consider the roulette
wheel and sector allocations of Figure 110.1. Four
selections are required so 4 pointers with 90◦ spac-
ing are required. The wheel is spun and chro-
mosomes are selected according to which sectors
are aligned with the pointers. SUS has minimum
spread and zero bias, for which reason it is one of
the most commonly used selection methods.

Truncation selection is an inherently different
approach to roulette wheel based methods of se-
lection. In essence, a pre-specified percentage of
the fittest chromosomes are selected from the old
population. These are then selected at random and
subjected to the processes of reproduction until
sufficient offspring are produced for the new pop-
ulation. GAs which use truncation selection are re-
ferred to as breeder GAs.Whereas the standard GA
models natural selection, the breeder GA models
artificial selection.
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110.4 Crossover
Crossover is the primary genetic operator. It repli-
cates the natural process of recombination in
which the chromosomes of offspring are formed
from the genes of their parents. The simplest form
of recombination is that of single point crossover.
Consider the same schedule as before, for which
two possible chromosomes are as follows:

A B B C D D A B B C C C E
(2A, 4B, 4C, 2D and 1E)

A A D D B B B B C E C C C
ditto

If an integer position i is selected at random from
the range 1 → (m−1),or 1 → 12 in this case, then
two new offspring are created by swapping heads
and tails after the crossover point. Supposing that
i = 7 yields the following offspring:

A B B C D D A B C E C C C
(2A, 3B, 5C, 2D and 1E)

A A D D B B B B B C C C E
(2A, 5B, 3C, 2D and 1E)

An important constraint that has to be satisfied for
batch scheduling is that of quota balance. There
is no point in generating chromosomes that do
not meet the production requirements. It is ev-
ident that crossover has led to an imbalance in
the number of batches of B and C and some ad-
justment is necessary. One such approach which
works satisfactorily is to systematically replace sur-
plus batches with deficit ones. Thus, starting at the
crossover point:

A B B C D D A B B E C C C
(2A, 4B, 4C, 2D and 1E)

A A D D B B B C B C C C E
ditto

Multi-point crossover is a fairly obvious, but sig-
nificant, extension to single point crossover. In
essence, various crossover points are selected at
random from the range 1 → (m − 1), sorted into
ascending order, and the genes between alternate
pairs of crossover points are swapped between

chromosomes. The same scheduling problem as
before, and assuming values for i of 2, 5, and 9,
yields:

A B D D B D A B B E C C C
(2A, 4B, 3C, 3D and 1E)

A A B C D B B B C C C C E
(2A, 4B, 5C, 1D and 1E)

Quota adjustment would be required again to ad-
dress the imbalance in batches of C and D, also
done after the first crossover point:

A B C D B D A B B E C C C
(2A, 4B, 4C, 2D and 1E)

A A B D D B B B C C C C E
ditto

With multi-point crossover, the number of points
at which crossover is to take place also has to be
determined. This may be the same for the whole
population or chosen at random for individual
chromosomes. It is common practice to place con-
straints on the locations where crossover may oc-
cur, according to the nature of the problem.

The thinking behind multi-point crossover is
that those parts of the chromosome that con-
tribute most to its fitness may not necessarily be
contained in adjacent genes, or adjacent groups
of genes. Furthermore, the disruptive nature of
multi-point crossover encourages consideration of
a wider range of potential solutions, rather than
favouring convergence on highly fit individuals
early in the search, thus making the search more
robust.

There are other crossover strategies for which
various pros and cons are claimed. The reduced
surrogate operator constrains crossover to al-
ways produce new chromosomes by restricting
crossover to those points where the gene values
are different. Uniform crossover, which involves a
randomly generated mask, is only of practical use
for chromosomes that are binary strings. Interme-
diate recombination is a method of producing new
chromosomes whose fitness is between those of
their parents.
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110.5 Mutation
Mutation is a secondary genetic operator in the
sense that it is normally applied after crossover
has taken place. Unlike crossover which operates
on pairs of chromosomes, mutation operates on
single chromosomes. In essence, mutation causes
individual genes to be changed according to some
probabilistic rule and can take many forms. For
chromosomes that are binary strings mutation oc-
curs simply by changing the gene at randomly cho-
sen positions, either from 0 to 1 or vice versa.

This approach, however, is inappropriate for
the batch scheduling problem. It does not make
sense to randomly change E into A, i.e. to make
three batches of A and none of E, since the new
chromosome could never satisfy the production
requirements. So, in this case, mutation would be
realised by randomly swapping the position of two
genes within the chromosome.For example,muta-
tion at genes 5 and 13 yields:

A B B C E D A B B C C C D
(2A, 4B, 4C, 2D and 1E)

As with crossover,constraints may be placed on the
locations where mutation may occur according to
the nature of the problem.

There are many variations on the mutation op-
erator. One such is to bias the mutation towards
the chromosomes with lower fitness values to in-
crease the exploration in the search without losing
genetic information fromthe fitter individuals.An-
other example is to parameterise themutation such
that the mutation rate decreases with convergence
of the population.

The role of mutation should be seen as pro-
viding a guarantee that the probabilityof selection
for any given chromosome will never be zero and
acting as a safety net to recover good genetic ma-
terial that may be lost through the selection and
crossover operations.

110.6 Reinsertion
Once selection, crossover and mutation are com-
plete there will be two populations: the old and the
offspring.Reinsertion is concerned with the means
of combiningthem to produce the new population,
and keeping control of the size of the population.
There are various possible reinsertion strategies:

• Assuming that selection has produced the same
number of offspring as the old population, one
such strategy would be to merge the two popu-
lations, rank the individuals in order of fitness
and select the top half of the list which should
create a new population of the same size as the
old. The disadvantage of this approach is that
it discourages diversity and, within a few gen-
erations, eliminates any latent optimal solutions
embedded in the weakest chromosomes.

• An alternative strategy which is very effective
when a large generation gap exists, i.e. when the
number of offspring is much less than the old
population, is to merge the two populations and
reduce it to size by removing the oldest mem-
bers. This is clearly in keeping with natural re-
production processes as every member of the
population will, at some stage, be replaced.

• Another strategy would simply be to discard the
old population and use the offspring for the next
generation. This is in keeping with the natural
principle of survival of the fittest, in that the
fitter members of the old population are most
likely to have been involved in producing off-
spring, but it does almost guarantee elimination
of the fittest members themselves.

• The most popular method of reinsertion though
is the elitist strategy in which a small generation
gap, of just one or two individuals, is created
at the selection stage. Then, once the offspring
have been formed, the population is made up
to size by including the fittest members of the
old population. This approach has the benefit of
guaranteeing survival of the fittest individuals
from one generation to the next.
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Initialise population of chromosomes

Create offspring by crossover and mutation

Create new population from old population and offspring

Has end criterion been satisfied?

Return the best chromosome

yes

no

Select chromosomes for evolution

Map chromosomes into problem domain

Evaluate fitness of every chromosome

Fig. 110.2 Flow chart of a genetic algorithm (GA) as a procedure

110.7 Structure of a GA

As stated, a GA is basically a procedure. The stan-
dard procedure is depicted in flow chart form in
Figure 110.2.

Typically a population of between 30 and 100
chromosomes is established. The GA operates on
the whole population in the expectation that at
least one chromosome will emerge as an optimum
solution.The initialpopulation is generated at ran-
dom.Thus, for example, 40 chromosomes of possi-
ble solutions for a scheduling horizon of15 batches
could be generated. If possible, a seed solution is
introduced such that the initial population would
be comprised of one seed plus 39 randomly gener-
ated solutions. The seed is an a priori solution that
is feasible but almost certainly sub-optimal. Typi-
cally the seed is known from previous experience
or from attempting to solve the scheduling prob-
lem by hand. The use of a feasible seed aids the GA
search in terms of speed of convergence.

There then follows the process of selection by
meansof the roulettewheel,or otherwise,withPSV
allocated on the basis of relative fitness. Not only
does the method of selection, such as SSR, SSPR or
SUS have to be decided,but also the number of new

chromosomes to be generated. Typically, the num-
ber selected is equal to or slightly smaller than the
size of the old population, in which case it is likely
that some of the fitter chromosomes will have been
replicated, i.e. chosen more than once, and some of
the weaker ones eliminated, i.e. not chosen at all.
As stated, if the number selected is different to that
of the old population, the difference is referred to
as the generation gap.

Having selected the chromosomes for repro-
duction, offspring are produced by means of
crossover and mutation. It is important to appreci-
ate the probabilistic nature of these genetic opera-
tors. As discussed, the points at which crossover
and mutation occur are determined at random.
Furthermore, not all chromosomes in the popu-
lation are necessarily subject to crossover. Some
probability of crossover, typically Px = 60%, is
normally applied to each chromosome. Thus it is
likely that a proportion of the chromosomes will
not be crossed. Similarly, not all the chromosomes
are subject to mutation.Indeed,a lowprobability of
mutation, typically Pm = 1%, is normally applied:
higher frequencies cause the GA process to degen-
erate into random selection. Note that there are
always checks to ensure that chromosomes repli-
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cated at the selection stage are subject to crossover
and/or mutation. There is no point in having two
or more identical chromosomes in the new popu-
lation.

Following decoding of the chromosomes, i.e.
mapping of the solutions into the problem domain,
the fitness of every chromosome in the population
is evaluated.Note that this applies to chromosomes
surviving from old generations, as well as to their
offspring, as their relative fitness values may well
have changed. For the batch scheduling problem,
evaluation of fitness clearly requires the availabil-
ity of delivery dates for each batch, calculation of
lateness for each chromosome and evaluation of
relative fitness values for the whole population.

The end criterion is next tested and if it is not
satisfiedanewpopulation is created fromthe fittest
members of the old population and the offspring
by means of an appropriate reinsertion strategy
and the next iteration is commenced.

Theendcriterion may simply be that an accept-
able solution is found, e.g. a solution to the batch
problem whose overall lateness is zero. However,
with GAs being stochastic, convergence can nei-
ther be predicted nor guaranteed. It is not unusual
for the fitness of a population to remain static for
a number of generations (iterations) before a su-
perior solution emerges. A common practice is to
terminate the GA after a specified number of itera-
tions, say 50, and then assess the quality of the best
solutions against the problem. If no acceptable so-
lution is found iteration may be continued or the
population reinitialised and a fresh search started.

It is evident from the above that there is much
variety in GAs with much scope for choice in terms
of strategy and assignment of probabilisticparam-
eters. Different types of problem lend themselves
to different approaches.There isno correct answer:
it is simply a question oftrying the alternatives and
seeing what works best for a given problem.

110.8 Parallel GAs
Parallel GAsoperateupon populations that arepar-
titioned into sub-populations, each of which is op-

erated upon by a separate GA.The population itself
is oftenreferred to as the globalpopulation and the
sub-populations as islands. The parallel activities
may be carried out as separate tasks sequentially
by a single processor or simultaneously on paral-
lel processors. Parallel GAs, even if implemented
sequentially on a single processor, usually yield a
variety of benefits compared with a standard GA
operating upon a global population of the same
size as the sum of the islands.

These benefits include not only improvements
in speed of execution and efficiency in terms of
convergence, but also the ability to tackle larger
problems than otherwise and better quality solu-
tions in terms of fitness.The improvement in qual-
ity is largely attributable to greater diversity in the
search space. In general, increasing the size of the
population improves its genetic diversity and re-
duces the chance of finding sub-optimal solutions.
However, there is a trade off between the diver-
sity and speed of execution: the larger the popula-
tion the slower the execution becomes for a given
amount of processor power.

Also, for problems with several objectives, par-
allel GAs enable multiple, equally satisfactory, so-
lutions to co-exist in theglobal population simulta-
neously.A good example of this is in batch schedul-
ing where it may be necessary to simultaneously
minimise lateness and maximise plant utilisation.

There are many variations on the theme of par-
allel GAs but most concern alternative means of
partitioning thepopulation and/or selection for re-
production. The three main categories of parallel
GAs: global,migrationand diffusion,aredescribed
in the following sections.

Global

The global GA does not partition the population as
such, but exploits parallel aspects of the structure
of the GA in its execution. Inspection of the struc-
ture of Figure 110.2 reveals that processes such as
selection, evaluation of relative fitness, reinsertion
and population control, and testing against the end
criterion are best carried out on the whole popula-
tion. However, others such as crossover, mutation
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Master GA

selection, 

evaluation of fitness, 

Slave 1

crossover, mutation &

evaluation of cost function

Slave 2

crossover, mutation &

evaluation of cost function

Slave n 

crossover, mutation &

evaluation of cost function

population control &

testing of end criterion

Fig. 110.3 Global GAs: processing by slave routines

and evaluation of the cost functions may be car-
ried out on pairs of chromosomes independent of
the rest of the population. These latter operations
are candidates for parallel processing by slave rou-
tines under the control of a master which manages
the GA as depicted in Figure 110.3. Note that in
GA speak this master/slave relationship is often
referred to as farmer/worker.

Provided that evaluation of the cost function
is significantly more demanding computationally
than evaluation of fitness and selection, which is
usually the case, use of the global GA can lead to
near linear speed-up.Otherwise, the slave becomes
a bottleneck. Note that if the slave routines are im-
plemented by means of parallel processors operat-
ing on a single population in shared memory, care
must be taken to ensure that individual chromo-
somes can only be accessed by one processor at a
time.

Migration

In essence,migration GAs partition the population
into islands that are eachoperatedupon by an inde-
pendent standard GA as depicted in Figure 110.4.

To encourage the proliferation of goodgenetic ma-
terial throughout the global population, individ-
ual chromosomes intermittently migrate between
the islands. The migration model is analogous to
human reproduction in that the islands replicate
races: there is much intra-race breeding but only
limited inter-race breeding. The pattern of migra-
tion is determined by the number of migration
paths between the islands (9 out of 15 possible
paths in Figure 110.4). The frequency of migra-
tion is determined by the interval (no of genera-
tions) between migrations and the rate of transfer
(number of chromosomes per migration) between
islands.

GA1 GA2

GA3

GA4GA5

GA6

Fig. 110.4 Migration GAs: processing by independent standard

GAs
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A standard GA can be relatively easily adapted to
handle the requirements for migration by the ad-
dition of extra routines. Thus parameters are in-
cluded which enable the migration interval and
rate to be specified, subject to constraints. These
are probabilistic in nature and applied on a ran-
dom basis. Note that migration is normally bidi-
rectional.

Typically, chromosomes for migration are se-
lected at random from the subset of the export-
ing island’s chromosomeswhose fitness are greater
than its average. Likewise, chromosomes selected
for replacement may be chosen at random from
the subset of the importing island’s chromosomes
whose fitness are less than its average.

Another approach is to produce more offspring
than required at the exporting island. Emigrants
are selected at random from the offspring, suffi-
cient to maintain population size, and exported.
An equal number of chromosomes on the import-
ing island are eliminated to make room for the
immigrants. The philosophy behind this approach
is that the most fit individuals are more likely to
reproduce and are therefore most likely to migrate.

In terms of diversity, convergence and qual-
ity of solution, migration GAs significantly out-
perform global parallel GAs.

Diffusion

Whereas migration GAs introduce discontinuities
into the population through division into islands,
diffusion GAs treat the global population as a sin-
gle geographic distributionof chromosomes. Each
is assigned a node on the “surface” and is permit-
ted to breed with chromosomes at neighbouring
nodes. This is depicted in the form of a grid in
Figure 110.5.

Chromosomes are initialised at random and
their cost functions evaluated. Each node then
receives a copy of the chromosomes at adjacent
nodes. For example, node J31 receives copies from
J21,J32,J35 and J41.The fitnessof themembersof this
subset are evaluated and a candidate for reproduc-
tion with J31 is selected. Crossover and mutation
then takes place and the fittest offspring replaces
the chromosome at J31. Rules may be applied to
retain the original parent if neither offspring is
sufficiently fit to replace it. A single generation of
the GA consists of this process being repeated at
every node across the surface.

The local selection process leads to the fitter
members diffusing through the population. Af-
ter a few generations, local clusters of chromo-
somes with similar genetic characteristics and fit-
ness (may) emerge giving rise to virtual islands

J11 J12 J13 J14 J15

J21

J31

J41

J22

J32

J42

J23

J33

J43

J24

J34

J44

J25

J35

J45

Fig. 110.5 Diffusion GAs: processing by breeding at neighbouring nodes
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in the population. Subsequent generations lead to
consolidation: the smaller clusters coalesce and the
larger ones increase in size.As with all GAs, evolu-
tion continues until some end criterion is met.

Diffusion GAs may be thought of as replicat-
ing natural selection in the sense that individuals
tend to mate in their local environment. The lo-
cal neighbourhood selection mechanism encour-
ages greater exploration of the search space and
helps inhibit the early domination of the popula-
tion by fitter individuals. Diffusion GAs perform
better than migration GAs with comparable pop-
ulation sizes. The search is more robust in that it
is exhaustive, and the quality of the solutions in
terms of fitness is better.

110.9 Multi-Objective GAs
Consideration of GAs so far has focussed on op-
timisation problems for which there is a single
objective. In practice, many problems require the
simultaneous optimisation of multiple objectives.
Such problems may be handled by multi objec-
tive genetic algorithms (MOGA). Two approaches
to MOGAs are considered here: aggregation and
pareto ranking. There are other approaches, simu-
lated annealing being quite common. It should be
appreciated that MOGAs may be realised either by
means of a standard GA or by means of parallel
GAs. For the following explanations of MOGAs a
standard GA and a single population of chromo-
somes is assumed.

Apart from evaluation of fitness, the aggrega-
tion MOGA is essentially the same as the standard
GA as outlined in Figure 110.2. Strictly speaking,
it is not fitness as defined by Equation 110.3 that
is evaluated but a weighted sum of cost functions.
This is evaluated after reproduction, at each gen-
eration, for each chromosome as follows. Suppose
there are p objectives:

• A separate cost function for each of the p objec-
tives is evaluated as in Equation 110.2:

fjk(t) =
m
∑

i=1

gijk(t) (110.5)

where the subscripts i, j and k refer to the gene,
chromosome and objective respectively.

• Then the aggregated“fitness” is calculated from
the weighted sum of the cost functions forall the
objectives:

�j(t) = ˇ1.fj1 + ˇ2.fj2 + · · · ˇp.fjp

=
p
∑

k=1
ˇk.fjk(t)

(110.6)

Noting that the essential differencebetween cost
functions and fitness is a scaling factor due to
proportional assignment, the fact that cost func-
tions are aggregated rather than true fitness val-
ues is offset by appropriate choice of the ˇ coef-
ficients.

• The aggregated fitness is subsequently used as a
basis for reinsertion and thence selection.

This process clearly lends itself to matrix manip-
ulation. Thus, the cost functions of each chromo-
some may be stored as a (1 × p) row vector. For
a population of n chromosomes these may be as-
sembled into a (n × p) matrix:

F(t) =

⎡

⎢

⎢

⎢

⎣

f11(t) f12(t) · · · f1p(t)
f21(t) f22(t) · · · f2p(t)

...
...

...
...

fn1(t) fn2(t) · · · fnp(t)

⎤

⎥

⎥

⎥

⎦

(110.7)

Post-multiplication of F(t) by a (p×1) column vec-
tor of the ˇ coefficients yields the (n × 1) vector of
aggregated fitness values:

�(t) = F(t).B (110.8)

where:

B =
[

ˇ1 ˇ2 · · · ˇp

]T

� =
[

�1(t) �2(t) · · · �n(t)
]T

The attraction of the aggregated approach is that
it yields a single variable that is a simple mea-
sure of the optimality of the solution found to a
multi-objective problem. The simplicity, however,
is misleading because appropriate values for the
weighting coefficients are seldom known a priori



956 110 Genetic Algorithms

and have to be guessed on the basis of experience.
Furthermore, aggregation of the fitness values ob-
scures the relative contribution of each objective
to the overall optimisation.

110.10 Pareto Ranking
Within any population of potential solutions, even
if there are none which are optimal with regard to
every objective, it is likely that there will be several
that are sufficiently optimal with regard to most
objectives to be acceptable. It is also clear that for
any such solution, improvement against one ob-
jective can only be achieved at the expense of the
others.This subset of solutions is said to bepareto-
optimal and lies on some surface in the space de-
fined by the objectives’ cost-functions. The surface
is referred to as the trade-off surface and the space
as the objective space. The aim of pareto ranking
MOGAs is to establish which members of the pop-
ulation lie on that surface. This enables the user to
explore the trade-offs between the various objec-
tives on the basis of experience.

The pareto ranking approach is based upon
the concept of dominance, rather than on absolute
measures of performance, and is the only method
available in the absence of information about the
relative importance of the objectives. It is easiest to
visualise in two dimensions, so assume that there
are only two objectives (p = 2) for each of which
there is a cost function f1(t)and f2(t).Values of both
cost functions are determined for each member of
the population, some of which are plotted against
each other as depicted in Figure 110.6.

The subset of pareto-optimal solutions are
identified on the basis of being non-dominated.
They are indicated as being of rank 0. By inspec-
tion it can be seen that for each solution (of rank
0) there is no other solution (also of rank 0) that
is more optimal, i.e. that has a lower value of both
f1(t) and f2(t). Assigning rank to the remaining
solutions is more subjective. The approach here
is to assign a rank to an individual according to
how many other individuals it is dominated by.
Figure 110.6 depicts one rank 1 solution: this is

0

0

1

0

0

0

2

3

)t(f1

)t(f2

Fig. 110.6 Values of cost functions for each chromosome

clearly dominated by a single rank 0 solution that
has a lower value of both f1(t) and f2(t). An exam-
ple of both rank 2 and rank 3 solutions are also
depicted.

The above two objectives led to a trade-off
curve of rank 0 solutions in the cost function space,
albeit with a bulge in the vicinity of the rank 1 so-
lution. Clearly if three or more cost functions are
involved,an n-dimensional trade-off surfaceof the
pareto-optimal solutions is established. Note that,
because dominance is established on the basis of
distance from the origin, it is important to cast
the optimisation as a minimisation problem. Thus
maxima have to be converted into minima by in-
troducing a minus sign, and finite goals have to
be converted into minima by shifting the origin.
Also note that the nature of dominance is such
that ranking can be based on the cost functions
directly: there is no need for the axes to be scaled
or normalised.

110.11 Pareto Ranking MOGAs
Operation of a pareto ranking MOGA is asdepicted
in flow chart form in Figure 110.7.

In many respects operation is essentially the
same as explained for the standard GA. Initiali-
sation is by means of creating a random popula-
tion,perhapswith seeding.Selection is by means of
roulette wheel methods such as SSPR or SUS, and
reproduction by means of crossover and mutation.

Crossing individuals arbitrarily may lead to
large numbers of unfit offspring, referred to as
lethals, which could adversely affect the perfor-
mance of the search. It is far better to encourage
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Initialise population of chromosomes

Evaluate cost functions for every chromosome

Create offspring by reproduction

Apply sharing function to fitness values

Create new population by reinsertion 

Has end criterion been satisfied?

Change the cost functions

yes
no

Select chromosomes for evolution

Pareto rank all chromosomes

Convert rank to fitness

Return chromosomes of interest

Explore trade-offs? no
yes

Map chromosomes into problem domain

Fig. 110.7 Operation of a pareto ranking multi-objective GA

individuals on the trade-off surface, or close to it,
to mate with each other. Thus mating is restricted
to individuals within a given distance of each other.
The mating restriction can be thought of as a vol-
ume in objective space about each individual, the
volume being characterised by a radius �mate.

Consider two individuals, i and j, in a p-
dimensional objective space whose co-ordinates
are the values of their cost functions:

f i(t) =
[

fi1(t) fi2(t) · · · fip(t)
]

f j(t) =
[

fj1(t) fj2(t) · · · fjp(t)
]

The Euclidean distance between them is given by:

�ij =

√

[

f i(t) − f j(t)
] [

f i(t) − f j(t)
]T

(110.9)

Individuals are only permitted to mate provided
that �ij ≤ �mate. There is a certain amount of trial

and error involved in deciding what value of �mate

is most suitable for a given application.
After reproduction comes decoding, i.e. map-

ping of the chromosomes into the application do-
main, followed by evaluation of the cost func-
tions which obviously involves evaluating multiple
cost functions for each chromosome, followed by
pareto ranking as described above.

Conversion of rank to relative fitness � is es-
sential as this provides the basis for reinsertion and
selection, a basis which discriminates in favour of
the fittest individuals. Conversion is typically by
means of some exponential rule combined with
averaging. Suppose the exponential rule is:

�j = 2. exp(−(j − 1)/n) for j = 1, 2, . . . , n.

(110.10)
Consider the (very) untypical population depicted
in Figure 110.6, for whichn = 8.Applying the expo-
nential rule yields eight values of � from 2.0 down
to 0.834. The solutions are aligned against these
values in rank order to give provisional fitness val-
ues. Where several solutions have the same rank,
which is normally the case, the mean of those ex-
ponential values is used to yield the fitness values
� as indicated in Table 110.2.

Table 110.2 Fitness values on basis of common rank

Chromosome j �j Rank �jav

1 2.000 0 1.582

2 1.765 0 1.582

3 1.558 0 1.582

4 1.375 0 1.582

5 1.213 0 1.582

6 1.071 1 1.071

7 0.945 2 0.945

8 0.834 3 0.834

A common phenomenon is genetic drift which
means that, as the MOGA evolves, pareto-optimal
solutions tend to cluster along the trade-off sur-
face. This is undesirable because the aim of the op-
timisation is to explore solutions across the whole
of the trade-off surface.Genetic drift may be coun-
tered by the use of a sharing function which ef-
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fectively biases the selection process towards in-
dividuals that are spread out along the trade-off
surface.An important point to appreciate is that to
achieve a greater spread along the trade-off surface
the whole population has to be spread throughout
the objective space. There are two approaches to
spreading based upon so-called niche counts or
kernel densities.

The niche count approach involves a volume
of objective space of radius �share about each indi-
vidual. There are no hard and fast rules about the
size of �share and it is not uncommon for it to sim-
ply be set equal to �mate. The niche count Nc of an
individual is determined by the number of other
individuals within that volume.A sharing function
determines the contribution to that niche count
of the other individuals according to the distance
between them. An obvious example of a sharing
function is simple proportion. Suppose there are
ns individuals (i) at a distance �ij of individual (j).
Its niche count is thus:

Ncj = k.

ns
∑

i=1

(�share − �ij) for all �ij ≤ �share

(110.11)
This results in individuals that are clustered to-
gether having relatively high niche counts and
those that are spread out having low niche counts.
Each raw fitness value fj(t) is then weighted ac-
cording to its niche count. This is done using the
inverse of its niche count, normalised by the sum
of weights, subject to some constraint on zero di-
vision to allow for situations when ns is zero. Al-
ternatively, weighting may be realised by some in-
verse exponential function. The total fitness of the
population is thus re-distributed throughout the
population with the fitness of the more spread out
individuals being enhanced relative to the rest.

The basic problem with the niche count ap-
proach is that it involves calculating the distance
�ij between large numbers of pairs of individu-
als throughout the objective space, potentially n
factorial calculations, at each generation. This is
clearly prohibitive in terms of computational ef-
fort so, for large populations, kernel density esti-
mation methods are used. These achieve the same

ends by statistical means. So called kernel meth-
ods use a smoothing parameter h instead of niche
size. Guidelines exist for selection of appropriate
values of h for certain kernels such as the stan-
dard normal probability density function and the
Epanechnikov kernel.

Creation of the new population from the old
population and the offspring may be by means of
any of the reinsertion strategies outlined earlier
but the elitist strategy is common.

Unlikeconventional optimisation methods,the
use of MOGAs enables a degree of interaction
between the user and the optimisation process,
thereby enabling user experience to be brought to
bear upon the choice of solution from the pareto-
optimal set of solutions. Thus the MOGA may be
stopped at any stage to explore the trade-offs and,
if appropriate, the cost functions may be strength-
ened or relaxed. Alternatively, the MOGA may be
left to run for a fixed number of generations, the
resultant set of pareto-optimal solutions explored
for trade-offs and the MOGA run again. The end
criterion itself, as with the standard GA, may be ei-
ther the evolution of a solution that satisfies some
particular combinationof cost functionsor simply
a fixed number of generations.

110.12 Visualisation
Observing the progress and understanding the re-
sult of a standardGA witha singleobjective is fairly
straightforward. For example, the value of the cost
function of the fittest chromosome in the popu-
lation can be plotted against number of genera-
tions. The cost function will decrease, not neces-
sarily monotonically, and approach some limiting
value. As a basis for comparison, and as a measure
of the genetic diversity in the population, it is use-
ful to also plot the value of the cost function of that
chromosome whose solution is of median fitness.
This is typically as depicted in Figure 110.8.

Visualisation ofMOGAs is less straightforward.
Clearly the same plots as for a standard GA could
be generated to observe progress against the cost
functions corresponding to each of the separate
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objectives. However, the focus of interest with
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Fig. 110.8 Value of cost function versus number of generations

MOGAs is the set of pareto-optimal solutions and
the trade-offs between them in objective space.
Since trade-off surfaces cannot be visualised ge-
ometrically, other than for 2 or 3 objectives, solu-
tions are best handled as plots using parallel axes,
as described in Chapter 102. In the context of GAs,
such plots are referred to as trade-off graphs, an
example of which is depicted in Figure 110.9.

The x-axis represents the various objectives.
Each parallel y-axis represents the cost function
corresponding to a particular objective. The cost
functions along the y axes are normalised on a
common scale, of say 0–100%, to enable compar-
ison. Individuals are depicted by polygonal lines
connecting the solution’s cost functions.The trade-

off graph of Figure 110.9 has five objectives for
which four solutions have been plotted. By inspec-
tion it can be seen that solution A is dominated by
both solutions B and D. However, every other solu-
tion is non-dominated, i.e. for each solution there
is no other for which all the objectives have a lower
valued cost function.

A

B

C

D

1 2 3 4 5

Cost

fn %

Obj

Fig. 110.9 Trade-off graphs using parallel co-ordinates

Trade-off graphs can be used in different ways.
Typically, when the MOGA is stopped for interac-
tion at the end of a run or otherwise, all the pareto-
optimal solutions will be plotted and the pattern
inspected. A bunching together of cost function
values, as indicated for the first objective of Fig-
ure 110.9, suggests a hard constraint for which the
corresponding cost function could be relaxed. A
wide spread of cost function values, such as in-
dicated for the fourth objective, suggests there is
scope for tightening the cost function. In practice
there are usually many solutions on the trade-off

J3 K7J3 K7 C2K7K7 C2R1 J3

F2 J2 J3 C1 K7

time

LI5

Fig. 110.10 Gantt chart for batch scheduling
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graph and the patterns are fairly obvious so iden-
tifying the scope for trade-offs is relatively easy.
For batch scheduling purposes, the most effective
means of depicting the schedules generated as a
function of time is in the form of a Gantt chart, as
depicted in Figure 110.10.

Thus for each reactor (R1), filter (F2), etc.,
batches scheduled such as J2, J3 and K7 and clean-
ing cycles such as C1 and C2 are as indicated. Use
of colour coding and shading can be used to dis-
tinguishbetween transfer operations,reaction,etc.,
with blanks corresponding to idle periods. Of par-
ticular use are predicted inventory levels of raw
materials and intermediates, as depicted by the
trace LI5,which can be generated fairly easily from
the schedule.

110.13 Design of a Batch
Scheduling MOGA

Many variations on the implementation of a
MOGA are possible and it is common practice for
MOGAs to be designed to meet the specific re-
quirements of an application. So, whilst a batch
scheduling MOGA is generally consistent with the
structure of Figure 110.7, there are inevitably as-
pects of implementation specific to batch pro-
cesses. For example, schedules could be generated
subject to the simultaneous optimisation of the fol-
lowing objectives:

• Minimise lateness in meeting delivery deadlines
for which the cost function is lateness as defined
by Equation 110.2.

• Maximise plant utilisation for which the cost
function relates to the time spent by units (major
equipment items) waiting between operations
or standing empty.

• Maximise plant capacity for which the cost func-
tion relates to the fractional capacity ofunits not
occupied by a batch during processing.

• Minimise storage requirements for which the
cost function relates to thenumber of intermedi-
ates and products being stored, and the volumes
thereof.

• Minimise time spent on cleaning for which the
cost function relates to the time spent on inter-
batch cleaning of units.

The chromosomes will consist of a string of al-
phabetic codes as discussed. It is important, from
the point of view of feasibility, that the total no of
batches (length) and the number of batches of each
product (genes) be estimated fairly carefully. Note
that for a multi-stream, multi-product plant with
a scheduling horizon of the order of fortnight to
a month, the chromosomes could well be several
hundred genes long.

At first sight it may appear that the position of
a gene within the chromosome implies a time se-
quence. That may well be so for a single stream
plant with simple, single stage processes. How-
ever, with multi-stage processes involving storage
of intermediateproducts and/or withmulti-stream
plant, the order of the genes does not necessarily
define the sequence of batches in a chronological
sense. For example:

A B B C D D A B B C C C E
(2A, 4B, 4C, 2D and 1E)

Suppose there are two parallel streams and no
shared equipment modules. Manufacture of a
batchof productA followedby a batchofC couldbe
assigned to one stream, whilst the first two batches
of B are assigned to the other stream. Clearly, de-
pending on the time taken for individual batches, it
is possible for the batch of C (fourth gene) to com-
mence before the second batch of B (third gene).

Constraints may be imposed on both crossover
and mutation. This may be on a relative or abso-
lute basis. An example of the relative basis would
be a number of batches of the same product being
forced to be consecutive, irrespective of where the
group occurs within the schedule, to enable cam-
paign operation. An example of the absolute basis
would be fixing a specified number of batches at
the beginning of the schedule, because the sched-
ule is being re-run and the first few batches have
already been started.

Of particular importance to the MOGA is the
role of the schedule builder which is the program
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that interprets, or decodes, the chromosomes and
translates the solutions back into the application
domain. The builder makes use of a range of do-
main specific data, typically in the form of look up
tables.Using the terminology described in Chapter
37, this data includes:

• Production requirements in terms of which
products (and grades) are to be made, their
throughput (number of tonnes) and delivery
dates.

• Topology of the plant in terms of trains, units
(with values for maximum holding and mini-
mum running capacities) and equipment mod-
ules (especially exclusive use resources).

• Non-availability of units (such as reactors and
filters) due to planned shutdowns, breakdowns,
staffing shortages, etc.

• What recipes to use for which products in terms
of procedures and equipment types (especially
constraints on the suitabilityof certain units for
particular products).

• Structureof procedures in terms of order of op-
erations and phases, and constraints on such,
with time taken for each phase (according to
units if necessary).

• Storage facilities (with maximum capacity and
initial inventory) for each reagent, intermediate
and product (especially constraints on usage)
and delivery dates for raw materials.

• Inter-batch cleaning requirements in terms of
which procedure (if any) to use between any two
consecutive batches (according to units if neces-
sary).

The batch scheduler itself is a fairly complex set
of domain specific production rules (of an if-then-
else nature) that are consistently applied to every
chromosome. The essential tasks of the schedule
builder include the following:

• Allocate batches of different products to units
according to the order of the batches in the chro-
mosome and subject to the constraints on avail-
ability and suitability of units.

• Manage progression of batches from unit to unit
(if necessary) according to the procedural re-
quirements and constraints of plant topology.

• Impose inter-batch cleaning operations as ap-
propriate.

• Establish the chronology of events in terms of
start and stop times for each operation and/or
phase in every unit throughout the schedule,and
likewise for periods spent waiting.

• Maintain an inventory of the contents of all units
and storage vessels throughout the schedule.

• Manipulate the batch quantities, subject to con-
straints on unit capacities, to maintain feasi-
ble solutions in terms of scheduled throughput
compared with production requirements.

It is usually the case that any one batch couldbe as-
signed to many units, even after the constraints of
availability, topology and suitability are taken into
account. Thus, within the allocation process, there
is scope for alternative strategies. The two most
common approaches are to choose the fastest unit
to process the batch even if it means waiting for
the unit to become available, and choose the first
available unit even if it is the slowest for processing
the batch. Other alternatives are to choose the unit
at random, to choose that which will complete the
batch soonest, or that which will make it just-in-
time.In practice,somewhat surprisingly,the choice
of allocation strategy doesnot appear to havemuch
effect on the performance of the MOGA.

The notion of feasibility is important to grasp.
Infeasible solutions are those schedules which sig-
nificantly under- or over-produce in relation to the
production requirements. This concerns through-
put only (tonnes) and is not directly related to
meeting delivery dates.Whilst not encouraged, in-
feasible solutions are permitted to persist in the
population because they preserve genetic diversity.
Populations that consistently under-produce have
probably got too short a chromosome and require
extra genes, the number being found by trial and
error. Populations that over-produce may be ad-
justed by treating the excess as dummy batches.Al-
ternatively, noting that most schedules are re-run
before they reach the end of their scheduling hori-
zon, the excess batches may be left in the schedule
but not made.
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110.14 Comments
It can be seen that GAs differ substantially from
conventional search and optimisation methods. In
particular, they search a population of parallel so-
lutions rather than for a single solution and in-
variably come up with several possible solutions
to a problem, the final choice being left to the user.
For multi-objective optimisations, where there is
no unique solution, the MOGA presents a family of
pareto-optimal solutions which enables the user to
explore the trade-offs between them.

Because of the stochastic nature of the search
mechanism, GAs are capable of searching the en-

tire solution space with more likelihoodof finding
the global optimum than conventional methods.
Furthermore, they do not require derivative infor-
mation or other auxiliary knowledge: it is only the
cost functions and relative fitness values that in-
fluence the direction of search.

Whilst GAs and the techniques of genetic pro-
gramming are not new, their use for solving engi-
neering problems is a relatively recent occurrence.
Given that they can handle discontinuousand time
varying function evaluations, and will tolerate data
that is ill-defined, incomplete and uncertain, they
have much to offer.
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The essential strategy with multivariable control
system design is to establish a diagonal controller
such that there is unique stable relationship be-
tween each set point and a controlled variable.
There are two approaches, leading to the design
of either compensators or decouplers. However, as
was seen in Chapter 81, compensator and decou-
pler design is mathematically non-trivial so, al-
though most plants are inherently multivariable
in nature, these designs are seldom used.

It ismuchmore common to usemultiple single-
input single-output (SISO) control loops of a con-
ventional feedback nature. If there are no interac-
tions between the loops then a diagonal structure
results.Then it is possible to change the set point in
any one loopwithout affecting the other loops, and
each loop may be tuned independently. In practice,
it is likely that there will be interactions between
the loops, so the design process focuses on pairing
off inputs and outputs so as to minimise the extent
of interaction. Note that although interaction may
be minimised, it is seldom eliminated.

This chapter, therefore, focuses on two tech-
niques, relative gain analysis (RGA) due to Bris-
tol and singular value decomposition (SVD), of
which the former is more commonly used, for

identifying appropriate input-output pairings and
for analysing the consequent extent of interaction.
For a more comprehensive overview of the various
other techniques, the reader is referred to the texts
by Deshpande (1989), Luyben (1990) and Marlin
(2000).

111.1 Relative Gain Analysis
Suppose there is some preliminary multiloop con-
trol system design, based upon experience, in
which n inputs have been paired off with n out-
puts such that n control loops may be considered
to exist. Let these be defined as follows:

n process outputs (CVs): y1, y2, . . . yi, . . . , yn, and

n process inputs (MVs): u1, u2, . . . uj, . . . , un.

Theprocess gainsdefine the steady stateopen-loop
relationship between the inputs and outputs:

⎡

⎢

⎢

⎢

⎣

y1(s)
y2(s)

...
yn(s)

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

k11 k12 · · · k1n

k21 k22 · · · k2n

...
...

...
...

kn1 kn2 · · · knn

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

u1(s)
u2(s)

...
un(s)

⎤

⎥

⎥

⎥

⎦
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which is of the form:

y(s) = K.u(s) (111.1)

There may well be some diagonal structure to K,
but many of the off-diagonal terms will be non-
zero due to interactions. RGA provides a measure
of the strength of those interactions which enables
judgement about the suitability of the pairings.

Consider the interaction between the jth input
and the ithoutput.Two scenarios arenow explored:

1. Put all the controllers into their manual mode
with all their outputs at their normal values,
and apply a step change to the output of the
jth controller. Because of the interactions, it is
likely that several of the controlled variables
will change: what is of interest is the steady state
change in the ith controlled variable. Thus the
open loop gain between yi and uj when all the
other process inputs are held constant is:

kij

∣

∣ u =
āyi

āuj

∣

∣

∣

∣

u

(111.2)

2. Put all the controllers into their automatic
mode with all their set points at their normal
values, and apply a step change to the ith de-
sired value. Again, because of the interactions,
it is likely that several of the manipulated vari-
ables will change: what is of interest this time is
the steady state change in the jth manipulated
variable. Thus the closed loop gain between yi

and uj when all the other process outputs are
held constant is:

kij

∣

∣ y =
āyi

āuj

∣

∣

∣

∣

y

(111.3)

The relative gain between the output yi and the
input uj is defined to be the ratio:

�ij =
kij

∣

∣u

kij

∣

∣ y
(111.4)

The relative gain array is the array of relative gains
for every input and output pair:

  =

⎡

⎢

⎢

⎢

⎣

�11 �12 · · · �1n

�21 �22 · · · �2n

...
...

...
...

�n1 �n2 · · · �nn

⎤

⎥

⎥

⎥

⎦

(111.5)

The elements of the matrix   may be determined
empirically by means of the step response ap-
proach outlined above and using Equation 111.4,
or calculated as explained in the following exam-
ples. Either way, it is not necessary to determine
every value because the sum of the values in any
one row or column of   is unity. Thus if   is n
dimensional, then only (n − 1)2 elements need be
determined: the others may be found by summa-
tion.

Alternatively, if the elements of the K matrix of
Equation 111.1 are known, say by means of mod-
elling or step testing, then   may be found directly
from the formula

  = K.∗
(

KT
)−1

(111.6)

where the . ∗ denotes an element by element mul-
tiplication.

111.2 Interpretation of RGA
Elements

Interpretation of the values of the elements of   is
relatively straightforward and summarised in Ta-
ble 111.1.
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Table 111.1 Interpretation of RGA elements

�ij Interpretation

�ij = 1.0 This means that the open and closed loop gains are the same: it makes no difference whether
the other loops are in manual or auto, or whether the controller’s output or set point is changed.
Thus there are no interactions between the loop involving the jth input and the ith output and
any other loop. The ideal scenario

�ij = 0.0 This means either that the open loop gain is zero and/or that the closed loop gain is infinite. If
the open loop gain is zero then the jth input has negligible affect on the ith output. If the closed
loop gain is infinite then the jth input has a massive affect on the ith output. In both cases there
is no sensible basis for control

0.0 < �ij < 1.0 This means that there is a high degree of interaction, but the system is nevertheless stable. The
maximum interaction occurs when � is 0.5

1.0 < �ij < 10 The open loop gain is relatively large compared with the closed loop gain.This means that there
are significant open loop interactions which the closed loop can counter effectively.
It is preferable to pair off those inputs and outputs whose RGA elements are closest to 1.0

�ij > 10 This means that there are strong interactions.The relative gains are very sensitive to steady state
gain error and any decoupling control is likely to become unstable with only a small degree of
plant model mismatch (PMM)

�ij < 0.0 The jth input and ith output loop pairing is unsuitable for control. This is because the controller
changes sign between the open and closed loop scenarios and problems will be encountered
with robustness

111.3 Worked Example:
L-V Scheme

Consider the distillation column of Chapter 90. A
dynamic model for its concentration lags in devi-
ation form was developed:
⎡

⎣

Ẋ1

Ẋ2

Ẋ3

⎤

⎦ =

⎡

⎣

a11 a12 0
a21 a22 a23

0 a32 a33

⎤

⎦

⎡

⎣

X1

X2

X3

⎤

⎦ (90.4)

+

⎡

⎣

b11 b12 0 0
b21 b22 b23 b24

b31 b32 b33 0

⎤

⎦

⎡

⎢

⎢

⎣

L
V
F
XF

⎤

⎥

⎥

⎦

or, by notation:

ẋ = A.x + B.u

For RGA purposes a steady state model only is re-
quired. Thus, setting ẋ = 0 gives:

0 = A.x + B.u
x = −A−1.B.u = G.u

Assuming the values for the coefficients of the A
and B matrices from theWorked Example of Chap-
ter 90 yields:

⎡

⎣

X1

X2

X3

⎤

⎦ =

⎡

⎣

0.246 -0.215 0.0491 0.498
0.310 -0.295 0.100 1.011
0.558 -0.565 0.234 1.558

⎤

⎦

⎡

⎢

⎢

⎣

L
V
F
XF

⎤

⎥

⎥

⎦

(111.7)
Suppose it is proposed to control the column by
the L-V scheme of Figure 35.10. In this scheme the
concentrations X1 and X3 are controlled by manip-
ulating L and V respectively.

Assuming the other inputs to be constant,
Equation 111.7 reduces to:

[

X1

X3

]

=

[

0.246 −0.215
0.558 −0.565

] [

L
V

]

(111.8)

which is of the form of Equation 111.1 where:

K =

[

0.246 −0.215
0.558 −0.565

]
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First, find the open loop gain. Keeping the input V
constant, differentiate to find the effect of L on X1:

X1 = 0.246.L − 0.215.V

k11| V =
∂X1

∂L

∣

∣

∣

∣

V

= 0.246

Second, find the closed loop gain. Keeping the
output X3 constant, manipulate Equation 111.8 to
eliminate V and differentiate again to find the ef-
fect of L on X1:

X1 = 0.246.L − 0.215.

(

0.558.L − X3

0.565

)

= 0.0334.L + 0.381.X3

k11| x3 =
∂X1

∂L

∣

∣

∣

∣

X3

= 0.0334

Hence:

�11 =
k11| V

k11| x3
=

0.246

0.0334
= 7.37

Note the same result could have been obtained
from:

�11 =
1

1 −

(

k12.k21

k11.k22

)

Knowing that the rows and columns of   each add
up to unity, this yields:

 LV =

[

7.37 −6.37
−6.37 7.37

]

Again, note the same result could have been ob-
tained from Equation 111.6.

This demonstrates that controlling the concen-
trations X1 and X3 by manipulating L andV respec-
tively is a viable strategy but with significant in-
teractions. This should not be surprising because,
as depicted in Figure 90.4, the column has only
got two plates and one still so there is bound to
be much interaction between the top and bottom
compositions.The large values of the relative gains
suggest that the L-V scheme may be too sensitive.

Clearly controlling X1 by manipulating V and
X3 by manipulating L will not work.

111.4 Worked Example:
L-B Scheme

Now consider the same column for which the con-
trol scheme of Figure 35.12 is proposed in which
the concentrations X1 and X3 are controlled by ma-
nipulating L and B respectively.

Noting that L = B + V in deviation form at
steady state, substituting for V into Equation 111.8
gives:

[

X1

X3

]

=

[

0.0309 0.215
−0.0066 0.565

] [

L
B

]

(111.9)

First, the open loop gain: keep the input B constant
and find the effect of L on X1:

X1 = 0.0309.L + 0.215.B

k11| B =
∂X1

∂L

∣

∣

∣

∣

B

= 0.0309

Next the closed loop gain,keeping X3 constant.Ma-
nipulate Equation 111.9 to eliminate B:

X1 = 0.0309.L + 0.215.

(

0.0066.L + X3

0.565

)

= 0.0334.L + 0.381.X3

k11| x3 =
∂X1

∂L

∣

∣

∣

∣

X3

= 0.0334

Hence:

�11 =
k11|B

k11| x3
=

0.0309

0.0334
= 0.925

Again, knowing that the rows and columns of  
each add up to unity, this yields:

 LB =

[

0.925 0.075
0.075 0.925

]

This demonstrates that controlling the concentra-
tions X1 and X3 by manipulating L and B is a vi-
able strategy with relatively weak interactions.The
closeness of the relative gains to unity means that
the L-B strategy is much superior to L-V in this
case.
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111.5 Worked Example:
D-V Scheme

Similarly the D-V scheme of Figure 35.11 may be
considered in which the concentrations X1 and X3

are controlled by manipulating D and V respec-
tively.

Substituting for L from V = L+D into Equation
111.8 gives:

[

X1

X3

]

=

[

−0.246 0.0309
−0.558 −0.0066

] [

D
V

]

(111.10)

Keeping the inputV constant and finding the effect
of D on X1 yields the open loop gain:

k11| V =
∂X1

∂D

∣

∣

∣

∣

V

= −0.246

Keeping X3 constant and manipulating Equation
111.10 to eliminate V yields:

X1 = −2.86.D − 4.68.X3

whence the closed loop gain:

k11| x3 =
∂X1

∂D

∣

∣

∣

∣

X3

= −2.86

Hence:

�11 =
k11| V

k11| x3
=

−0.246

−2.86
= 0.0861

Again, knowing that the rows and columns of  
each add up to unity, this yields:

 DV =

[

0.086 0.914
0.914 0.086

]

The D-V strategy is only viable if X1 is controlled
by manipulating V and X3 is controlled by manip-
ulating D. The strategy would be subject to weak
interactions. The outcome for the D-V strategy
demonstrates the principal weakness of the RGA
approach: that it is based upon steady state re-
sponses and does not take dynamics into account.
Clearly there would be a dynamic penalty if each
CV and its MV are at opposite ends of the column.

111.6 Effective Gain
The gain of a single-input single-output system is
given by:

k = y/u

For a multiple-input multiple-output system, the
input and output signals are vectors. The strength
of a vector is found by summing its elements to
find its so-called 2-Norm. Referring to Equation
111.1:

∥

∥y
∥

∥

2
=
√

y2
1 + y2

2 + · · · + y2
n

‖u‖2 =
√

u2
1 + u2

2 + · · · + u2
n

The effective process gain is found from the ratio
of the 2-Norms:

k =

∥

∥y
∥

∥

2

‖u‖2

This is a single metric that gives a quantitative feel
for the sensitivity of the plant or process. Consider
again the L-V system of Equation 111.8:

[

X1

X3

]

=

[

0.246 −0.215
0.558 −0.565

] [

L
V

]

(111.8)

The effective gain depends upon the input “direc-
tion”, as can be seen as follows:

If u =

[

1
0

]

so ‖u‖ = 1 then y = K.u =

[

0.246
0.558

]

and
∥

∥y
∥

∥ = 0.610 whence k = 0.610.

If u =

[

0
1

]

so ‖u‖ = 1 then y = K.u =

[

−0.215
−0.565

]

and
∥

∥y
∥

∥ = 0.604 whence k = 0.604.

111.7 Singular Values
As the relative values of the inputs change, so the
value of k varies between limits. There exist maxi-
mum and minimum values of k which are referred
to as the singular values of the matrix K. Consider
again the L-V system.



970 111 Multiloop Systems

Its maximum singular value occurs if

u1 =

[

1.000
−0.991

]

which gives y
1

= K.u1 =

[

0.459
1.118

]

.

Hence ‖u1‖ = 1.408 and
∥

∥y1

∥

∥ = 1.209 yielding
k1 = 0.858.

The minimum singular value occurs if

u2 =

[

−1.000
−1.009

]

giving y
2

= K.u2 =

[

−0.0291
0.0121

]

.

Hence ‖u2‖ = 1.421 and
∥

∥y2

∥

∥ = 0.0315 yielding
k2 = 0.022.

That these input vectors do indeed correspond to
the singular values of the effective gain can be veri-
fied by evaluating k with slightly different elements
of u1 and u2.

The condition number is the ratio of the max-
imum to minimum singular values:

C =
SMAX(K)

SMIN(K)
=

0.858

0.022
= 39.0

The condition number is a measure of control-
lability, C = 1.0 being ideal. A large condition
number, say C > 25, indicates that a system is ill-
conditioned. This means that some combinations
of inputs have a strong effect on the output whilst
other combinationshave a weak effect.Also, a large
condition number indicates that a control strategy
may be overly sensitive to plant-model mismatch.

The fact that the L-V scheme for the worked ex-
ample is so ill-conditioned should not be surpris-
ing as it is known that there are significant inter-
actions between the composition loops. The high
condition number indicates that the L-V scheme is
very sensitive to plant-model mismatch. The con-
dition numbers for the L-B and D-V schemes are
19.4 and 19.7 respectively, both of which are better
than for the L-V scheme but still not well condi-
tioned.

The minimum singular value is often referred
to as the Morari resilience index and is itself a use-
ful measure of controllability. The larger the min-
imum singular value, the more controllable or re-
silient the process.

111.8 Application to Blending
System

Consider the blending system depicted in Fig-
ure 81.1, whose process transfer function is:

[

f0(s)
c#(s)

]

=

[

1 1
−eLs eLs

] [

f1(s)
f2(s)

]

Application of the RGA and SVD techniques yields
the following results:

  =

[

0.5 0.5
0.5 0.5

]

, C = 1.0

The system is clearly subject to very strong inter-
actions but is well conditioned. Thus it is robust to
PMM and should be controllable with multivari-
able compensators or decouplers.

111.9 Singular Value
Decomposition

The maximum and minimum singular values, and
hence the condition number, can be found directly
by a technique known as singular value decompo-
sition. In essence, the singular values are given by
the decomposition:

K = Y.S.UT (111.11)

where

K is the steady state gain matrix of the plant,
as in Equation 111.1.

S is a diagonal matrix comprised of the singu-
lar values of K in descending order.

U is a matrix of column vectors that represent
the input directions of the plant, arranged in
order from maximum to minimum gain.

Y is a matrix of column vectors that represent
the output directions of the plant, arranged
in order from maximum to minimum gain.

Note that the column vectors of both U andY must
be orthogonal, i.e. at right angles to each other.
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Also, for the purposes of comparison, they are or-
thonormal, i.e. of “unit length”.Thus,by definition,
the matrices U and Y are such that

U.UT = UT.U = I and Y.YT = YT.Y = I
(111.12)

111.10 Worked Example No 4
Consider again the L-V system of Equation 111.8
for which:

K =

[

0.246 −0.215
0.558 −0.565

]

Noting that SVD is a standard function in most
matrix manipulation packages, K may be decom-
posed according to Equation 111.11 as follows:

S =

[

0.858 0
0 0.022

]

U =

[

0.710 −0.704
−0.704 −0.710

]

Y =

[

0.380 −0.925
0.925 0.380

]

By inspection it can be seen that:

• The singular values are as found in Section 7
above, giving the same condition number.

• The matrices U and Y are comprised of the col-
umn vectors u1 and u2, y1

and y
2
.

• The ratios of the values of the elements of these
vectors are the same as those used in Section 7
above, so the vectors have the same directions.

That U andY are orthonormal can be verified from
Equation 111.12.

111.11 Comments
In summary, for the three stage column of Fig-
ure 90.3, RGA indicates that the L-W scheme is
significantly better than the L-V scheme although
SVD indicates that it is somewhat ill conditioned.
As for the blending system of Figure 35.10, RGA
indicates that there are very strong interactions al-
though SVD indicates that the system is well con-
ditioned.

It is essential to appreciate that the RGA and
SVD techniques use steady state criteria to select
and/or analyse control loop interactions.The most
suitable pairings indicated may be impractical for
other reasons.

There is a view, articulated by Luyben (1990),
that approaches such as RGA are inherently flawed
because they are based on the premise that inter-
action is undesirable. This may be so for servo
control, i.e. in response to set point changes, but
most process control is of a regulatory nature in
which rejection of disturbances is the primary ob-
jective. Indeed, limited interaction may assist the
controller’s task of rejection by absorbing some of
the effects of disturbances. Thus RGA should per-
haps be viewed as a technique for eliminating the
worst pairings rather than identifying the best.
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Output feedback is traditional: the variables being
controlled are measured and fed back to their re-
spective controllers. However, the outputs do not
necessarily describe a system fully. It is the current
states of the system that fully describe it which,
together with the inputs, determine its future con-
dition. Using the states for feedback therefore of-
fers the potential for improved control. This chap-
ter provides an introduction to the principles of
design of state-feedback regulators. There are es-
sentially four stages of design:

• Derive the controller by means of pole place-
ment.

• Introduce a set-point to enable regulo control.
• Specify an observer to provide full state-

feedback.
• Integrate the observer with the controller.

The design of state-feedback regulators is covered
in detail in most texts on modern control systems
design, such as that by Dutton (1997), to which the
reader is referred for more detailed information.

112.1 The Control Law
The simplest form of state-feedback is as depicted
in Figure 112.1. It is presumed that all of the states
can be measured. An important point to appreci-
ate with state-feedback is that the dynamics of the
measurements and actuators are either assumed
to be negligible or are included in the state-space
description of the process and/or plant.

u.Bx.Ax +=

-K

u x

Fig. 112.1 Simple state feedback with a controller matrix

Suppose that the system is single-input single-
output (SISO). There are several states and the in-
put u is a scalar, whence the controller matrix K is
a row vector of gains:

u = −Kx = −
[

k1 k2 · · · kn

]

⎡

⎢

⎢

⎢

⎣

x1

x2

...
xn

⎤

⎥

⎥

⎥

⎦

(112.1)
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Each of the states contributes to the control signal,
the controller gains being weighting factors as ap-
propriate. Note the minus sign which is necessary
to allow for the fact that there is no comparator in
this simple form of state-feedback system.

Block diagram algebra thus leads to:

ẋ = Ax + Bu = Ax − B.Kx

sx(s) − x(0) = Ax(s) − BKx(s)

x(s) = (sI − (A − BK))−1 .x(0)

The characteristic equation for the closed loop sys-
tem is thus:

det [sI − (A − BK)] = 0 (112.2)

For an nth order system this will be an nth or-
der polynomial with n closed loop poles and n
controller gains. The objective is to determine the
gains that produce pole positions which corre-
spond to a specified closed loop performance.This
is achieved by comparing the characteristic equa-
tion of the system with a user specified character-
istic polynomial.

112.2 Worked Example No 1
Consider the third order system depicted in Fig-
ure 112.2. Note that this is essentially the same sys-
tem as was considered in Worked Example No 1
of Chapter 74 on root locus and Worked Example
No 1 of Chapter 80 on state-space.

-K

C
u yx

)3s)(2s)(1s(

6

+++

Fig. 112.2 Third order system of Worked Example No 1

⎡

⎣

ẋ1

ẋ2

ẋ3

⎤

⎦ =

⎡

⎣

0 1 0
0 0 1

−6 −11 −6

⎤

⎦

⎡

⎣

x1

x2

x3

⎤

⎦+

⎡

⎣

0
0
6

⎤

⎦ .u (112.3)

y =
[

1 0 0
]

⎡

⎣

x1

x2

x3

⎤

⎦

The characteristic equation for the closed loop sys-
tem is:

det

⎡

⎣

⎡

⎣

s 0 0
0 s 0
0 0 s

⎤

⎦

−

⎛

⎝

⎡

⎣

0 1 0
0 0 1

−6 −11 −6

⎤

⎦ −

⎡

⎣

0
0
6

⎤

⎦

[

k1 k2 k3

]

⎞

⎠

⎤

⎦ = 0

which expands to give:

s

∣

∣

∣

∣

s −1
11 + 6k2 s + 6(1 + k3)

∣

∣

∣

∣

+ 6 (1 + k1)

∣

∣

∣

∣

−1 0
s −1

∣

∣

∣

∣

= 0

whence:

s3 + 6 (1 + k3) s2 + (11 + 6k2) s + 6 (1 + k1) = 0
(112.4)

First, suppose that a critically damped response is
required, corresponding to repeated real roots. For
the purpose of comparison, choose the combina-
tion of roots of the characteristic equation given
in Table 74.1:

(s + 3.155) (s + 1.423) (s + 1.422) = 0

s3 + 6.0s2 + 11.0s + 6.384 = 0

Comparing coefficients with Equation 112.4 gives:

6(1 + k1) = 6.384
11 + 6k2 = 11
6(1 + k3) = 6

hence K =
[

0.064 0.0 0.0
]

Because the roots chosen lie on the root locus of
the output feedback system,the design has not sur-
prisingly come up with a single gain element of
0.064. Notice that the gain is applied to the state
x1 which corresponds to the output y. Thus, in ev-
ery respect, this state-feedback design is equivalent
to the output feedback design. However, it doesn’t
have to be.
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Second, suppose that an underdamped response
is required. Deliberately choose a characteristic
polynomial whose roots do not lie on the root lo-
cus of the output feedback design. Specify domi-
nant closed loop pole positions corresponding to
a damping factor of 0.8, say, for which the oscilla-
tions will decay away quickly:

(s + 5.0)
(

s + 0.4 + j0.3
) (

s + 0.4 − j0.3
)

= 0

which gives the closed loop characteristic polyno-
mial:

s3 + 5.8s2 + 4.25s + 1.25 = 0

Again, comparing coefficientswith Equation 112.4
gives:

6(1 + k1) = 1.25
11 + 6k2 = 4.25
6(1 + k3) = 5.8

hence K = −
[

0.792 1.125 0.033
]

Three comments are worth making at this stage.
First, the system matrix of the state-space model
in Equation 112.3 was of the companion form, as
described in Chapter 80. This is not essential: the
pole placement approach works just as well with
other forms of state-space model. However, if the
system matrix is not in companion form, compar-
ison of the coefficients of the characteristic and
polynomial equations results in a set on n equa-
tions in n unknowns which has to be solved for the
elements of K.

Second, the magnitude of the elements of the
controller matrix K are an indication of the appro-
priateness of the choice of the closed loop pole po-
sitions. In general, very large values imply that a lot
of control effort is required to force the system to
give thedesired response,probably resulting in sat-
uration of the controller output. Conversely, very
small values imply that the system is very sensitive
and the design will be vulnerable to plant/model
mismatch.

Third, a SISO system only has been considered.
There is no reason why a multivariable control
system cannot be similarly designed although, of
course, the interactionsmust be taken into account.

Thus, for example, for two inputs and n states,
Equation 112.1 becomes:

[

u1

u2

]

= Kx =

[

k11 k12 · · · k1n

k21 k22 · · · k2n

]

⎡

⎢

⎢

⎢

⎣

x1

x2

...
xn

⎤

⎥

⎥

⎥

⎦

(112.5)

112.3 Set Point for Regulo
Control

The state-feedback system developed thus far is
regulatory in nature. However, to be of any prac-
tical use, a set-point needs to be incorporated as
depicted in Figure 112.3. Note also that a distur-
bance vector d has been introduced, although for
design purposes this is assumed to be zero.

R
r

u.Bx.Ax += C

K

+
–

xu

d

y

Fig. 112.3 State feedback with a set point

Assuming the controller matrix K has been de-
signed by pole placement such that state-feedback
satisfies the dynamic criteria, the design focuses
on specifying the reference factor R to satisfy the
steady state criterion.

Suppose that a step change in set-point of
magnitude r occurs. Once steady state has been
reached:

u(∞) = R.r − K.x(∞) (112.6)

The reference factor R has to be specified such that
at steady state there is no offset, i.e.

y(∞) = r (112.7)

Let RX be a column vector defined to relate the
steady states of the system to its set-point. And let
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RU be a scalar defined to relate the input,necessary
to achieve those steady states, to the set-point:

x(∞) = Rx.r

u(∞) = Ru.r
(112.8)

Substitute Equation 112.8 into 112.6 gives:

Ru.r = R.r − K.Rx .r

hence:
R = K.Rx + Ru (112.9)

The values of RX and RU may themselves be found
fromsteady state considerations.Thegeneral state-
space equations are:

ẋ = Ax + Bu

y = Cx + Du

At steady state:

0 = Ax(∞) + Bu(∞)

y(∞) = Cx(∞) + Du(∞)

Substitute from Equation 112.8 gives:

0 = A.Rxr + B.Rur

y(∞) = C.Rxr + D.Rur

These equations may be arranged in matrix form:

[

A B
C D

][

Rx

Ru

]

.r =

[

0
1

]

.y(∞)

However, r and y(∞) cancel according to Equation
112.7. Matrix inversion yields:

[

Rx

Ru

]

=

[

A B
C D

]−1 [
0
1

]

(112.10)

Note that RX and RU are properties of the system
and are independent of the size of the set-point
change, normal values, etc. So, provided that the
matrices A, B, C and D are known, Rx and Ru can
be found from Equation 112.10; hence R can be
found from Equation 112.9.

Also note that by virtue of Equation 112.7, which
is the basis of the design, there is no offset for set
point changes so, in principle, integral action is
not required. In practice integral action is required
to cope with offsets due to both process distur-
bances and plant/model mismatch. This is covered
later on.

112.4 Worked Example No 2
Reconsider the system of Worked Example No 1
and depicted in Figure 112.2 with the second state-
feedback controller design. From Equation 112.10:
[

Rx

Ru

]

=

[

A B
C D

]−1 [
0
1

]

=

⎡

⎢

⎢

⎣

0 1 0 0
0 0 1 0

−6 −11 −6 6
1 0 0 0

⎤

⎥

⎥

⎦

−1 ⎡

⎢

⎢

⎣

0
0
0
1

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎣

1
0
0
1

⎤

⎥

⎥

⎦

whence:

Rx =

⎡

⎣

1
0
0

⎤

⎦ and Ru = 1

Substituting into Equation 112.9 gives:

R = K.Rx + Ru

= −
[

0.792 1.125 0.033
]

⎡

⎣

1
0
0

⎤

⎦ + 1 = 0.208

112.5 Observer Design
The control law of Equation 112.1 assumed that all
the states were available for feedback. This is gen-
erally not the case, largely due to the limitations
of measurement. Usually the constraint is lack of
instrumentation, either it doesn’t exist or it’s too
expensive,but sometimes the signal is implicit and
cannot be measured anyway. In such situations it
is necessary to estimate the states and to use the
estimate of the state vector for feedback purposes.
An observer is the name given to an estimator that
is used for estimating the states of a system.
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From a knowledge of the A and B matrices of the
system, a state-space model of the process based
upon estimates of its states is of the form:

˙̂x = A.x̂ + B.u (112.11)

where ˆ denotes an estimate. Knowing the real in-
puts to the process, and the initial conditions, an
estimate of its states could be found directly by
solving the model:

x̂(t) = L−1
{

(sI − A)−1 B.u(s)
}

In practice, the inputs vary with time and the so-
lution has to be found by numerical integration.
Provided that the A matrix is accurate and the sys-
tem is stable, then the estimates of the states will
converge numerically on their truevalues.This can
be demonstrated by considering the errors on the
estimates of the states, their residuals. Let:

x̃ = x − x̂ (112.12)

where ∼ denotes the residual.Differentiating gives:

˙̃x = ẋ − ˙̂x
= A.x + B.u −

(

A.x̂ + B.u
)

= A.
(

x − x̂
)

= A.x̃

The solution to this is as stated in Chapter 80:

x̃ = eAt.x̃(0)

where the transition matrix:

¥ (t) = eAt = L−1
{

[sI − A]−1
}

Thus, provided the system’s eigenvalues, i.e. the
roots of:

det [sI − A] = 0

are negative real, or have negative real parts, the
solution is stable and converges.

112.6 Full Order Observer
The problem with the predictor of Equation 112.11
is that the inputs are seldom known accurately and
there is inevitably some plant/model mismatch, i.e.
errors in the A and B matrices. These always re-
sult in offset and can lead to numerical instability.
So, to improve upon convergence, the predictor-
corrector approach is used. The general structure
of a so-called “full order observer” for a SISO sys-
tem is as depicted in Figure 112.4.

u
Plant

d

+
+

+

–
L

y~

ŷ

)x̂.Cy(L

u.Bx̂.Ax̂

−+

+= C
x̂

y

Fig. 112.4 Structure of a full order observer

The predictor corrector is comprised of the state
space model of the plant, i.e. its system and in-
put matrices A and B respectively, with an extra
term for correction purposes. The corrector is in
proportion to the size of the prediction error. Re-
member that the dynamics of the instrumentation,
i.e. of the actuator and of the measurement must
be included in the model:

˙̂x = A.x̂ + B.u + L.ỹ

= A.x̂ + B.u + L.
(

y − ŷ
)

= A.x̂ + B.u + L.
(

y − C.x̂
)

(112.13)

The predictor-corrector is solved by numerical in-
tegration and is discussed later on. Thus an esti-
mate of the state vector is obtained. The output
matrix C then picks out that state which is mea-
sured to provide an estimate of the output. This
is compared with the true output and the residual
determined. The residual is operated upon by the
observer matrix L which corrects the state space
model.

The observer matrix L is a column vector of
gains, or weighting factors, and is the principal de-
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sign parameter of the observer. The basic philoso-
phy is to estimate all the states,whether they can be
measured or not. Then, by driving the residual on
that state which is measured to zero, the estimates
of all the states will be driven towards their actual
values.

Fundamental to this is convergence (on zero) of
the residuals. This is established by consideration
of the observer’s dynamics. As before:

x̃ = x − x̂

˙̃x = ẋ − ˙̂x

Substituting from 112.13 gives:

˙̃x = A.x + B.u −
(

A.x̂ + B.u + L.
(

y − C.x̂
))

= A.
(

x − x̂
)

− L.
(

C.x − C.x̂
)

= (A − L.C) .x̃

the solution to which is:

x̃(s) = (sI − (A − L.C))−1 .x̃(0)

for which the characteristic equation is:

det [sI − (A − L.C)] = 0 (112.14)

Provided the observer’s eigenvalues are negative
real,or have negative real parts, stable convergence
is assured. The approach is essentially the same as
for designing the controller matrix K itself. Thus
the desired observer performance is articulated
in the form of a characteristic polynomial which,
by comparing coefficients with the characteristic
equation, yields the observer gains.

By design, the observer’s dynamics are much
faster than those of the controller considered pre-
viously, irrespective of the initial conditions. The
predictor-corrector nature of the observer pro-
vides robustness: this is particularly important
given the likely errors in the matrices A, B and C.

112.7 Worked Example No 3
Again consider the system of Worked Examples
No 1 and 2. Since there are three states then the

characteristic polynomial must be third order. For
the observer’s response to be stable choose poles
on the negative real axis: this will give exponen-
tial decay of the residuals. For the decay to be fast
choose pole positions that correspond to lags that
are of similar magnitude to the smallest lags of the
system itself.

The following characteristic polynomial should
be good enough:

(s + 4) (s + 3)2 = 0

s3 + 10s2 + 33s + 36 = 0
(112.15)

The characteristic equation is formed from Equa-
tion 112.14:

det

⎡

⎣

⎡

⎣

s 0 0
0 s 0
0 0 s

⎤

⎦

−

⎛

⎝

⎡

⎣

0 1 0
0 0 1

−6 −11 −6

⎤

⎦ −

⎡

⎣

l1
l2
l3

⎤

⎦

[

1 0 0
]

⎞

⎠

⎤

⎦ = 0

which yields:

s3 + (6 + l1) .s2 + (11 + 6.l1 + l2) .s

+ (6 + 11.l1 + 6.l2 + l3) = 0

Comparing coefficients with Equation 112.15
gives:

6 + l1 = 10

11 + 6.l1 + l2 = 33

6 + 11.l1 + 6.l2 + l3 = 36

which may be solved to give the observer design:

L =

⎡

⎣

4
−2
−2

⎤

⎦

112.8 Reduced Order Observer
It is not necessary to estimate all the states of a
system if there are good quality, noise free mea-
surements of some of the states available. In such
cases estimating a reduced order observer is suffi-
cient.
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In the following analysis a SISO system is consid-
ered in which it is assumed that the single out-
put is measured. The basic approach to designing
a reduced order observer is to partition the state
vector into the measured state and a vector of un-
measured states as follows:
[

ẋ1

ẋ2

]

=

[

A11 A12

A21 A22

] [

x1

x2

]

+

[

B1

B2

]

.u (112.16)

where subscript 1 denotes the known (measured)
state and 2 denotes the unknown states:

y =
[

1 0
]

[

x1

x2

]

(112.17)

From Equation 112.16 the equation for the mea-
sured state is:

ẋ1 = A11.x1 + A12.x2 + B1.u

Substituting from 112.17 and rearranging gives:

ẏ = A11.y + A12.x2 + B1.u

A12.x2 = ẏ − A11.y − B1.u
(112.18)

Notice that the right handsideof this equation con-
sists of functions of the input and output signals
only, and is thus known at all times.

Also from Equation 112.16 comes the equation
for the vector of unmeasured states:

ẋ2 = A21.x1 + A22.x2 + B2.u (112.19)

A reduced observer may be formulated for this un-
known vector in predictor corrector form:

˙̂x2 = A21.x1 + A22.x̂2 + B2.u + L.A12.
(

x2 − x̂2

)

(112.20)
Substituting from Equations 112.17 and 112.18 and
rearranging gives:

˙̂x2 = A21.y + A22.x̂2 + B2.u

+ L.
(

ẏ − A11.y − B1.u − A12.x̂2

)

= (A22 − L.A12) .x̂2 + (A21 − L.A11) .y

+ (B2 − L.B1) .u + L.ẏ (112.21)

This is the reduced order observer. Note that it in-
cludes the derivative of the output. This is prob-
lematic if there is any noise and is overcome by
introducing a new state. Let:

x3 = x̂2 − L.y

ẋ3 = ˙̂x2 − L.ẏ
= (A22 − L.A12) .x̂2

+ (A21 − L.A11) .y + (B2 − L.B1) .u

So the estimate of the full state vector is now given
by:

x̂ =

[

x1

x̂2

]

=

[

y
x3 + L.y

]

Again the matrix L is a column vector of gains and
is the principal design parameter.The observer L is
specified by consideration of the dynamics of the
state error:

x̃2 = x2 − x̂2

˙̃x2 = ẋ2 − ˙̂x2

Substituting from Equations 112.16 and 112.20
gives:

˙̃x2 = A21.x1 + A22.x2 + B2.u

−
(

A21.x1 + A22.x̂2 + B2.u

+ L.A12.
(

x2 − x̂2

)

)

= A22.
(

x2 − x̂2

)

− L.A12.
(

x2 − x̂2

)

= (A22 − L.A12) .x̃2

the solution to which is:

x̃2 = (sI − (A22 − L.A12))−1 .x̃2(0)

for which the characteristic equation is:

det [sI − (A22 − L.A12)] = 0 (112.22)

As with the full order observer, appropriate pole
positions are specified for the observer resulting
in a characteristic polynomial. Comparison with
the characteristic equation yields the gains of the
observer L.

Use of a reduced order observer saves on the
computation effort involved in the estimation pro-
cess. However, if there is any doubt about the qual-
ity of the measurements, it is probably best to use a
full order observer. It is also easier to understand!
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112.9 Integration of Observer
and Controller

The way in which the controller, set-point and ob-
server are integrated is as depicted in Figure 112.5.
Note that the full order observer is used.Also note
that the controller input is the state estimate.
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Fig. 112.5 Integration of controller, set point and observer

As stated, it is inevitably the case that plant/model
mismatch occurs, i.e. there are errors in theA and B
matrices. These result in offset. This can be coun-
tered by introducing some integral action as de-
picted in Figure 112.6.
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Fig. 112.6 State feedback control with integral action

In general, the amount of integral action required
is only slight and may be tuned by adjusting some
integral time TI as in Equation 23.5.

112.10 Implementation
It is very important to appreciate that all the signals
referred to in Figures 112.1–112.6 are in deviation
form and that the state-space models used pre-
sume such.Thus, for realisation, steady state biases
have to be added to or subtracted from the various
signals as appropriate.

State-feedback control is realised by means of
software. In particular, solution of the observer
Equation 112.13 is found by numerical integration
using, for example, Eulers implicit method as out-
lined in Chapter 96. Typically, the sampling period
of the control system would be the same as the
step length of the numerical integration. Thus at
each sampling instant, knowing the current values
of the plant input and output signals, the numeri-
cal integration would be executed once to predict
the states.These are then used to calculate the next
value of the controller output signal.

It is evident in the design of state-feedback reg-
ulators that there are four time scales involved:

• At the level of the predictor-corrector, for stabil-
ity,numerical integration wouldneed to be some
five to ten times faster than the fastest dynamics
(smallest lags) of the system.

• At the level of the observer L, dominant pole
positions are chosen consistent with the fastest
dynamics (smallest lags) of the system. A stable
overdamped response is essential. Note that the
observer’s dynamicsmust be faster than the con-
troller’s, typically some five times faster, since
the observer provides a platform for the control
action.

• At the level of the controller K, dominant pole
positions are chosen that are consistent with the
slowest dynamics (largest lags) of the system.
A stable underdamped response is typically the
requirement.

• And finally, the integral time TI must be con-
sistent with the dynamics of the integral action
being even more sluggish than the largest lags
of the system.
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112.11 Comments

It has to be said that although the techniques of
state-feedback are commonplace in other sectors
of industry, such as in aerospace and robotics, they
are not used much in process control.This is partly

because of the difficulty in establishing accurate
enough models and partly because the techniques
are not as easy to understand as other methods.
They do nevertheless have much to offer in certain
circumstances and are covered here to encourage
their use through better understanding.
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113.9 Nomenclature

Kalman filters are used for estimating the states of
a system. They are used, in particular, for estimat-
ing the statesof dynamic systemswhose signals are
noisy. Their design draws upon various aspects of
observer design which were introduced in the pre-
vious Chapter 112. The principal constraints are
that they can only be used for linear systems,or for
systems whose dynamics are roughly linear about
an operating point, for which there exists a model
of the system in state-space form. Kalman filtering
is a recursive technique with the state estimates
being successively refined.Whilst the filters can be
operated with fixed gains, it is normal for the gains
to be updated continuously. SinceKalman filtering
is a real-time technique and is invariably realised
digitally, the emphasis in this chapter is on its dis-
crete form.

The origins of Kalman filtering are in electri-
cal engineering and the technique, whilst seldom
used in the process industries, is used extensively
in other sectors of industry.This chapter, therefore,
is included in the hope that, through better under-
standing, applications will be found in the process
industries: it has much to offer. It is also included
because some of the concepts are fundamental to
the following chapters on identification and model
predictive control. Most texts on signal processing

and many texts on control theory cover Kalman
filtering. The approach taken here follows that by
Dutton (1997).

113.1 The Luenberger Observer
The Luenberger observer is a noise free and fixed
gain technique for state estimation and is devel-
oped as a platform for considering the design of
Kalman filters. First, suppose that a SISO system is
being considered, with signals in deviation form,
and that its state-space description exists in dis-
crete form as follows:

x(k + 1) = A.x(k) + B.u(k)

y(k) = C.x(k)
(113.1)

This is depicted in block diagram form in Fig-
ure 113.1.

The basic task is to estimate the values of the
states x at the current sampling instant k given val-
ues for the input u(k) and output y(k) up to the
current instant.

The best estimate of the current states that
Equation 113.1 can provide is:

x̂(k
∣

∣k −1) = A.x̂(k −1
∣

∣k −1) +B.u(k −1) (113.2)
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B
Unit

delay
C

A

x(k) y(k)

+
+

x(k+1)u(k)

Fig. 113.1 Block diagram representation of state equations in

discrete form

Some explanation of the indices is justified:

• The term x̂(k
∣

∣k) means the estimate of x at the
kth instant based upon data up to and including
that instant.

• The term x̂(k
∣

∣k−1) means the estimateof x at the
kth instant based upon data up to and including
the previous (k − 1)th instant only.

From Equation 113.1 a one step ahead prediction
of the output can be made:

ŷ(k
∣

∣k − 1) = C.x̂(k
∣

∣k − 1)

= C.
(

A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)
)

However, at instant k the output y is known, so the
prediction error may be quantified:

ỹ(k) = y(k) − ŷ(k
∣

∣k − 1)

The state estimates of Equation 113.2 may then be
improved by adding a proportion of the predic-
tion error in such a way that the prediction error
is normally driven towards zero, whence:

x̂(k
∣

∣k) = x̂(k
∣

∣k − 1) + K.ỹ(k) (113.3)

The column vector K is referred to as the Kalman
gain. It consists of gain terms, one for each state,
all of which are less than unity (< 1.0). Equa-
tions 113.2and 113.3 provide a predictor-corrector
basis for estimating the system states, known as
the Luenberger observer, which is depicted in Fig-
ure 113.2. Note that the Kalman gains are fixed in
the Luenberger observer.

113.2 Kalman Filter Design
As stated, Kalman filtering is of particular use for
estimating the states of dynamic systems whose
signals are noisy. Two sources of noise are intro-
duced as depicted in Figure 113.3.
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Fig. 113.3 State equations in discrete form with sources of noise
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Fig. 113.2 The Luenberger observer
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The state equations are:

x(k + 1) = A.x(k) + B.u(k) + F.w(k)

z(k) = C.x(k) + v(k)
(113.4)

Note that the system now being considered is
MIMO and that z(k) is the vector of measurements
of the outputs y(k). The vector of random noise
signals w(k) represents system disturbances, mod-
elling errors,etc.,whichare coupled into the system
by the disturbance matrix F in combinationsas ap-
propriate.The vector v(k) represents measurement
noise, discretisation errors, etc., on the basis of one
disturbance in v(k) per system output.

The covariance matrices of the system and
measurement noises are defined as follows:

Q = E
(

w(k).wT(k)
)

R = E
(

v(k).vT(k)
)

(113.5)
which are of the form of Equation 82.5 with E be-
ing the expectation operator. Note that both w and
v are presumed to be stationary white noise sig-
nals, which means that their statistical properties

are constant and independent of time,and that they
are both of zero mean. Thus Q and R do not vary.
Remember that covariancematrices are symmetri-
cal, a property that will be exploited in due course.
The estimation error is defined as:

x̃(k) = x(k) − x̂(k
∣

∣k) (113.6)

The covariance matrix of the estimation error is
defined as:

P(k) = E
(

x̃(k).x̃T(k)
)

(113.7)

Whereas the covariance matrices Q and R are con-
stant, P(k) is a function of time. The objective of
filter design is to specify the Kalman gain matrix K
such that the covariance matrix P(k) is minimised
in real time.

An estimate of the values of the states x at in-
stant k, given values for the inputs u(k) and mea-
surements z(k) up to that instant,andsubject to the
noise w(k) and v(k), may be formulated as follows:
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Fig. 113.4 Structure of the Kalman filter
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x̂(k
∣

∣k) = x̂(k
∣

∣k − 1) + K.z̃(k)

= A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)

+ K.
(

z(k) − ẑ(k
∣

∣k − 1)
)

= A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)

+ K.
(

z(k) − C.x̂(k
∣

∣k − 1)
)

= A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)

+ K.

(

z(k) − C.
(

A.x̂(k − 1
∣

∣k − 1)

+ B.u(k − 1)
)

)

This may be factorised to provide the basic design
equation used to predict the states of the system:

x̂(k
∣

∣k) = (I − K.C)
(

A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)
)

+ K.z(k) (113.8)

The structure of a Kalman filter is as depicted in
Figure 113.4 which, obviously, is an adaptation of
the diagram of the Luenberger observer. Note that
the Kalman gain matrix is denoted as K(k) in an-
ticipation of its recursive realisation.

113.3 Formation of Riccati
Equation

The estimation error at any point in time may be
found by substituting Equations 113.4 and 113.8
into 113.6:

x̃(k) = x(k) − x̂(k
∣

∣k)

= A.x(k − 1) + B.u(k − 1) + F.w(k − 1)

− (I − K.C)
(

A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)
)

− K.z(k)

Substituting for x̂(k −1
∣

∣k −1) from Equation 113.6
and for z(k) from Equation 113.4 gives:

x̃(k) = A.x(k − 1) + B.u(k − 1) + F.w(k − 1)

− (I − K.C) (A. (x(k − 1) − x̃(k − 1))

+ B.u(k − 1)) − K.

(

C.
(

A.x(k − 1) + B.u(k − 1)

+ F.w(k − 1)
)

+ v(k)
)

Expansion, cancellation and rearrangement yields
the equation used to calculate the errors on the
state estimates:

x̃(k) = (I − K.C) (113.9)

× (A.x̃(k − 1) + F.w(k − 1)) − K.v(k)

This provides a recursive basis for minimising the
covariance matrix P(k) with respect to K, utilising
only previous state estimates and the noise vectors.

Defining J = (I − K.C) to simplify the algebra,
substitution of Equation 113.9 into Equation 113.7
yields:

P(k) = E
(

x̃(k).x̃T(k)
)

= E
(

(

J.A.x̃(k − 1) + J.F.w(k − 1) − K.v(k)
)

×
(

J.A.x̃(k − 1) + J.F.w(k − 1) − K.v(k)
)T
)

= E
(

(

J.A.x̃(k − 1) + J.F.w(k − 1) − K.v(k)
)

×
(

x̃T(k − 1).ATJT + wT(k − 1).FT.JT − vT(k).KT
) )

Assume the estimation error vector x̃ and the noise
vectors w and v are all uncorrelated.

Thus the expected value of the product of sam-
ples of any two of these vectors is zero, so the above
equation may be expanded and simplified:

P(k) = J.A.E
(

x̃(k − 1).x̃T(k − 1)
)

.ATJT

+ J.F.E
(

w(k − 1).wT(k − 1)
)

.FT.JT

+ K.E
(

v(k).vT(k)
)

.KT

These three expectations are the covariances de-
fined by Equations 113.5 and 113.7 which, noting
that Q and R are constant, give:

P(k) = J.A.P(k − 1).ATJT + J.F.Q.FT.JT

+ K.R.KT

= J.
(

A.P(k − 1).AT + F.Q.FT
)

.JT

+ K.R.KT

= J.P∗(k − 1).JT + K.R.KT

where, by definition:

P∗(k − 1) = A.P(k − 1).AT + F.Q.FT (113.10)



113.4 Solution of Riccati Equation 987

Reinstating the expansion for J gives:

P(k) = (I − K.C).P∗(k − 1).(I − K.C)T + K.R.KT

(113.11)
Equation 113.11 is of the form of the so-called ma-
trix Riccati equation. It provides a recursive rela-
tionship for predicting the covariance matrix for
the error on the state estimates in terms of the co-
variance matrices for the noise vectors.

113.4 Solution of Riccati
Equation

The Kalman gain matrix K that minimises P(k) can
now be found. Equation 113.11 may be expanded
to give

P(k) = K.C.P∗(k − 1).CTKT + K.R.KT

− P∗(k − 1).CTKT − K.C.P∗(k − 1)

+ P∗(k − 1)

= K.
(

C.P∗(k − 1).CT + R
)

.KT

− P∗(k − 1).CTKT − K.C.P∗(k − 1)

+ P∗(k − 1)

= K.G.KT − P∗(k − 1).CTKT

− K.C.P∗(k − 1) + P∗(k − 1) (113.12)

where, by definition:

G = C.P∗(k − 1).CT + R (113.13)

Equation 113.12 is solved for K by a technique
known as completing the square. Suppose a
dummy matrix M exists such that Equation 113.12
can be cast in the following form:

P(k) = (K − M).G.(K − M)T

− M.G.MT + P∗(k − 1)

= K.G.KT − M.G.KT

− K.G.MT + P∗(k − 1)

(113.14)

It follows that Equations 113.12 and 113.14 are
equivalent if the following two identities hold:

M.G.KT = P∗(k − 1).CT.KTand

K.G.MT = K.C.P∗(k − 1)
(113.15)

The equivalence of these two identities is now es-
tablished by means of symmetry. Remember that
the covariances P(k), Q and R are all symmetrical.
It follows from Equation 113.10 that P∗(k−1) must
also be symmetrical, and from Equation 113.13
that G is symmetrical too.

Consider the first of the two identities of Equa-
tion 113.15. For any non-zero K matrix:

M.G = P∗(k − 1).CT (113.16)

Transposing both sides gives:

GT.MT = C.P∗T(k − 1)

However, G and P∗(k − 1) are symmetrical:

G.MT = C.P∗(k − 1)

Pre-multiplying by K gives:

K.G.MT = K.C.P∗(k − 1)

This is the same as the second identity of Equation
113.15, so the two identities are mutually consis-
tent and a matrix M must exist such that Equations
113.12 and 113.14 are equivalent. The value of that
matrix M is established by isolating M in Equation
113.16:

M = P∗(k − 1).CT.G−1

Returning to the original problem, the objective
was to establish the Kalman gain matrix K that
minimises P(k) as given by Equation 113.12. This
is clearly the same thing as finding the value of K
that minimises P(k) as given by Equation 113.14,
inspection of which shows that the minimum oc-
curs when K and M are equal.Noting that the value
of K varies from one sample to the next, and de-
noting K(k) as the value of K that minimises P(k):

K(k) = P∗(k − 1).CT.G−1 (113.17)

= P∗(k − 1).CT.
(

C.P∗(k − 1).CT + R
)−1

Substitution of the conditions necessary for the
minimum, i.e. (K − M) = 0 and M = K(k), into
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Equation 113.14 yields the optimum solution, i.e.
the minimum of P(k):

P(k) = −K(k).G.KT(k) + P∗(k − 1)

Substituting for the value of K(k) from Equation
113.17 yields:

P(k) = −P∗(k − 1).CT.G−1.G.KT(k) + P∗(k − 1)

= P∗(k − 1).
(

I − CT.KT(k)
)

Transposing both sides gives:

PT(k) =
(

I − CT.KT(k)
)T

.P∗T(k − 1)

Noting that both P(k) and P∗(k − 1) are symmetri-
cal results in:

P(k) = (I − K(k).C) .P∗(k − 1) (113.18)

113.5 Realisation of Kalman
Filter

A practical Kalman filter consists of the following
set of four equations:

P∗(k − 1) = A.P(k − 1).AT + F.Q.FT (113.10)

K(k) = P∗(k − 1).CT.
(

C.P∗(k − 1).CT + R
)−1

(113.17)

x̂(k
∣

∣k) = (I − K(k).C) (113.8)

×
(

A.x̂(k − 1
∣

∣k − 1) + B.u(k − 1)
)

+ K(k).z(k)

P(k) = (I − K(k).C) .P∗(k − 1) (113.18)

Figure 113.5 depicts a routine for the recursive im-
plementation of these equations in real-time.

Calculate P*(k-1) from Equation 113.10

Calculate K (k) from Equation 113.17

Update 

Calculate P(k) from Equation 113.18

Sample u (k)

Set

Sample z (k)

0k =
Initialise  P(k-1), )1k1k(x̂ −− )1k(u −,

)kk(x̂ from Equation 113.8

Increment k
Wait for next sample

Fig. 113.5 Recursive implementation of Kalman filter in real-time

113.6 Implementation Issues
The set of equations required to realise a Kalman
filter is relatively straightforward, even if their
derivation is non-trivial.However, as might be ex-
pected,there are many implementation issues to be
addressed. These are discussed by Dutton (1997)
and summarised below.

It is assumed that the state-space model of the
system exists, i.e. the A, B and C matrices are
known. The accuracy of the filter’s prediction of
the states is fairly tolerant of errors in the A and B
matrices, because of the inherent feedback nature
of the filter, but is quite sensitive to errors in the C
matrix.The effect of errors in the A and B matrices
is reflected in a poor dynamic performance of the
filter.

For linear systems, the gains of the matrix K(k)
converge to constant values. With some loss of dy-
namic performance, but great savings in compu-
tational effort, it is possible to use a stationary
Kalman filter with the Kalman gain matrix K(k) of
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Figure 113.4 being replaced by a pre-determined
and constant matrix K.

Full implementation of the Kalman filter en-
ables it to cope with non-stationary systems, i.e.
ones in which the A, B and C matrices vary, and
with slightly non-linear systems. This is because
the Kalman gain matrix K(k) of Equation 113.17
varies from step to step and, each time it is eval-
uated, will adapt itself to the changes through the
inherent feedback.

The Kalman gain matrix is essentially a set of
weighting factors used in the correction. The val-
ues of the gains in the K(k) matrix are nominally
much less than unity.However, inspection of Equa-
tion 113.8 reveals that the weightings are applied to
the output signals of z(k). Given that the outputs
are coupled to the states by the C matrix, which
may include scaling factors for units conversion,
it is sometimes the case that the elements of K(k)
converge on values greater than unity.

Information about the characteristics of the
noise is contained in the Q and R matrices which
must be specified. The F matrix, which establishes
how the noise affects the various states, must also
be specified. These matrices determine the design
of the Kalman gain matrix K(k) and the value of
the estimation error covariance matrix P(k). If the
characteristics of the noise changes, the Q, R and F
matrices must be re-specified.

It is normal for the covariance matrix for the
measurement noise R to be assumed diagonal, i.e.
the various measurements of the noise vector v(k)
are uncorrelated, with each diagonal element cor-
responding to the variance of the noise in that par-
ticular measurement channel.This can beobtained
by squaring the root mean square (RMS) value for
the noise or accuracy of the transducer concerned,
RMS being the square root of the average squared
value of the deviation of the signal from its normal
value. RMS values for instrumentation are often
quoted in manufacturer’s literature.

The covariance matrix for the system distur-
bances Q is more problematic because little useful
information will be readily available. Although it
has been assumed that the vector w(k) is white
noise, in practice it is supposed to cover all dis-

turbances including steps, ramps, spikes, coloured
noise (timedependent noise characteristics),mod-
elling errors, and so on. Again, if the various
sources of noise are uncorrelated, then the Q ma-
trix will be diagonal. Often the initial values of the
elements of Q have to be set more or less at random
and then tuned on the basis of experience,either by
means of plant trials or simulation studies, taking
into account all known disturbances.

Remember that Kalman filtering is inherently a
predictor-correctortechnique.Suppose that the el-
ements of Q are small and/or the elements of R are
large. This scenario is consistent with the system
noise being less significant than the measurement
noise, in which case the prediction is likely to be
more reliable than the correction. The filter adapts
by reducing the value of the elements of K(k) ac-
cordingly.Conversely, if the elements of Q are large
and/or the elements of R are small, the elements of
K(k) are increased.

The diagonal elements of Q cannot simply all
be set to zero as this implies there is no system
noise. The Kalman filter would deduce that its pre-
dictions are highly reliable, that corrections are
unnecessary and the elements of K(k) would be
reduced towards zero. Once the initial transients
have decayed away with the gain terms tending to
zero, the filter is effectively on open loop and the
state estimates deteriorate with time. To prevent
this from happening, as far as is practicable, avoid
setting thediagonal elementsof the covariancema-
trix Q to zero.

The matrix F can only meaningfully be artic-
ulated from an understanding of how the vari-
ous system disturbances affect the different states.
Whilst any one disturbance could directly affect
several states, which will be reflected in the val-
ues of the corresponding elements of F, the other
elements will all be zero. Note also that the com-
bination of matrices specified for A and F must be
consistent with the system being controllable.

As indicated in Figure 113.5, it is necessary for
the estimation error covariance matrix P(k − 1)
to be initialised. It is usual to assume poor initial
estimates by assigning large values to the diagonal
elements of P(k−1),and to allow the inherent feed-
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back nature of the filter to drive P(k) downwards.
However, in non-stationary and/or non-linear sys-
tems, more care is required because the conver-
gence properties of K(k) and P(k) will vary with
the initial conditions.

Also indicated by Figure 113.5 is the need for
x̂(k − 1

∣

∣k − 1) to be initialised.A common practice
is to identify any variables in the state vector x that
appear in the output vector z, for which the corre-
sponding elements of the output matrix C will be
scaling factors.Anysuch measurements in z can be
used to initialise the estimate of x, taking the scal-
ing factors into account, with the other elements
being set to zero.

113.7 Use of Kalman Filters in
Control Systems

As stated,Kalman filters areused for estimating the
states of a system and, for control purposes, there
are two principal categories of application:

1. The filter may be used to predict, from in-
put and output signals that can be measured
and/or manipulated,values of process variables
that cannot bemeasured.Thosepredictions can
then be used for feedback control in, for ex-
ample, some multivariable control strategy or
state feedback regulator. The Kalman filter is
thus within the control loop as depicted in Fig-
ure 113.6.

w(k)

u(k) y(k) +
+

v(k)

z(k)
PlantContr

r(k)

+

K filter
)kk(x̂

_

Fig. 113.6 Filter used within a control loop to predict process

variables

2. The filter may be used in relation to an existing
control system in which certain states are mea-

sured and/or manipulated, the filter being used
to predict other states.The Kalman filter is thus
outside the loop as depicted in Figure 113.7. A
workedexampleof a SISO system in this second
category is given in the next section.

w(k)

u(k) y(k) +
+

v(k)

z(k)
Contr + Plant

K filter
)kk(x̂

Fig. 113.7 Filter used outside a control loop to predict process

variables

It should be noted that feedback is the source of
several potential problems in using Kalman filters.
The feedback may be due to either the use of con-
trol loops and/or to process recycle loops:

• The combination of feedback and the Kalman
filter may amplify any noise, leading to non-
convergence as can be seen by inspection of
Equation 113.8. This can be avoided by having
small Kalman gains and a large signal to noise
ratio on the output z(k).

• Because the output signals become inputs, vari-
ance data included in the R matrix may be du-
plicated in the Q matrix. In effect, it is taken into
account twice. In practice,provided the signal to
noise ratio is relatively large and the values of
the Kalman gains are small, it doesn’t seem to
matter.

• It was assumed in the formation of the Riccati
equation that the estimation error vector and the
noise vectors are uncorrelated. That clearly may
not be the case if there is feedback. Noise will
be propagated around the system and, despite
attenuation due to the system’s dynamics, may
affect the estimation errors. Correlation can be
preventedby setting thoseoff-diagonal elements
of theQ matrix that relate to the feedback signals
to zero.
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113.8 Worked Example
Consider the continuous closed loop system de-
picted in Figure 113.8. It is a slight variation of the
system used in the worked examples of Chapters
73, 74, 80 and 112.

5
x4+

2

+

u2

e

+ _

u1

2s3s

2

2 ++

x1

y = x3

3s

3

+

Fig. 113.8 Block diagram of control loop for Worked Example

The system may be thought of as a control loop
for controlling the temperature of the contents of
an agitated vessel by manipulating the flow rate
of steam into its jacket. The time constants have
units of minutes, the signals are in deviation form
and have all been scaled on a percentage basis. The
signals are as follows:

x1 Temperature of contents of vessel
x2 Temperature of steam in jacket
x3 Measured value of contents temperature
x4 Steam flow rate
u1 Set point for control loop
u2 Steam supply pressure

First a state-space model in discrete form must
be generated. If the vessel and its jacket are non-
interacting, as explained in Chapter 85, the process
may be factorised into two transfer functions. The
dynamics of the agitated vessel are thus assumed
to be:

ẋ1 + x1 = x2

Using Euler’s explicit method of numerical inte-
gration described in Chapter 96 gives:

x1(k + 1) − x1(k)

āt
+ x1(k) = x2(k)

Assuming a sampling period of 0.03 min, which is
approximately 2 s and corresponds roughly to 1/30
of the time constant of 1 min, yields:

x1(k + 1) = 0.97.x1(k) + 0.03.x2(k)

The dynamics of the jacket are assumed to be:

ẋ2 + 2.x2 = 2.x4

However, x4 = 2.u2 + 5(u1 − x3) whence:

ẋ2 + 2.x2 = −10.x3 + 10.u1 + 4.u2

Using Eulers explicit method gives:

x2(k + 1) − x2(k)

āt
+ 2.x2(k)

= −10.x3(k) + 10.u1(k) + 4.u2(k)

Assumeagain a sampling periodof 0.03 min,which
corresponds roughly to 1/15 of the time constant
of 0.5 min, yields:

x2(k + 1) = 0.94.x2(k) − 0.3.x3(k)

+0.3.u1(k) + 0.12.u2(k)

Similarly for the measurement:

ẋ3 + 3.x3 = 3.x1

giving:

x3(k + 1) = 0.09.x1(k) + 0.91.x3(k)

These equationsmay nowbeassembled in the form
of Equation 113.1:
⎡

⎣

x1(k + 1)
x2(k + 1)
x3(k + 1)

⎤

⎦ =

⎡

⎣

0.97 0.03 0.0
0.0 0.94 −0.30
0.09 0.0 0.91

⎤

⎦

⎡

⎣

x1(k)
x2(k)
x3(k)

⎤

⎦

+

⎡

⎣

0.0 0.0
0.3 0.12
0.0 0.0

⎤

⎦

[

u1

u2

]

y =
[

0.0 0.0 1.0
]

⎡

⎣

x1(k)
x2(k)
x3(k)

⎤

⎦

Having established theA,BandC matrices it is now
appropriate to think in terms of Figures 113.4 and
113.5 rather than Figure 113.8. What remains is to



992 113 Kalman Filtering

establish the covariance matrices Q and R, the dis-
turbance matrix F, and to initialise the P(k) matrix
and the x̂ vector.

Regarding system noise, it is not unreasonable
to allow an RMS of 10% for modelling errors on the
vessel temperature x1. In practice it is likely that
variations in steam supply pressure will be signifi-
cant. This will manifest itself as noise on the jacket
temperature x2 for which an RMS of 5% is allowed.
Suppose that the temperature measurement x3 is
corrupted by noise with an RMS of 2%. Squaring
these RMS values to obtain the variances enables
the Q and F matrices to be formulated thus:

Q =

⎡

⎣

0.01 0.0 0.0
0.0 0.0025 0.0
0.0 0.0 0.0004

⎤

⎦ F =

⎡

⎣

1.0 0.0 0.0
0.0 1.0 0.0
0.0 0.0 1.0

⎤

⎦

The measurement x3 is the same signal as the out-
put y which has already been deemed to have an
RMS of 2%. Since there is only one output, R is
scalar with a value of 0.0004.

For initialisation purposes, the following may
be assumed:

P(−1) =

⎡

⎣

1, 000 0 0
0 250 0
0 0 40

⎤

⎦ x̂(−1 |−1) =

⎡

⎣

0.0
0.0
0.0

⎤

⎦

u(−1) =

[

0.0
0.0

]

The solution,or rather the prediction of the output,
is in the form of a trace of x3 vs time which, subject
to the noise present, should follow any changes in
set point u1 and/or changes in disturbance u2.

This worked example has shown the approach
for establishing the various matrices and initial
values. A solution is not meaningful without ac-
cess to relevant plant data or simulated results. Al-
though the example was realistic, it is nevertheless

relatively simple. Kalman filtering can be applied
to much more complex problems.

113.9 Nomenclature
Symbol Description Dimensions

r vector of set points n × 1
u vector of input signals f × 1
v vector of measurement m × 1

noise
w vector of system h × 1

disturbances
x vector of system states n × 1
y vector of output signals m × 1

z vector of measurements m × 1

A system matrix n × n
B input matrix n × f
C output matrix m × n
F system disturbance n × h

matrix
G dummy matrix used in m × m

calculation
J dummy matrix used in n × n

calculation
K Kalman gain n × 1

(Luenberger)
K Kalman gain matrix n × m
M dummy matrix for n × m

Riccati solution
P covariance matrix of n × n

prediction errors
Q covariance matrix of h × h

system noise
R covariance matrix of m × m

measurement noise

k current sampling instant
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Process control relies heavily on simple 3-term
feedback control and a variety of strategies such as
cascade and ratio control based upon simple feed-
back,asdescribed in Chapters 22–27.There are two
good reasons for this. First, it is relatively simple.
Controller design of a PID nature is minimal and
tuning is largely realised by empirical means. And
second, in something like 95% of all situations, it
works remarkably well in terms of accuracy and
speed of response. However, PID control does not
cope well with:

• time delays, especially when they are variable.
• non-linearities, especially if there are significant

variations in set point.
• strong interactions of a multivariable nature.

In these circumstances more advanced design
techniques are required, most of which require a
deterministic model of the process. There are two
approaches to modelling: the classical approach
based on first principles and the alternative ap-
proach of empirical modelling. They are not nec-
essarily exclusive.

The classical approach of developing models
of plant items and processes from consideration
of the underlying physical processes and phenom-

ena is described in Chapters 84–92. This gives a
good understanding of the structure of the model.
Parameters such as gains and time constants are
articulated in terms of physical properties, pro-
cess coefficients and plant characteristics. For ac-
curacy, first principles models usually have to be
validated empirically. However, sometimes there is
insufficient knowledge of the process or it is too
complex to model from first principles.Also,many
kinetic and transfer coefficients are too inaccurate
for modelling purposes. For such processes, to get
the parameters of their models to within 20% is
not bad and to within 10% is very good!

The empirical approach embraces statisti-
cal (regression and principal components), fuzzy,
knowledge based and neural models of the plant
and/or process. These types of model are all ex-
pensive (labour intensive) to develop and main-
tain. They are also “bespoke” and used according
to their suitability to the application. The alterna-
tive time series type of model is generic and soft-
ware tools are available forgenerating suchmodels
from plant data. This chapter concentrates on the
formulation of such time seriesmodels, theprocess
of which is usually referred to as identification.
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Testshave to be carriedout to obtain data about the
plant’s dynamics in the operating region of interest
from which the“best”values of the model’s param-
eters may be found. The various “least squares”
methods of finding the best values are consid-
ered. These are by far the most common means
of parameter estimation. Such identification, car-
ried out in an on-line manner, enables the tracking
and hence the control of non-linear as well as time
varying systems. Included as an integral part of a
self-tuning controller, identification provides the
basis for all “self-tuning” control strategies and in-
deed for many other forms of adaptive control.

Identification and self-tuning are subjects in
which there has been extensive publication and
dozens of texts written over the last decade or so.
A good introduction is given by Dutton (1997): for
a more specialised treatment the reader is referred
to the text by Wellstead (1991).

114.1 The Plant Model
Consider, for example, the continuousprocess G(s)
as depicted in Figure 114.1 in which the variables
are presumed to be in deviation form.

G(s)
y(s)r(s) u(s)

+
–

e(s)
Contr

Fig. 114.1 Feedback loop with continuous process G(s)

Aswasdemonstrated in Chapter 76,if the input and
output of the process are sampled, G(s) is equiv-
alent to a pulse transfer function G(z) which is a
time series representation of the system. Thus:

G(z) =
y(z)

u(z)
=

B(z)

A(z)

=
b0 + b1.z−1 + b2.z−2 + · · · + bˇz−ˇ

1 + a1.z−1 + a2.z−2 + · · · + a˛.z−˛

where u is the process input (MV), typically a self-
tuning controller output, and y is the process out-
put (CV) or a measured value. A and B are poly-

nomials of order ˛ and ˇ respectively, A being
a monic polynomial, i.e. its leading coefficient is
unity.

The above model is referred to as an infinite
impulse response (IIR) or, more simply, as a re-
cursive filter since previous values of the output
together with current and previous values of the
input are used to determine the current output. If
B(z) is divided by A(z), assuming it to be either ex-
actly divisible or else the resultant power series in
z−1 to be truncated after a finite number of terms,
the model is said to be a finite impulse response
(FIR) or non-recursive filter. That is because the
current value of the output depends only on the
weighted sum of the current and previous values
of the input.

In practice, it is usual for there to be a time
delay associated with the plant’s dynamics. This is
normally accommodated explicitly as follows:

y(z) = G(z).u(z) =
z−h.B(z)

A(z)
.u(z) (114.1)

=
z−h.
(

b0 + b1.z−1 + b2.z−2 + · · · + bˇz−ˇ
)

1 + a1.z−1 + a2.z−2 + · · · + a˛ .z−˛
.u(z)

where h is the integer number of sample periods
equivalent to the time delay.Rearrangement yields:

y(z) = −
(

a1.z−1 + a2.z−2 + · · · + a˛ .z−˛
)

.y(z)
+ z−h.

(

b0 + b1.z
−1 + b2.z

−2 + · · · + bˇ .z−ˇ
)

.u(z)

the inverse transform of which is:

y(k) = −a1.y(k − 1) − a2.y(k − 2) − · · ·
− a˛ .y(k − ˛) + b0.u(k − h)

+ b1.u(k − h − 1) + b2.u(k − h − 2)

+ · · · + bˇ .u(k − h − ˇ) (114.2)

where k denotes the current sampling instant.This
equation is the time series model of the plant G(s)
that is to be identified. The parameters to be esti-
mated are the following coefficients:

ai for all 1 < i < ˛ and bj for all 0 < j < ˇ

There are thus (˛ + ˇ + 1) coefficients to be esti-
mated, together with the delay h. For a linear time
invariant (LTI) system operated about a fixed set
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point, most of these coefficients will be more or
less constant. If the system has non-linear char-
acteristics, typically associated with different flow
regimes,then the a and b coefficients will vary with
the set point. If the system is time dependent as, for
example,with the fouling of a heat transfer surface,
the coefficients will vary over time. For systems
with variable time delay, typically due to distance
velocity effects, the coefficient h is likely to vary
significantly.

114.2 Least Squares Estimation
For identificationpurposes, an estimate ŷ(k) of the
true current value y(k) of the output is made using
Equation 114.2 based upon previous values of the
outputs and the current and previous values of the
inputs:

ŷ(k) = −a1.y(k − 1) − a2.y(k − 2) − · · ·
− a˛ .y(k − ˛) + b0.u(k − h)
+ b1.u(k − h − 1) + · · ·
+ bˇ .u(k − h − ˇ)

ε

ε

ε

+

+−β−−−−+−−+−α−−−−−−−

+−β−−+−−+−−+−α−−−−+−−

−β−−−−−−−α−−−−−−

−β−−−−−−−α−−−−−−

β−−−−−α−−−−−−

=

+−

+−

−

−

β

α

n

2

1

1

0

2

1

b

b

b

a

a

a

)1nhk(u)nhk(u)1nhk(u)1nk(y)1nk(y)nk(y

)2nhk(u)1nhk(u)2nhk(u)2nk(y)nk(y)1nk(y

)2hk(u)3hk(u)2hk(u)2k((y)4k(y)3k(y

)1hk(u)2hk(u)1hk(u)1k((y)3k(y)2k(y

)hk(u)1hk(u)hk(u)k(y)2k(y)1k(y

)1nk(y

)2nk(y

)2k(y

)1k(y

)k(y

There will inevitably be an estimation error "(k),
referred to as the residual:

y(k) = ŷ(k) + "(k) (114.3)

which results in:

y(k) = −a1.y(k − 1) − a2.y(k − 2) − · · ·
− a˛ .y(k − ˛) + b0.u(k − h)
+ b1.u(k − h − 1) + · · ·
+ bˇ .u(k − h − ˇ) + "(k)

This can be written more compactly in vector form
as follows:

y(k) = xT(k).� + "(k) (114.4)

where y and " are scalars and x and � are both
(� × 1) vectors with � = ˛ + ˇ + 1 and:

xT(k) =
[

−y(k − 1) −y(k − 2) · · · −y(k − ˛)

u(k − h) u(k − h − 1) · · · u(k − h − ˇ)
]

�T =
[

a1 a2 · · · a˛ b0 b1 b2 · · · bˇ

]

(114.5)

Of fundamental importance to least squares esti-
mation is the premise that the sequence of residu-
als "(k) is random, has zero mean and finite vari-
ance, and is not correlated with either the output
y(k) or the input u(k). In other words, it is a chance
component.

Suppose that pairs of input and output values,
u and y, are obtained empirically which enable
n equations of the form of Equation 114.4 to be
formed, giving y(k) through to y(k − n + 1). These
n equations may be assembled in matrix form as
follows:

which may be simplified by notation:

y(k) = X(k).� + "(k) (114.6)

where y and " are (n × 1) vectors and X(k) is an
(n × �) matrix:

X(k) =
[

xT(k) xT(k − 1) · · · xT(k − n + 1)
]T

The objective is to solve for the elements of the
vector �. If n = � there will be n equations with n
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unknowns and a unique solution. However, since
there is no constraint on n, there will generally be
an over-determined set of equations with n > �
from which the most probable solution for � has
to be extracted. Define an objective function J as
follows:

J = "T(k).W."(k)

where "(k) = y(k) − X(k).� from Equation 114.6
and W is a (n × n) matrix of constants.

The value of � which minimises J is the best es-
timate of the coefficients.Thisproblem has already
been solved in Chapter 83 in relation to multiple
linear regression, the batch least squares (BLS) so-
lution being:

�̂ =
(

XT(k).W.X(k)
)−1

.XT(k).W.y(k) (114.7)

If W is a weighting matrix of positive definite
form, the estimation is referred to as weighted
least squares (WLS). Choosing the identity matrix,
W = I, the solution becomes:

�̂ =
(

XT(k).X(k)
)−1

.XT(k).y(k) (114.8)

which is identical to the BLS solution of Equation
83.14.

114.3 Recursive Least Squares
The least squares methods described thus far are
“batch”or“off-line”methods in that the data, com-
prising pairs of values u and y, is collected and
stored indefinitely prior to estimation. For self-
tuning purposes, the estimate of � has to be made
at each sampling instant or some multiple thereof.
The obvious approach is to use a fixed data win-
dow of the last n samples, discarding old data as
new becomes available. This, however, requires a
fairly large no of samples to ensure that a suffi-
cient history of process information is taken into
account. Unfortunately, because of the matrix in-
versions involved, the processing effort required is
such that it would be unrealistic to estimate � in
real-time. Thus, for an estimator to be practicable,
what is required is that it be able to remember the

history of the process and that the matrix manipu-
lations be minimised. Both of these objectives can
be realised by reformulating the BLS estimator into
its recursive least squares (RLS) form.

A recursive solution is sought. Remembering
that the index k denotes the current sampling in-
stant, Equation 114.8 may be modified:

�̂(k) =
(

XT(k).X(k)
)−1

XT(k).y(k)

= R(k).XT(k).y(k)
(114.9)

where R(k) is the inverse of the covariance matrix
S(k):

R(k) = S−1(k) =
(

XT(k).X(k)
)−1

(114.10)

Strictly speaking, S(k) is only of the form of the
covariance matrix. For S(k) to be the “true” co-
variance matrix, as defined by Equations 82.5 and
101.3, a factor of 1/(n − 1) needs to be introduced.
Nevertheless, for RLS purposes, S(k) is usually re-
ferred to as the covariance matrix.

The quadratic in X(k) is of particular interest.
Recognising that matrix multiplication is simply
the sum of a series of vector products, it can be
shown that the quadratic may be decomposed as
follows:

S(k) = XT(k).X(k) =
k−1
∑

j=k−n+1

x(j).xT(j) + x(k).xT(k)

Thus the current value of the quadratic in X(k)
based upon n vectors x of sampled values may be
thought of as the sum of the quadratics of the n −1
previous vectors plus the quadratic of the current
vector.The summation may itself be represented as
the quadratic based upon the previous n-1 vectors
which provides the basis for a recursive relation-
ship:

XT(k).X(k) = XT(k − 1).X(k − 1) + x(k).xT(k)
(114.11)

Substituting from Equation 114.10, this may be ex-
pressed in terms of R(k) as follows:

R−1(k) = R−1(k − 1) + x(k).xT(k)

R(k) =
(

R−1(k − 1) + x(k).xT(k)
)−1

(114.12)
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This equation is of a recursive nature, i.e. a rela-
tionship exists between the current and previous
values of R(k), and clearly addresses the memory
problem. However, two matrix inversions are still
required for its evaluation which is unsatisfactory
for implementation purposes.Fortunately, this can
be overcome by analogy with the“matrix inversion
lemma”which is as follows:

(A + BCD)−1 = A−1 − A−1B(C−1 + DA−1B)−1DA−1

Let A ≡ R−1(k−1),B ≡ x(k),C ≡ I and D ≡ xT(k)
whence:

R(k) = R(k − 1)

− R(k − 1).x(k)
(

I + xT(k).R(k − 1).x(k)
)−1

× xT(k).R(k − 1)

This still requires inversion of the expression:

I + xT(k).R(k − 1).x(k)

However, inspection of the dimensions reveals that
this is a scalar quantity so inversion is trivial, thus:

R(k) = R(k − 1) −
R(k − 1).x(k).xT(k).R(k − 1)

1 + xT(k).R(k − 1).x(k)
(114.13)

Substituting back into Equation 114.9 gives:

�̂(k) =
{

R(k − 1) −
R(k − 1).x(k).xT(k).R(k − 1)

1 + xT(k).R(k − 1).x(k)

}

× XT(k).y(k)

By analogy with Equation 114.11:

XT(k).y(k) = XT(k − 1).y(k − 1) + x(k).y(k)

Further substitution yields:

�̂(k) =
{

R(k − 1) −
R(k − 1).x(k).xT(k).R(k − 1)

1 + xT(k).R(k − 1).x(k)

}

×
(

XT(k − 1).y(k − 1) + x(k).y(k)
)

(114.14)

This is the basic equation of the RLS estimator. It
may look complicatedbut can be substantially sim-
plified by making the following substitutionwhich

comes from applying a time shift of one sample
period to Equation 114.9:

�̂(k − 1) = R(k − 1).XT(k − 1).y(k − 1)

Expansion of Equation 114.14, substitutionand re-
arrangement yields:

�̂(k) = �̂(k − 1) + K(k)
(

y(k) − xT(k).�̂(k − 1)
)

which is inherently recursive in nature. Thus the
new estimate of �(k) consists of the previous es-
timate plus a correction. The correction consists
of a gain vector K(k) applied to the error on the
best estimate of the most recent prediction of the
output y. Substitution from Equation 114.3 yields:

�̂(k) = �̂(k − 1) + K(k)."(k) (114.15)

where:

"(k) = y(k) − xT(k).�̂(k − 1) (114.16)

and:

K(k) = R(k − 1).x(k)/d(K) (114.17)

where:

d(K) = 1 + xT(k).R(k − 1).x(k) (114.18)

Noting that d(K) is scalar and R(k) is symmetrical,
Equation 114.13 may be rewritten in terms of K(k):

R(k) = R(k − 1) − d(K).K(k).KT(k) (114.19)

Equations 114.15–114.19 are the RLS estimator
used for identification. Implementation of the RLS
estimator is depicted in flow chart form in Fig-
ure 114.2.

Through R(k), the inverse of the covariance
matrix, the estimator remembers the history of the
process: there is no need to use a data window or
to store historic values of x. Note that there are no
demanding matrix inversions involved. Also note
that both R(k) and �(k) have to be initialised.
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Sample & update y(k) and ) k( x 

from Equation 114.16 

Calculate ) k( x ). 1 k( R − 

Calculate d(K) from Equation 114.18

Calculate K(k) from Equation 114.17

Update  ) k( θ̂ from Equation 114.15

Update R(k) from Equation 114.19

Increment k and wait for next sample

 

Set k =1 & initialise x (0), R(0) and ) 0 ( ˆ θ 

) k( εCalculate 

Fig. 114.2 Implementation of the recursive least squares (RLS)

estimator

The structure of the RLS estimator is generic.
Schemes other than RLS differ only, for example,
in the way that the gain vector K(k) is updated and
whether the data vector x(k) contains filtered or
raw values.

With reference to Equation 114.6,provided that
" is not correlatedwithX(k), i.e. the stochastic term
has a zero mean, the least squares methods will al-
ways give unbiased estimates. Unfortunately, espe-
cially in the context of control systems, that is not
usually the case as is depicted in Figure 114.3.

Any non-deterministic disturbance w(s), often
in the form of noise, is propagated through the
feedback. This means that the process input is not

independent of " and correlates with X(k), result-
ing in biased estimates. The basic BLS and RLS
methods have to be modified to overcome this lim-
itation.Threemodified least squares estimators are
considered in the following sections.

114.4 Least Squares Using
Instrumental Variables

This approach uses a signal, referred to as the
instrumental variable, which yields unbiased es-
timates of the process parameters when used in
place of the original output.

Analysis of Figure 114.3 yields:

y(z) =
z−h.B(z)

A(z)
.u(z) +

1

A(z)
.w(z)

rearrangement of which gives:

A(z).y(z) = z−h.B(z).u(z) + w(z) (114.20)

Inverse transformation and rearrangement en-
ables this to be cast in the form of Equation 114.4:

y(k) = xT(k).� + w(k) (114.21)

where all of the difference between the estimated
and true values of the output is attributed to the
noise. Suppose, as before, that pairs of input and
output values are obtained empirically which en-
able n such equations to be formed. These may be
assembled in matrix form as follows:

y(k) = X(k).� + w(k) (114.22)

where y(k) and X(k) are as defined previously and
w is an (n × 1) vector.

Comp
y(z)

w(z)

u(z)

+
-

+
+

)z(A

1r(z) e(z)
)z(B.z h−

Fig. 114.3 Biased estimates due to noise propagated through feedback
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Presume that some matrixV may be specified such
that it correlates with the vector of process outputs
y(k), and by implication with the inputs, but not
with the noise w(k). By definition, V has the fol-
lowing expectations:

E
{

VT.w(k)
}

= 0 and

E
{

VT.X(k)
}

is non-singular.
(114.23)

Multiplying Equation 114.22 by VT gives:

v(k) = VT.y(k) = VT.X(k).�(k) + VT.w(k)
(114.24)

where the instrumental vector v(k) is of dimen-
sion (� × 1), and the instrumental matrix V is of
dimension (n × �).

The error in the prediction of the instrumental
vector, due to the noise, is thus:

"V(k) = v(k) − VT.X(k).�(k) = VT.w(k)

An objective function J may be defined in terms of
the error on the instrumental vector as follows:

J = "T
V(k)."V(k)

=
(

v(k) − VT.X(k).�(k)
)T (

v(k) − VT.X(k).�(k)
)

As before, the objective is to solve for the unknown
elements of the vector �(k) by minimising J. Omit-
ting the (k) notation, in the interest of brevity, the
best estimate is found by analogy with Equation
114.8, giving:

�̂ =
(

(VT.X)T.VT.X
)−1

.(VT.X)T.v

= (XT.V.VT.X)−1.XT.V.v

Substituting from Equation 114.24, it follows that
the expected value of the estimate of �(k) is:

E
{

�̂
}

= E
{

(XT.V.VT .X)−1.XT.V.v
}

= E
{

(XT.V.VT .X)−1.XT.V.(VT.X.� + VT.w)
}

= E
{

(XT.V.VT .X)−1.(XT.V.VT.X).�
}

+ E
{

(XT.V.VT.X)−1.XT.V.VT.w
}

= � + (XT.V.VT.X)−1.XT.V.E
{

VT.w
}

Since the latter expectation is of zero mean,
through the definition of V by Equation 114.23, the
expectation of �(k) being its true unbiased value is
proven.

Least squaresusing instrumental variablesmay
be implemented on a recursive basis analogous to
the method of RLS depicted in Figure 114.2. Re-
member that with RLS it was sufficient to work
with x(k), establishing X(k) was not necessary. So
too with instrumental variables it is sufficient to
work with the v(k) rather than to establish the ma-
trix V. The outstanding issue, therefore, is formula-
tion of the instrumental vector v.

One approach, due to Soderstrom, starts by
generating an instrumental variable that relates to
the process output y, and by implication to the in-
put u, but not to the noise w, by adapting Equation
114.21 as follows:

v(k) = xT(k).�(k − 1)

It can be seen that the value of the instrumental
variable is a filtered output sequence based upon
the most recent estimate of �(k) in the absence of
noise.An instrumental vector is then formedby re-
placing all the measured outputs in Equation 114.5
with filtered outputs:

vT(k) =
[

−v(k − 1) −v(k − 2) · · · −v(k − ˛)

u(k − h) u(k − h − 1) · · · u(k − h − ˇ)
]

The recursive formulation is then exactly the same
as depicted in Figure 114.2, with the exception that
the prediction error of Equation 114.16 is replaced
by:

"(k) = y(k) − vT(k).�̂(k − 1)

The estimator gain of Equation 114.17 is replaced
by:

K(k) = R(k − 1).v(k)/d(K)

for whose denominator Equation 114.18 is re-
placed by:

d(K) = 1 + vT(k).R(k − 1).v(k)
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114.5 Generalised Least
Squares

With reference to Figure 114.3, suppose that the
error on the prediction of the output is some
weighted function of the noise according to:

"(z) = C(z).w(z)

=
(

1 + c1.z
−1 + c2.z

−2 + · · · + c .z
−
)

w(z)

(114.25)

where C(z) is a monic polynomial of order  . Do
not confuse C(z) with the impulse compensator de-
picted in Figure 114.3 for which the same symbol is
commonly used. Substituting into Equation 114.20
gives:

A(z).y(z) = z−h.B(z).u(z) +
1

C(z)
."(z)

rearrangement of which yields:

A(z).ỹ(z) = z−h.B(z).ũ(z) + "(z) (114.26)

where:

ỹ(z) = C(z).y(z) and ũ(z) = C(z).u(z).
(114.27)

Expansion and rearrangement yields:

ỹ(z) = −
(

a1.z
−1 + a2.z

−2 + · · · + a˛ .z−˛
)

.ỹ(z)

+ z−h.
(

b0 + b1.z−1 + b2.z−2 + · · · + bˇ .z−ˇ
)

.ũ(z)

+ "(z)

the inverse transform of which is:

ỹ(k) = −a1.ỹ(k − 1) − a2.ỹ(k − 2) − · · ·
− a˛.ỹ(k − ˛) + b0.ũ(k − h)

+ b1.ũ(k − h − 1) + b2.ũ(k − h − 2) + · · ·
+ bˇ.ũ(k − h − ˇ) + "(k)

This can be written more compactly in the familiar
vector form of Equation 114.4 as follows:

ỹ(k) = x̃T(k).� + "(k)

where the (� × 1) data vector x̃ contains ỹ and ũ
terms and � is as defined in Equation 114.5:

x̃T(k) =
[

−ỹ(k − 1) −ỹ(k − 2) · · · −ỹ(k − ˛)

ũ(k − h) ũ(k − h − 1) · · · ũ(k − h − ˇ)
]

Suppose that data is collected that enables n such
equations to be assembled in the same matrix form
as Equation 114.6 as follows:

ỹ(k) = X̃(k).�(k) + "(k) (114.28)

where ỹ(k) and "(k) are (n × 1) vectors and X̃(k)
is an (n × �) matrix.

This is the generalised least squares (GLS) for-
mulation of the problem. BLS minimisation may
be applied to Equation 114.28 to obtain an unbi-
ased estimate of �(k) of the same formas Equation
114.8:

�̂(k) =
(

X̃T(k).X̃(k)
)−1

X̃T(k).ỹ(k) (114.29)

The problem with this method is that C(z) is un-
known so ỹ(k) cannot be evaluated.

Clarke’s classic approach to solving the prob-
lem is iterative in nature. First, a first approxima-
tion to �(k) is obtained fromthebasic BLS estimate
using Equation 114.8:

�̂
∣

∣

∣

1st
=
(

XT(k).X(k)
)−1

XT(k).y(k)

The residuals are then calculated from Equation
114.6:

"(k) = y(k) − X(k). �̂
∣

∣

∣

1st
(114.30)

These residuals may then be used as first approxi-
mations for the noise in Equation 114.25. By anal-
ogy with Equation 114.3:

"(k) = "̂(k) + ā(k)

= −c1."(k − 1) − c2."(k − 2) − · · ·
− c ."(k −  ) + ā(k)

where ā(k) is the error on the prediction of the
residual. Suppose that n such equations are formed
at different sampling instants and assembled in
matrix form as follows:
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"(k) = E(k).c + ā(k)

where "(k) and ā(k) are (n×1) vectors,c is a (×1)
vector and E(k) is an (n ×  ) matrix:

cT =
[

c1 c2 · · · c

]

The basic BLS procedure of Equation 114.8 is used
to make the first estimate of c:

ĉ =
(

ET(k).E(k)
)−1

.ET(k)."(k)

Having estimated c, the filtered values ỹ(k) and
ũ(k) are then obtained from Equation 114.27 and
subsequently �(k) from Equation 114.29. This new
estimate of � is used to replace the first estimate in
Equation 114.30 and the process is repeated. Itera-
tion is stopped when improvement in �(k) ceases.

114.6 Extended Least Squares
Also known as the extended matrix method and
as the approximate maximum likelihood estima-
tor, the ELS estimator is yet another approach to
circumvent the problem of the residuals being cor-
related with the process data resulting in bias.

In contrast to Equation 114.25, the weighting
for ELS operates on the error on the prediction of
the output:

w(z) = C(z)."(z)

=
(

1 + c1.z
−1 + c2.z

−2 + · · · + c .z
−
)

."(z)

(114.31)

Again, take care not to confuse this C(z) with the
compensator. From Figure 114.3:

A(z).y(z) = z−h.B(z).u(z) + C(z)."(z) (114.32)

This equation is normally referred to as the auto
regressive moving average with exogenous input
(ARMAX) model but sometimes as the controlled
auto regressive moving average (CARMA) model.
Inverse transformation and rearrangement yields:

y(k) = −a1.y(k − 1) − a2.y(k − 2) − · · ·
− a˛.y(k − ˛) + b0.u(k − h)

+ b1.u(k − h − 1) + · · ·
+ bˇ.u(k − h − ˇ) + "(k) + c1."(k − 1)

+ c2."(k − 2) + · · · + c ."(k −  )

This can be expressed in vector form as before:

y(k) = xT(k).� + "(k) (114.4)

where both x(k) and �(k), which are of dimension
((˛ + ˇ +  + 1) × 1), are extended to include the
noise terms:

xT(k) =
[

−y(k − 1) −y(k − 2) · · · −y(k − ˛)

u(k − h) u(k − h − 1) u(k − h − 2)

· · · u(k − h − ˇ)

"(k − 1) "(k − 2) · · · "(k −  )
]

�T =
[

a1 a2 · · · a˛ b0 b1 b2 · · · bˇ

c1 c2 · · · c

]

(114.33)

Since the correlation on "(k) is taken into account
through C(z), the least squares solution will be un-
biased. Since C(z) is unknown its coefficientsmust
be found as part of the estimation process. Other-
wise, apart from the fact that the dimensions of the
vectors and matrices are extended, the ELS estima-
tor is implemented in exactly the same way as RLS
as depicted in Figure 114.2.

114.7 Comparison of Least
Squares Estimators

The essential problem with the basic BLS and RLS
methods, in the context of feedback, is correlation
between the residuals "(k) and the values of the
process signals X(k) resulting in biased estimates
of �(k). However, the bias decreases as the order
of the model being estimated increases. Clearly if
the order of the model, i.e. the values of ˛ and
ˇ, is high enough the bias becomes insignificant.
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This, combinedwith the efficiencyof the RLS algo-
rithm depicted in Figure 114.2, not to mention its
fast convergence, means that RLS is the most com-
monly used method of estimation for self-tuning
purposes.

The three other means of estimation, instru-
mental variables, GLS and ELS, all include mea-
sures to overcome the bias problem. Of these ELS
is the most effective. However, they all have heavy
computational requirements and, in the cases of
GLS and ELS, are slower because of the initial
uncertainties in estimating the parameters of the
noise filter C(z).Furthermore, if the signal to noise
ratio is too low, say less than 10 to 1, it is possible
that they will converge on false values. RLS may
be a lazy choice of estimator, but it works well in
practice.

114.8 Extension to Non-Linear
Systems

Throughout this chapter it has been assumed that
the systems being identified are inherently lin-
ear and can be represented by time series models.
The ARMAX model of Equation 114.32 is such an
example. However, identification need not be re-

stricted to linear systems. It is possible to identify
time series models of non-linear systems such as:

A(z).y(z) = z−h.B1(z).u(z) + z−h.B2(z).u2(z)

+ z−1.B3(z).u(z).y(z)

+ C(z)."(z) (114.34)

Time series models of non-linear systems are re-
ferred to as NARMAX (i.e. non-linear ARMAX)
models because they contain higher order and
cross product terms in u(z) and y(z).Provided that
the various A(z), B(z) and C(z) are themselves lin-
ear series in z−1, i.e. the coefficients are all lin-
ear, then identification can be realised typically
by means of ELS. This makes identification an ex-
tremely powerful technique.

114.9 Extension to
Multivariable Systems

Identification thus far has been concerned with
SISO plant but the approach lends itself naturally
to processes that are MIMO in nature. Consider,
for example, the 2-input 2-output system of Fig-
ure 114.4.
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+

)z(u2

+
+
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2

)z(B.z 11
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)z(B.z 21
h21−
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)z(B.z 22
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Fig. 114.4 Identification for multivariable systems
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Clearly variations in u1 will affect both y1 and y2

so, by applying BLS or RLS between u1 and y1 and
between u1 and y2 separately, the individual mod-
els can be established. Likewise, for the affect of
variations of u2 on y1 and y2.

However, a more subtle approach enables two
or more models to be established simultaneously.
TheMIMO model corresponding to Figure 114.4 is:

A1(z).y1(z) = z−h11 .B11(z).u1(z)

+ z−h12 .B12(z).u2(z) + w1(z)

A2(z).y2(z) = z−h21 .B21(z).u1(z)

+ z−h22 .B22(z).u2(z) + w2(z)

(114.35)

Consider the first of these two equations, in effect a
2-input 1-output problem. Inverse transformation
and rearrangement results in:

y1(k) = −a11.y1(k − 1) − a12.y1(k − 2) − · · ·
− a1˛1 .y1(k − ˛1) + b110.u1(k − h11)

+ b111.u1(k − h11 − 1)

+ b112.u1(k − h11 − 2) + · · ·
+ b11ˇ11 .u1(k − h11 − ˇ11)

+ b120.u2(k − h12)

+ b121.u2(k − h12 − 1)

+ b122.u2(k − h12 − 2) + · · ·
+ b12ˇ12 .u2(k − h12 − ˇ12)

which can be written in the vector form:

y1(k) = xT
1 (k).�1 + "1(k) (114.36)

where:

xT
1 (k) =

[

−y1(k − 1)−y1(k − 2) · · ·−y1(k − ˛1)

u1(k − h)u1(k − h − 1)u1(k − h − 2)

· · · u1(k − h − ˇ11)

u2(k − h)u2(k − h − 1)u2(k − h − 2)

· · ·u2(k − h − ˇ12)
]

and:

�T
1 =
[

a11 a12 · · · a1˛1 b110 b111 b112 · · · b11ˇ11

b120 b121 b122 · · · b12ˇ12

]

Sets of input andoutput values,u1 ,u2 andy1 ,can be
obtained empirically and n equations of the form
of Equation 114.36 combined into the X matrix of
values. The solution, Equation 114.8, can then be
found by means of BLS or RLS, extended or oth-
erwise, in exactly the same way as for the SISO
scenario. Thus two models are obtained simulta-
neously. Similarly the solution can be found to the
second of Equations 114.35. Clearly this extrap-
olates to any MISO, multiple inputs (≥ 2) single
output, problem.
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114.10 Nomenclature
Symbol Description Dimensions

e controller error 1 × 1
r controller set point 1 × 1
u input variable 1 × 1
v instrumental variable 1 × 1
w disturbance (noise) 1 × 1

variable
y output variable 1 × 1
" residual: error in 1 × 1

prediction of output y
ā error in prediction 1 × 1

of residual "

c vector of weighting  × 1
coefficients

v instrumental vector � × 1
w vector of values of noise n×1
x vector of input � × 1

and output values
y vector of output values n×1
" vector of values n×1

of residuals
ā vector of errors on n×1

prediction of residuals
� vector of model � × 1

coefficients

E matrix of values n × 
of residuals

K gain vector � × 1
R inverse of covariance � × �

matrix
S covariance matrix � × �
V instrumental matrix n × �
W matrix of weighting n × n

factors
X matrix of x vectors n × �

h time delay exponent
in process model

k current sampling instant
n number of vectors

of input and output values

Symbol Description

A denominator polynomial
of process model (of order ˛)

B numerator polynomial
of process model (of order ˇ)

C weighting polynomial
on noise (of order  )

� dimension normally (˛ + ˇ + 1)
but for ELS (˛ + ˇ +  + 1)
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115.1 Setting the Order of the Model

115.2 Initialisation of Parameter Values

115.3 Initialisation of the Covariance Matrix

115.4 Forgetting Factors

115.5 Covariance Resetting

115.6 Numerical Instability

115.7 Covariance Windup

115.8 Variable Forgetting Factors

115.9 Convergence

115.10 Comments

The previous chapter covered the underlying prin-
ciples of the use of least squares estimators for
identification purposes. The emphasis was on the
development of the algorithms per-se, with lit-
tle thought as to their realisation. In practice, of
course, there are many prosaic but vital measures
that have to be taken to ensure successful imple-
mentation. These essentially concern issues such
as initialisation, robustness, stability, convergence,
and so on. This chapter, therefore, concentrates on
these implementation issues with particular refer-
ence to the use of estimators for self-tuning. The
focus is on the RLS estimator, on the grounds that
it is the most common type, but the arguments are
generic and largely applicable to all recursive esti-
mators.

115.1 Setting the Order of the
Model

This concerns deciding upon the values of ˛ and
ˇ in Equation 114.1 and hence the dimension �
of the vector � containing the coefficients to be
estimated. Without doubt, the best way to decide
upon the order of the model is from a first prin-

ciples model of the process. Thus, if the structure
of the plant model G(s) in Figure 114.1 is known,
even if its parameters aren’t, the values of the or-
der of the numerator and denominator of G(s) are
assigned to ˇ and ˛ respectively in the first in-
stance. Remember that G(s) includes the actuators
and measurements as well as the process. These
initial values may be revised according to the es-
timator’s performance characteristics such as bias
and convergence. Typically, if G(s) is a high order
model there may be scope for reducing the values
of ˛ and ˇ, and hence the amount of computation.
For low order models the values of ˛ and ˇ may
have to be increased.

If a first principles model is not available, it is
essentially a question of making a guess at the val-
ues of ˛ and ˇ, hopefully from a position of expe-
rience, and revising them upwards or downwards
depending on the same performance characteris-
tics.

Also, the value of the time delay parameter h
must be set. This is typically established by means
of an open loop step test and observing the time
delay that exists in the response. The delay is al-
ways set to the nearest integer number of sample
periods.
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115.2 Initialisation of
Parameter Values

It should be apparent from Figure 114.2 that the
vector � has to be initialised, i.e. initial values as-
signed to all the parameters of the model being es-
timated. Provided the estimator is functioning in
isolation,all the elements of �(0) can be set to zero.
However, if the estimator is part of a self-tuning
controller, this would lead to zero division through
singularity, so setting all the elements of �(0) to
zero is not an option.

For the trivial case,which is nevertheless a very
common approximation, of the model being a first
order lag with a time delay, an estimate of the pa-
rameters may be made from the open loop step re-
sponseusing the construction of the reaction curve
method outlined in Chapter 24:

G(s) =
K.e−Ls

Ts + 1
≡ z−h.b0

1 + a1.z−1

where b0 = K/T and, assuming a sampling period
of unity, h = L and a1 = − exp(−1/T).

Another approach to obtaining �(0) is to use
batch least squares (BLS) on a set of pre-recorded
data values, with the bonus that it produces an es-
timate of R(0). There is clearly a trade-off between
accuracy and efficiency: the larger the data set the
more accurate the estimates but the greater the
computational effort required because of the ma-
trix inversions. This obviously requires that there
exists a BLS program for initialisation as well as
the RLS program.Alternatively, if the BLS is incor-
porated in the RLS program, then a large part of
the code becomes redundant after the first pass.

Yet another method is to parameterise the
model on-line using RLS whilst the process is ei-
ther on open loop or, more usually, being con-
trolled independently. This would typically be by
means of a conventional PID controller. It is impor-
tant during this initialisation period that the pro-
cess is repeatedly disturbed by judicious set point
changes so that the data used for parameter esti-
mation is sufficiently rich in information content.
This method allows �(0) to be set to the null vector
and, once the estimates have converged, the con-

troller can be switched from fixed parameter into
self-tuning mode and/or from manual into auto-
matic mode.Provision must be made for bumpless
transfer.

115.3 Initialisation of the
Covariance Matrix

Also apparent from Figure 114.2 is the need to ini-
tialise the (inverse of the) covariance matrix R.
As mentioned above, R(0) can be obtained from
a BLS estimate prior to switching to RLS. However,
a more popular technique is to simply specify that
it be diagonal, i.e. R(0) = �.I where � is a scalar
quantity.The coefficient� is usually chosen to be a
positive number because, by definition, the covari-
ance matrix S(k) and hence its inverse R(k) have
quadratic diagonal elements which must be pos-
itive. From the literature it appears that a choice
of 100 ≤ � ≤ 106 is common. This range may
at first sight seem to be both high and wide but
remember, from Equation 82.5, that the individual
covariances are formed from raw data values: these
may well be in engineering units without any form
of standardisation as is the case, for example, with
correlation coefficients.

Inspection of Equation 114.17 reveals that a
large value of � causes the gain vector K(k) of the
estimator to be high initially which, from Equa-
tion 114.15, has the effect of speeding up the initial
search for the probable values of �(k). A conse-
quence is that the initial estimates of the parame-
ters will jump about a lot. If these are then used as
a basis for determining the output of a self-tuning
controller, closed loop response will be poor ini-
tially and may even appear to be unstable.This can
be alleviated by specifying a smaller value for �
and compromising on the speed of adaptation.

The value used for � reflects the confidence
in the initial values. If there is little confidence in
�(0) then a value of � = 1000 works well. If ap-
proximate values of �(0) are available, say through
some step response test or BLS, then values in the
range 0 ≤ � ≤ 1 work well. Remember, it doesn’t
matter exactly what value of � is chosen, the issue
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is simply initialisation of R(k) which subsequently
adapts itself as appropriate.

Sometimes it is desirable to hold a certain pa-
rameter of �(k) at its initial value which is known
a priori to be correct. To accomplish this, the cor-
responding diagonal element of R(0) is set to zero.
This will effectively set the corresponding element
in the gain vector K(k) to zero which halts adapta-
tion of that parameter.

115.4 Forgetting Factors
The parameters of many real processes are not al-
ways constant. They may change slowly with time
due to variations in process characteristics such as,
for example,when heat exchanger surfaces become
fouled. Or they may change relatively quickly due
to non-linearities, such as when a set point change
forces a different set of operating conditions. Due
to the convergent nature of RLS estimators, the el-
ements of the matrix R(k) decrease in magnitude
with time. This in turn reduces the size of the gain
vector K(k), particularly after a prolonged period
of steady operation. Thus, if a parameter change
then occurs, the estimator is unable to track it ef-
fectively.The estimator is said to have fallen asleep.

One way of tackling this problem is to use a re-
cursive formulation of the weighted least squares
(WLS) estimator. The notion of incorporating a
weighting matrix W in the objective function was
introduced in Chapter 114. Suppose that W is a
diagonal matrix defined as follows:

J =
n
∑

k=1
w(k)."(k)2 = "T(k).W." (k)

=
[

"(n) "(n − 1) "(n − 2) · · · "(1)
]

×

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0
0 � 0 0 0
0 0 �2 0 0

0 0 0
... 0

0 0 0 0 �n−1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

"(n)
"(n − 1)
"(n − 2)

...
"(1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

where:

w(k) = �n−k and 0 < � < 1.0 (115.1)

It is evident that the weightings are applied on a
reverse time basis, with the strongest weighting
of unity being applied to the most recent error.
Thus the older the error the less the significance
of its contribution to the objective function. The
rate at which older information is discounted is
determined by the value of the parameter � which
is generally known as the forgetting factor, but is
also referred to as either the data suppression fac-
tor or the memory parameter. The rate at which
information is discounted is characterised by the
asymptotic sample length (ASL) defined as follows:

ASL =
1

1 − �

ASL is some memory time constant that relates to
the length of the data window within which the
contribution of the error values is significant. Val-
ues of � typically lie in the range of 0.95–0.999
corresponding to data windows of 20–1000 sam-
ples respectively. Clearly a value of � = 1 implies
infinite memory.

The recursive least squares algorithm incor-
porating the forgetting factor is exactly the same
as depicted in Figure 114.2 except that Equation
114.18 is modified as follows:

d(K) = � + xT(k).R(k − 1).x(k) (115.2)

and Equation 114.19 is modified as follows:

R(k) =
1

�
.
(

R(k − 1) − d(K).K(k).KT(k)
)

(115.3)

It can be seen from Equation 115.3, since � < 1 in
the denominator, that R(k) will be prevented from
becoming too small, hence keeping the algorithm
“alert”.

115.5 Covariance Resetting
Theuseof a forgetting factor is by far themost pop-
ular method of improving the tracking of slowly
time-varying parameters. However, there exists an
alternative approach to preventing the elements of
the (inverse of the) covariancematrix R(k) becom-
ing too small. This is known as either covariance
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resetting or as random walk and involves modify-
ing Equation 114.19 (but not Equation 114.18) of
Figure 114.2 as follows:

R(k) = R(k − 1) − d(K).K(k).KT(k) + R (115.4)

where R is a diagonal, usually time invariant, ma-
trix with positive diagonal elements and has the
same dimensions (�×�) as R(k).The attraction of
covariance resetting is that R(k) is increased lin-
early whereas use of the forgetting factor causes
R(k) to grow exponentially.A further attraction of
covariance resetting is that adjustment of the ap-
propriate diagonal element of R enables the iden-
tifier’s tracking ability to be varied more or less
independently for each parameter.

115.6 Numerical Instability
The recursive estimator is at the heart of most self-
tuning control algorithms, so any numerical insta-
bility in the estimator will result in the control loop
becoming unstable.This can occur due to roundoff
errors in the estimation and/or to use of a forget-
ting factor.

Inspection of Equation 114.17 reveals a divi-
sion problem if d(K) is zero or close to zero, and
Equation 114.18 shows that this occurs when:

xT(k).R(k − 1).x(k) ≈ −1 (115.5)

If R(k) was diagonal with positive elements, this
condition would never be satisfied. However, R(k)
cannot be guaranteed as such since it is the inverse
of the covariance matrix S(k) some of whose off
diagonal elements are likely to be negative. Also,
for R(k) to exist, there is an implicit requirement
for S(k) to be non-singular which, for the same
reasons, may not be met. Therefore, there will be
circumstances in which the RLS algorithm breaks
down. These are most likely to occur when some
elements of R are very small and round off er-
ror becomes significant, typically when the word
length used is short and there are large numbers
of parameters to estimate.

One way of overcoming the problem is to reduce
the RLS estimation to a method known as stochas-
tic approximation. This is achieved by specifying
R(k) to be a matrix of constants that is positive def-
inite, the eigenvalues of which are real and positive.
This guarantees that Equation 115.5 cannot be sat-
isfied. Hence there is no need for updating R(k)
and,as it will always be positive definite, the stabil-
ity of the estimator cannot be affected by numeri-
cal errors. However, least squares is a second order
optimisation technique: fixing R(k) reduces it to
a first order search algorithm which has a much
slower rate of convergence and requires much bet-
ter estimates of the initial value �(0).

Another approach involves factorisation. In-
stead of updating R(k) by Equation 114.19 at each
iteration of the RLS algorithm, a factor of R(k) is
updated resulting in R(k) itself being guaranteed
positive definite.The so-called upper diagonal fac-
tored RLS estimator has very good performance
characteristics as well as being computationally ef-
ficient.

More practical means of realising RLS stability
involve testing for the onset of divergence. When
this is revealed, execution of Equation 114.19 is by-
passed. Alternatively, the onset of divergence can
be used to trigger a covariance resetting as de-
scribed above.

115.7 Covariance Windup
Instability of estimation can also occur when a rel-
atively small forgetting factor is used. If the esti-
mator is quiescent for a long time, corresponding
to small errors due to tight control and the absence
of noise, the estimator gain will become small and
Equation 115.3 reduces to:

R(k) =
1

�
.R(k − 1) (115.6)

Since � < 1 the elements of R(k) grow exponen-
tially with time leading to covariance windup. The
problem can be tackled at source by use of a dither
signal which ensures that the system is persistently
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excited and the input and output signals are rich
in data.The dither is a random signal of zero mean
and finite variance that is superimposed on either
the input signal during open loop identification or
on the set point of a closed loop self-tuning con-
troller.

Through Equations 114.15 and 114.17, it can be
seen that covariance windup causes the estimator
gain K(k) to increase suddenly which makes the
estimator very sensitive to the estimation error. A
small change in the error caused, say, by a slight
change in the process characteristics, can therefore
result in large changes in estimates, a phenomenon
known as estimator blow-up.

When these estimates are used to calculate
the output of a self-tuning controller, the closed
loop response becomes unstable.The controller re-
spondswith the result that the estimator,andhence
the closed loop,becomes stable after a periodof os-
cillation. Whilst the ability to recover from covari-
ance windup is welcome, the intervening period of
instability is generally unacceptable.

A common approach to handling estimator
blow-up is to include in the RLS algorithm checks
on the magnitude of the diagonal elements of R(k).
A typical check is to monitor the sum of the diag-
onal elements, i.e. trace(R(k)). If this becomes too
large, R(k) is reset to some acceptable size. One
method is to simply replace R(k) with a diagonal
matrix whose elements are all of the same specified
positive value:

R(k) = ˛.I

Alternatively, individual elements along the diago-
nal of R(k) can be replaced with smaller positive
values as and when appropriate.

115.8 Variable Forgetting
Factors

A more elegant approach is to use variable forget-
ting factors to indirectly influence the size of the
(inverse of the) covariance matrix. A small forget-
ting factor enhances the rate of adaptation. This is

required whenever there are large estimation er-
rors, typically at start-up, when a disturbance oc-
curs or when a parameter changes. And a large
forgetting factor is required when the estimation
error is small to prevent covariance windup.

There are many designs of variable forgetting
factor. One of the simplest but most effective is as
follows:

�(k) = �min +
1 − �min

1 + f("(k))

Here �min is the minimum value of the forgetting
factor while f("(k)) is some positive function of
the estimation error, such as |"(k)| or "(k)2. If the
residual is large, then the forgetting factor tends
towards �min whereas if the residual is small the
forgetting factor tends towards unity.

A more sophisticated approach due to Well-
stead uses a composite forgetting factor. The re-
quirement for a low value at start-up is handled by
the one forgetting factor:

�1(k) = ˛.�1(k − 1) + (1 − ˛).�1(∞)

where �1(∞) ≤ 1, �1(0) ≤ �1(∞) and ˛ is a con-
stant set to some value between 0.5 and 1.0. To
prevent blow-up �1(∞) is normally set to a value
of 1.0. A second forgetting factor is used to handle
the tracking of parameter variations:

�2(k) = 1 −
"2(k)

1 + "2(k)

where again "(k) is the estimation error.Fulfilment
of both criteria is accomplished by combining the
two forgetting factors:

�(k) = �1(k).�2(k)

Other approaches include the switching between
two forgetting factorsdepending upon the value of
the estimation error, adjustment of the forgetting
factor to maintain a constant value of trace(R(k)),
and setting the forgetting factor to unity if checks
reveal that the data is not exciting.
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115.9 Convergence
The error in the value of any particular prediction
of the output y is given by Equation 114-16. How-
ever, since identification is recursive, the quality of
the prediction process is of more interest than any
particular predicted values. The two most com-
monly used measures of quality are consistency
and bias.

Consistency is based upon the residuals, i.e. on
the differences between the estimates of the co-
efficients of �(k) and their true values. As time
progresses, assuming the identification process is
successful, the errors should reduce. Ideally the er-
rors should asymptotically approach zero but sel-
dom do so because of upsets due to changes in
value of the coefficients. There are two commonly
used means of articulating consistency. The sim-
pler,which is appropriate for use with the BLS esti-
mator,defines consistency in terms of the expected
value of the vector product for the errors in �.Thus,
as k → ∞:

E
{

(�̂ − �)T .(�̂ − �)
}

= E

{

�
∑

i=1

(�̂i − �i)
2

}

=
�
∑

i=1

E
{

(�̂i − �i)
2
}

→ 0

The problem with this measure of consistency is
that there is no memory of convergence which
makes it inappropriate for use on a recursive basis.
For RLS estimators a more sophisticated measure
of consistency is required.

From Equations 114.6 and 114.8:

�̂ − � = (XT.X)−1.XT.y − �

= (XT.X)−1.XT
[

X.� + "
]

− �

= (XT.X)−1.(XT.X).�
+ (XT.X)−1.XT." − �

= (XT.X)−1.XT."

Next consider the quadratic in the error on �:

(

�̂ − �
) (

�̂ − �
)T

=
(

(XT.X)−1.XT."
)

.
(

(XT.X)−1.XT."
)T

= (XT.X)−1.XT."."T.X.
(

(XT.X)−1
)T

= (XT.X)−1.XT."."T.X.(XT.X)−1

Of particular interest is the expected value of the
embedded quadratic in " . Assuming that the error
on each coefficient is random, i.e. is not correlated
with X, then:

E
{

"."T
}

= E

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

"2
1 "1"2 · · · "1"n

"1"2 "2
2 · · · "2"n

...
...

...
...

"1"n "2"n · · · "2
n

⎫

⎪

⎪

⎪

⎬

⎪

⎪

⎪

⎭

=

⎡

⎢

⎢

⎢

⎣

� 2 0 · · · 0
0 � 2 · · · 0
...

...
...

...
0 0 · · · � 2

⎤

⎥

⎥

⎥

⎦

= � 2.I

where � 2 is the variance of the error on the predic-
tion of the output. Since X may be considered as a
constant matrix of measured values at any sample
instant, it follows that:

E

{

(

�̂ − �
)

.
(

�̂ − �
)T
}

(115.7)

= E
{

(XT.X)−1.XT.� 2I.X.(XT .X)−1
}

= � 2.(XT.X)−1 = � 2.R

This too is inherently diagonal.Clearly,as timepro-
gresses and the predictions improve, the diagonal
elements must reduce. The sum of the diagonal el-
ements, its trace, should converge on zero. Thus,
for consistency, as k → ∞:

traceE

{

(

�̂ − �
)(

�̂ − �
)T
}

= � 2.trace(R) → 0

This is relatively easy to determine because R(k)
is updated at each iteration of the identification
process. The true significance of this consistency
criterion is that, being based upon R(k), the his-
tory of the convergence of the estimates is retained
despite the recursive nature of RLS.
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Whereas consistency is a measure of convergence,
bias is a measure of the magnitude of the residual:

bias = E
{

�̂
}

− �

The estimates are said to be unbiased if the follow-
ing criterion is satisfied as k → ∞:

E
{

�̂
}

− � → 0

Substituting from Equations 114.6 and 114.8 gives:

E
{

�̂
}

− � = E
{

(XT.X)−1.XT
[

X.� + "
]}

− �

= X−1.E
{

"
}

Provided that " is not correlated with X, i.e. the
stochastic term has a zero mean, the least squares
methods will always give unbiased estimates.How-
ever, in the context of control systems as depicted
in Figure 114.3, the process input is not indepen-
dent of prediction error " and correlates with X.
Use of RLS within a self-tuning controller results
in biased estimates, the bias being given by:

E
{

�̂
}

− � = E
{

X−1."
}

(115.8)

which will not be equal to zero even if " has a zero
mean.As discussed in Chapter 114, the techniques
of instrumental variables, GLS and ELS all include
measures to ensure uncorrelated residuals to pre-
vent this bias.

115.10 Comments
It is evident that there are many issues surround-
ing the use of RLS estimators. However, provided
a sensible order model is chosen, the estimator
is properly initialised and some form of variable
forgetting factor is used to counter the effects of
windup,RLS provides a goodstable framework for
both identification and self tuning applications. It
is interesting to note that whilst stability and good
convergence of the estimator are essential for its
effective operation, the accuracy of the estimates is
not in itself critical for self-tuning purposes. Any
self-tuning controller should be capable of tolerat-
ing moderate residuals. What does matter is that
the closed loop error of the regulator is small.
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Self tuning control (STC) encompasses any type
of controller in which the controller’s parameters
are automatically adjusted, somehow, whilst con-
trolling a process/plant that is subject to change.
Self tuning may be of a tune-on-demand nature
or recursive. In the tune-on-demand form, the ad-
justment mechanism handles the initial tuning of
the controller, after which the mechanism is dis-
abled until re-tuning is required. In the recursive
form, the adjustment mechanism is executed on a
regular basis,updating the controller’s parameters
according to the process/plant changes.

Proprietary self-tuners, often referred to as
auto-tuners, adopt an empirical approach and are
usually used in tune-on-demand mode.Typically a
disturbance is introduced, the pattern of response
is observed from which the process characteristics
are determined, and conventional PID controller
settings are adjusted accordingly. There are many
variations on the theme:

• The tests may be open loop or closed loop.
• The loop may include a conventional controller

and/or a relay.
• The disturbance may be a step change or ran-

dom, such as a pseudo random binary signal
(PRBS).

• The process characteristics may be articulated
either in terms of rise time, overshoot, etc. or
else as parameters such as time constants and
gains of some pre-specified model to which the
data is best fitted by means of least squares.

• PID settings may be adjusted singly or in com-
bination, using Cohen and Coon type formulae,
depending upon whether regulo or servo control
is the objective.

This chapter outlines the essential differences be-
tween the two principal classes of STC,explicit and
implicit.Then, two particular types of implicit STC
are considered in detail. First the minimum vari-
ance (MV) type is described. This provides a basis
for describing the generalised minimum variance
(GMV) type which is probably the most common
type of STC used in practice.

STC is an area which has attracted, and contin-
ues to attract,extensive interest fromacademia and
the literature is littered with references to leading
figures such as Astrom, Clarke and Grimble. There
are many texts too which range from the difficult
to understand to the impossible. For a thorough
treatment of the subject the reader is referred in
particular to the text by Wellstead (1991).
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116.1 Explicit and Implicit STC
Any linear model based controller can be made
self-tuning given a suitable on-line parameter es-
timation technique. Figure 116.1 depicts the struc-
ture of an explicit STC which is an intuitive ap-
proach to STC design.

Process/plantController
+_

Parameter

estimation

Controller

synthesis

u(k) y(k)

)k(φ̂

)k(θ̂

Fig. 116.1 Structure of an explicit self tuning controller

There is a two stage identification and synthe-
sis process. First, the parameters of the model of
the process are estimated explicitly from its input
and output signals. Second, these are used to cal-
culate the parameters of the controller. The con-
troller output is then evaluated according to some
pre-defined control law, typically a pole placement
compensator or a state feedback regulator. This
structure is also referred to as the indirect ap-
proach to STC because the controller’s parameters
are based upon estimates of the parameters of the
process model.

Underlying this approach are the separation
(of identification and synthesis) principles and
certainty equivalence. The certainty equivalence
principle assumes that the estimated parameters
of the process are accurate representations of their
true values. In other words, the controller param-
eters are calculated on the basis that the process
parameters are both known and correct. This is
a strong assumption that is seldom valid due to
model inaccuracy such as biased estimates due to
correlated noise. So, in practice, the weaker separa-
tion principle applies which takes into account the
uncertainty of the estimates of the process param-
eters in calculating the controller parameters.

Figure 116.2 depicts the structure of an im-
plicit STC. The identification and synthesis are in-
tegrated. Also known as the direct approach, this

type of STC estimates the controller parameters di-
rectly from the process’ input and output signals.
The process parameters are implicitly embedded
within the controller parameters.

Process/plantController
+_

Estimation & 

synthesis

u(k) y(k)

)k(θ̂

Fig. 116.2 Structure of an implicit self tuning controller

The implicit STC is computationally more efficient
than the explicit STC. However, it is less flexible
in the sense that the choice of control law is fixed
by the STC design: the process parameters are not
available to enable a choice of control law.

116.2 Notation
Throughout this text the letter k has been used to
denote the current sampling instant. To avoid am-
biguity the letter h is used to denote a time advance
of h sampling periods in the future.This is the same
h as was used to denote process time delay in Equa-
tion 114.1 and throughout the rest of Chapter 114.
Other texts use the letter k to denote the time ad-
vance, hence the common phrase of k-step ahead
prediction.

The hat (ˆ) is used to denote an estimate of a
future value.Other texts use star (*) notation to de-
note predicted values but in this text the * denotes
the Laplace transform of a sampled data signal, as
defined by Equation 75.3. Thus the following ex-
pression denotes the h-steps ahead estimate of the
value of y on the basis of information available up
to (and including) the current sampling instant k:

ŷ (k + h| k)

Also note the non-standard notation used to dis-
tinguish between the z transforms of a predicted
value:

Z
{

ŷ(k + h)
}

= zh.ŷ(z)

Z
{

ŷ (k + h| k)
}

= zh.ŷ(z)
∣

∣

0
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The former is the transform of a variable when its
values areknown h-steps ahead of the current sam-
pling instant whereas the latter implies that infor-
mation is only available up to the current sampling
instant (0 steps ahead).

A fairly common practice in the literature on
self-tuning control is to articulate relationships be-
tween variables in time series form rather than as
z transforms. For convenience these are often ex-
pressed as a product, an example of which is as
follows:

F(k).y(k) = f0.y(k) + f1.y(k − 1) + · · ·
+ f� .y(k − �)

≡ F(z).y(z)

where F(k) is some polynomial which operates
upon the time series signal y(k), analogous to the
equivalent operation in the z domain.

116.3 Minimum Variance
Control

The minimum variance (MV) controller is of the
implicit type of STC. It generates a control signal
u(k) to minimise the following objective function:

J = E
(

[

r(k) − ŷ (k + h| k)
]2
)

(116.1)

This operand can be thought of as the squareof the
controller error, in which the error is the difference
between the current set point r(k) and the pre-
dicted output y(k) some h-steps ahead. The expec-
tation of the square of the error signal corresponds
to its variance, the objective being to minimise that
variance, hence the term minimum variance con-
trol.

To enable minimisation of Equation 116.1 a re-
lationship is required between the output y(k) and
the input u(k), both presumed to be in deviation
form. Suppose that this is available in the form of
an ARMAX model as defined by Equation 114.32:

A(z).y(z) = z−h.B(z).u(z) + C(z)."(z) (116.2)

in which A(z), B(z) and C(z) are polynomials as
defined by Equations 114.1 and 114.31:

A(z) = 1 + a1.z−1 + a2.z−2 + . . . + a˛ .z−˛

B(z) = b0 + b1.z−1 + b2.z−2 + . . . + bˇ .z−ˇ

C(z) = 1 + c1.z−1 + c2.z−2 + . . . + c .z−

(116.3)
The random series of residuals "(z), of zero mean
and finite variance, resulting from fitting the plant
data to the model at the current sampling instant,
is as defined by Equation 114.3:

y(z) = ŷ(z) + "(z) (116.4)

Minimisation of Equation 116.1 also requires an
h-step ahead prediction of the output. Let E(z) be
some monic polynomial that reconciles the true
value of the output h-steps ahead with its current
prediction in terms of future residuals:

zh.y(z) = zh. ŷ(z)
∣

∣

0
+ zh.E(z)."(z) (116.5)

where:

E(z) = 1 + e1z
−1 + e2z−2 + · · · + eh−1z

−(h−1) .

Inverse transforming back into the time domain
gives:

y(k + h) = ŷ (k + h| k) + "(k + h)

+ e1."(k + h − 1)

+ e2."(k + h − 2) + · · ·
+ eh−1."(k + 1)

which may be articulated as follows:

ŷ (k + h|k) = y(k + h) − E(k)."(k + h) (116.6)

Next presume that there exists another polynomial
function F(z) such that the following separation
identity is valid:

C(z) = A(z)E(z) + z−h.F(z) (116.7)

where:

F(z) = f0 + f1z
−1 + f2z

−2 + · · · + f˛−1z
−(˛−1) .

An equation of the following general form is
known as a Diophantine identity, the significance
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of which is that for any given polynomials A(z),
B(z) and C(z) there will always be a unique pair of
polynomials X(z) andY(z) that satisfy the identity:

A(z).X(z) + B(z).Y(z) = C(z)

Thus, in the case of Equation 116.7, for known
polynomials A(z) and C(z) and a given delay h,
there will exist a pair of polynomials E(z) and F(z)
which satisfy the equation. The coefficients of E(z)
and F(z) are found by expanding the equation,
equating terms in like exponents and solving for
the unknowns. Thus multiplying Equation 116.2
throughout by E(z) and substituting from Equa-
tion 116.7 gives:

(

C(z) − z−h.F(z)
)

.y(z) = z−h.B(z)E(z).u(z)

+ C(z)E(z)."(z)

Taking out the time advance as a factor and rear-
ranging gives:

C(z).
(

zh.y(z) − zh.E(z)."(z)
)

= +B(z)E(z).u(z) + F(z).y(z)

Substituting from Equation 116.5 gives:

C(z).zh. ŷ(z)
∣

∣

0
= B(z)E(z).u(z) + F(z).y(z)

(116.8)
Notice the structure of this equation: the left hand
side is the future prediction of the output whereas
the right handside comprisesprevious andcurrent
values only of the inputs and outputs.

Now define D(z) in such a way that enables
ŷ (k + h| k) to be isolated:

C(z) = 1 − z−1.D(z) (116.9)

where:

D(z) = d0 + d1z
−1 + d2z−2 + · · · + d −1z

−( −1).

Substitution into Equation 116.8 and rearrange-
ment gives:

zh. ŷ(z)
∣

∣

0
= B(z)E(z).u(z) + F(z).y(z)

+ zh−1.D(z). ŷ(z)
∣

∣

0

One final simplification is made. For estimation
purposes B(z),D(z),E(z) and F(z) are all unknown.
Since B(z) and E(z) occur as a product, they may as
well be combined into a single polynomial. Noting
that B(z) is not monic:

G(z) = B(z).E(z)

= g0 + g1z−1 + g2z−2 + · · ·
+ g(ˇ+h−1)z−(ˇ+h−1)

(116.10)

whence:

zh. ŷ(z)
∣

∣

0
= G(z).u(z) + F(z).y(z)

+ zh−1.D(z). ŷ(z)
∣

∣

0

Inverse transformation yields:

ŷ (k + h| k) = g0.u(k) + g1.u(k − 1)

+ g2.u(k − 2) + · · ·
+ g(ˇ+h−1).u(k − ˇ − h + 1)

+ f0.y(k) + f1.y(k − 1)

+ f2.y(k − 2) + · · ·
+ f˛−1.y(k − ˛ + 1)

+ d0.ŷ(k + h − 1)

+ d1.ŷ(k + h − 2)

+ d2.ŷ(k + h − 3) + · · ·
+ d −1.ŷ(k + h −  )

which is equivalent to:

ŷ (k + h| k) = G(k).u(k) + F(k).y(k)

+ D(k).ŷ (k + h − 1| k)
(116.11)

Substituting into the objective function of Equa-
tion 116.1 gives:

J = E
([

r(k) −
(

G(k).u(k) + F(k).y(k)

+ D(k).ŷ (k + h − 1|k)
)

]2)

Noting that the differential of the time series func-
tion G(k).u(k) with respect to u(k) is:
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d

du(k)

(

g0.u(k) + g1.u(k − 1) + · · ·
+ g(ˇ+h−1).u(k − ˇ − h + 1)

)

= g0

and that the minimum of the expected value of the
objective function is the same thing as its true min-
imum,the control signal u(k) required to minimise
the function is found by differentiation:

∂J

∂u(k)
= −2g0

(

r(k) −
(

G(k).u(k) + F(k).y(k)

+ D(k).ŷ (k + h − 1| k)
)

)

Back substituting from Equation 116.11 gives:

∂J

∂u(k)
= −2g0

(

r(k) − ŷ (k + h| k)
)

Clearly the condition that has to be satisfied for a
minimum is:

r(k) − ŷ (k + h| k) = 0

which is intuitively obviousby inspection of Equa-
tion 116.1. Thus the control signal required to re-
alise the objective function comes from:

r(k) −
(

G(k).u(k) + F(k).y(k)

+ D(k).ŷ (k + h − 1|k)
)

= 0
(116.12)

116.4 Implementation of MV
Control

The MV type of STC control can be realised by
means of the RLS algorithm of Chapter 114. The
data and parameter vectors arise from shifting
Equation 116.11 backwards by h steps:

ŷ(k) = G(k).u(k − h) + F(k).y(k − h)

+ D(k).ŷ(k − 1)

Substituting the estimate of y(k) into Equation
116.4 gives:

y(k) = G(k).u(k − h) + F(k).y(k − h)

+ D(k).ŷ(k − 1) + "(k)

which is of the form of Equation 114.4:

y(k) = xT(k − h).� + "(k) (116.13)

where x(k − h) and � are both (� × 1) vectors with
� = ˛ + ˇ +  + h and:

xT(k − h) =
[

uk−h uk−h−1 · · · uk−2h−ˇ+1

yk−h yk−h−1 · · · yk−h−˛+1

ŷk−1 ŷk−2 · · · ŷk−

]

�T =
[

g0 g1 · · · gˇ+h−1 f0 f1 · · · f˛−1

d0 d1 · · · d −1

]
(116.14)

Note that the residual in Equation 116.13 is uncor-
related with the data in the regression since it is
a future value with respect to the time indices of
the input and output signals.The recursive form of
estimation is exactly the same as for the RLS algo-
rithm of Figure 114.2 with the exception that the
residual of Equation 114.16 is replaced by:

"(k) = y(k) − xT(k − h).�̂(k − 1) (116.15)

Implementation issues are as described in Chap-
ter 115. Once the estimate of the parameters �̂(k)
becomes available, the control signal is evaluated
from an expansion and rearrangement of Equation
116.12:

u(k) =
1

g0

(

r(k) −

ˇ+h−1
∑

j=1

gj.u(k − j)

−
˛−1
∑

j=0

fj.y(k − j)

−

 −1
∑

j=0

dj.ŷ(k + h − 1 − j)

)

(116.16)

The combination of estimation by means of RLS
and control by means of Equation 116.16, if car-
ried out at each sampling instant, is a self-tuning
minimum variance strategy.
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116.5 Properties of MV Control
Comparison of Equations 116.11 and 116.12 re-
veals that:

ŷ (k + h| k) = r(k) (116.17)

Thus the control signal u(k) of Equation 116.16 will
drive the controlled variable towards its set point.

Substituting for ŷ (k + h| k) from Equation
116.17 into Equation 116.6 gives:

r(k) = y(k + h) − E(k)."(k + h)

Shifting k-steps backwards and rearranging yields:

y(k) = r(k − h) + E(k)."(k)

y(z) = z−h.r(z) + E(z)."(z)
(116.18)

This represents the closed loop performance of the
MV controller. Its interpretation is that the con-
trolled variable follows the set point exactly sub-
ject to a time delay of h steps and a weighted noise
signal.MV control inherently eliminates offset due
to disturbances, other than the noise component
which is of zero mean and finite variance.

However, because the output attempts to fol-
low the input exactly, the response is of a deadbeat
nature. This causes excessive control effort and is
generally unacceptable for operational reasons.

116.6 Generalised Minimum
Variance Control

To get round the deadbeat problem, the objective
function of Equation 116.1 is modified:

J = E
(

[

R(k).r(k) − P(k).ŷ (k + h| k)
]2

+ [Q(k).u(k)]2
)

(116.19)

where the filters on the process output y(z), input
u(z) and set point r(z) are the pulse transfer func-
tions P(z), Q(z) and R(z) respectively: It may be
presumed that, in general:

P(z) =
n(P(z))

d(P(z))

where:

d(P(z)) = 1 + p1.z
−1 + p2.z

−2 + · · · + p� .z−�

Q(z) = q0 + q1.z
−1 + q2.z

−2 + · · · + q!.z−!

R(z) = 1 + r1.z
−1 + r2.z

−2 + · · · + r� .z−�

(116.20)

Development of the GMV controller then follows
along the same lines as for the MV controller. Thus
starting with the plant model of Equation 116.2:

A(z).y(z) = z−h.B(z).u(z) + C(z)."(z) (116.2)

and multiplying throughout by E(z) as defined by
Equation 116.5 yields:

A(z)E(z).y(z) = z−h.B(z)E(z).u(z) + C(z)E(z)."(z)

A separation identity, different to that of Equation
116.7, is introduced:

P(z)C(z) = A(z)E(z) + z−h.
F(z)

d(P(z))
(116.21)

which may be substituted as follows:

(

P(z)C(z) − z−h.
F(z)

d(P(z))

)

.y(z)

= z−h.B(z)E(z).u(z) + C(z)E(z)."(z)

Taking out the time advance as a factor and rear-
ranging gives

C(z).
(

zh.P(z).y(z) − zh.E(z)."(z)
)

= B(z)E(z).u(z) +
F(z)

d(P(z))
.y(z)

This may be simplified by introducing similarity
transformations:

C(z).
(

zh.ỹ(z) − zh.E(z)."(z)
)

= B(z)E(z).u(z) + F(z). ˜̃y(z)
(116.22)

where ỹ(z) = P(z).y(z) and ˜̃y =
y(z)

d(P(z))
are both

filtered values of the output.
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A modification to Equation 116.5 is next intro-
duced:

zh.ỹ(z) = zh. ˆ̃y(z)
∣

∣

∣

0
+ zh.E(z)."(z) (116.23)

Substituting into Equation 116.22 gives:

C(z).zh. ˆ̃y(z)
∣

∣

∣

0
= B(z)E(z).u(z) + F(z). ˜̃y(z)

Again, use Equations 116.9 and 116.10 to isolate
ˆ̃y (k + h| k) and substitute for B(z)E(z):

C(z) = 1 − z−1.D(z) (116.9)

zh. ˆ̃y(z)
∣

∣

∣

0
= G(z).u(z) + F(z). ˜̃y(z)

+ zh−1.D(z). ˆ̃y(z)
∣

∣

∣

0

the inverse transform of which yields:

ˆ̃y (k + h| k) = G(k).u(k) + F(k). ˜̃y(k)

+ D(k). ˆ̃y (k + h − 1| k − 1)

(116.24)

Substituting into the objective function of Equa-
tion 116.19 gives:

J = E
([

R(k).r(k)

−
(

G(k).u(k) + F(k). ˜̃y(k)

+ D(k). ˆ̃y (k + h − 1|k − 1)
)]2

+ [Q(k).u(k)]2
)

Noting, as before, that the differential of the time
series function G(k).u(k) with respect to u(k) is
g0, and remembering that the minimum of the ex-
pected value of the objective function is the same
thing as its true minimum:

∂J

∂u(k)
= −2g0.

[

R(k).r(k)

−
(

G(k).u(k) + F(k). ˜̃y(k)

+ D(k). ˆ̃y
(

k + h − 1
∣

∣k − 1
)

)]

+ 2q0. (Q(k).u(k))

Back substituting from Equation 116.24 yields:

∂J

∂u(k)
= −2.g0.

(

R(k).r(k) − ˆ̃y
(

k + h
∣

∣k
)

)

+ 2q0.Q(k).u(k)

The condition that has to be satisfied for a mini-
mum is thus:

ˆ̃y
(

k + h
∣

∣k
)

− R(k).r(k) +
q0

g0
.Q(k).u(k) = 0

(116.25)

116.7 Implementation
of GMV Control

GMV control can be realised by means of the RLS
algorithm of Chapter 114. The data and parameter
vectors arise from shifting Equation 116.24 back-
wards by h steps:

ˆ̃y(k) = G(k).u(k−h)+F(k). ˜̃y(k−h)+D(k). ˆ̃y(k−1)

Substituting the estimate of ỹ(k) into Equation
116.4 gives:

ỹ(k) = G(k).u(k − h) + F(k). ˜̃y(k − h)

+ D(k). ˆ̃y(k − 1) + "(k)

which is of the form of Equation 114.4:

ỹ(k) = xT(k − h).� + "(k) (116.26)

where x(k − h) and � are both (� × 1) vectors with
� = ˛ + ˇ +  + h and:

xT(k − h) =
[

uk−h uk−h−1 · · · uk−2h−ˇ+1

˜̃yk−h
˜̃yk−h−1 · · · ˜̃yk−h−˛+1

ˆ̃yk−1
ˆ̃yk−2 · · · ˆ̃yk−

]

�T =
[

g0 g1 · · · gˇ+h−1 f0 f1 · · · f˛−1

d0 d1 · · · d −1

]

(116.27)

AswithMV control, the residual in Equation 116.26
isuncorrelatedwith thedata in the regression since
it is a future value with respect to the time indices
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of the input and output signals.The recursive form
of estimation is exactly the same as for the RLS al-
gorithm of Figure 114.2 with the exception that the
residual of Equation 114.16 is replaced by:

"(k) = ỹ(k) − xT(k − h).�̂(k − 1) (116.28)

Implementation issues are as described in Chapter
115. Once the estimate of the parameters �̂(k) be-
comes available, the control signal is evaluated by
substituting from Equation 116.24 into Equation
116.25:

G(k).u(k) + F(k). ˜̃y(k)

+ D(k). ˆ̃y
(

k + h − 1
∣

∣k − 1
)

− R(k).r(k) +
q0

g0
.Q(k).u(k) = 0

Solving for u(k) gives:

u(k) =
g0

(

g2
0 + q2

0

)

⎛

⎝R(k).r(k) −

ˇ+h−1
∑

j=1

gj.u(k − j)

−
q0

g0
.

!
∑

j=1

qj.u(k − j) −
˛−1
∑

j=0

fj. ˜̃y(k − j)

−

 −1
∑

j=0

dj. ˆ̃y(k + h − 1 − j)

⎞

⎠ (116.29)

The combination of estimation by means of RLS
and control by means of Equation 116.29, if car-
ried out at each sampling instant, is a self-tuning
generalised minimum variance strategy.

116.8 Properties
of GMV Control

As its name implies, GMV can be applied in almost
any circumstances, subject to a sensible choice of
P(z), Q(z) and R(z) in Equation 116.19.

Clearly setting P(z) = 1, Q(z) = 0 and R(z) = 1
reduces GMV control to MV control with its dead-
beat type of response.

Remember from Equation 116.22 that:

ỹ(z) = P(z).y(z).

Thus setting P(z) = 1, Q(z) �= 0 and R(z) = 1 in
Equation 116.25 results in:

ŷ
(

k + h
∣

∣k
)

− r(k) +
q0

g0
.Q(k).u(k) = 0

zh. ŷ(z)
∣

∣

0
− r(z) +

q0

g0
.Q(z).u(z) = 0

(116.30)

which is depicted in block diagram in Figure 116.3.

r(z)

)z(Q.q

g

0

0 process
u(z) y(z)
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hz

_+

0
)z(ŷ

Fig. 116.3 Reduced form of generalised minimum variance

(GMV) control

Thus 1/Q(z) can be regarded as a controller op-
erating on a predicted feedback signal, somewhat
analogous to the Smith predictor strategy of Chap-
ter 86.

Setting P(z) �= 1, Q(z) = 0 and R(z) �= 0, and
manipulating Equations 116.23 and 116.25, leads
to the closed loop response:

P(k).y(k) = R(k).r(k − h) + E(k)."(k)

y(z) = z−h.
R(z)

P(z)
.r(z) +

E(z)

P(z)
."(z)

(116.31)

Hence the output follows the set point, subject to
the time delay, the form of response being deter-
mined by the ratio of R(z) to P(z), with the ratio
of E(z) to P(z) determining the extent to which the
noise is filtered.

For most process control purposes it is normal
to make P(z), Q(z) and R(z) as simple as possible,
the constraints being that:

• P(z) is chosen such that the ratio of E(z) to P(z)
is sluggish enough to filter out noise effects (dis-
turbances).
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• Q(z) is normally a simple first order lag consis-
tent with the dynamics of the actuators.

• R(z) is chosen such that the ratio of R(z) to P(z)
is realisable and consistent with the closed loop
dynamics of the process/plant. Note that R(z) is
not necessarily unity even though process con-
trol systems are normally of a regulo nature, i.e.
constant set point.

Appropriate choice of R(z) and P(z) yields the de-
sired closed loop model, for which reason the ap-
proach is often referred to as a model following or
model reference control strategy.

116.9 Comments
This chapter has concentrated on minimum vari-
ance methods. The two methods considered, MV
and GMV, are both well understood and accepted.
There are other methods not covered here, such
as the so-called linear quadratic Gaussian (LQG)
method and variations thereof. All of these mini-
mum variance methods are commonly referred to
as “optimal” methods of self-tuning in the sense
that they are based upon the minimisation of a
quadratic performance index. Most of the other
methods of self-tuning are based upon pole place-
ment, i.e. the control lawsarederivedby attempting
to place the closed looppoles at arbitrary positions.
These other methods are commonly referred to as
being “sub-optimal” in that they are not designed
to minimise any cost function.
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116.10 Nomenclature
Symbol Description
" residual: error in prediction of output y
r controller set point
u input variable
y output variable
ŷ estimate of y
ỹ output y filtered by P
˜̃y output y divided by d(P)

Dimensions
x vector of input and output values � × 1
� vector of model coefficients � × 1
h time delay exponent in process model
k current sampling instant
� dimension of value (˛ + ˇ +  + h)

J objective function

Order
A denominator monic polynomial of process model ˛
B numerator polynomial of process model ˇ
C monic polynomial relates residuals to process noise 
D polynomial used for isolating current output  − 1
E monic polynomial relates residuals to predictions h − 1
F polynomial used for separation purposes ˛ − 1
G polynomial product of B and E ˇ + h − 1
P filter on output y in objective functionfor GMV
d(P) monic polynomial denominator of P �
Q polynomial filter on output in objective fn for GMV !
R polynomial filter on set point in objective fn for GMV �
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117.11 Nomenclature

Model based predictive control, usually referred to
simply as model predictive control (MPC), can be
thought of as a philosophy with a number of dif-
ferent approaches to its implementation. It is the
most sophisticated form of advanced process con-
trol that has been realised to any significant extent
in practice. That is for three reasons. First, because
MPC can handle difficult to control problems such
as time delay, non-minimum phase, non-linearity,
open loop instability, constraints and combina-
tions thereof. Also, it will handle interactions of a
multivariable nature. Second, despite its complex-
ity, implementation of MPC is fairly straightfor-
ward because there are good quality robust pack-
ages available. The main design parameters have
physical meaning and are relatively easy to under-
stand in a process context. Third, because there
are large benefits to be derived. According to vari-
ous surveys, these are potentially some 2–6% of a
plant’s total operating costs.

It is primarily the proven ability of MPC to re-
duce variance in controlled variables that realises
these benefits. This enables processes to be oper-
ated closer to economic and physical constraints
than would otherwise be the case. That is partic-

ularly so when MPC is used in conjunction with
a real-time optimiser in a multivariable context.
A typical scenario is that a steady state optimiser
(SSO) intermittently downloads set points to one
or more MPCs which, in turn, regularly update the
set points of conventional feedback, cascade and
ratio control loops being implemented by means
of a DCS. Alternatively, a dynamic optimisation
capability (DOC) is integrated with an MPC. Both
scenarios are discussed in Chapter 106.

MPC is advanced in the sense that it is based
upon a combination of techniques including state
space modelling, identification, time series predic-
tion and least squares optimisation, all of which
have been developed in previous chapters. Whilst
there are many forms of MPC they all have a com-
mon framework. The approach taken here is to de-
velop an appreciation of that framework, together
with an in-depth understanding of one particular
form of MPC, followed by a survey of the other
forms. That will provide a sufficient basis for im-
plementation of any of the other forms of MPC.

The particular form of MPC considered is the
generalised predictive control (GPC) form due to
Clarke. This form has been chosen as a basis for



1024 117 Model Predictive Control

two reasons. First, GPC is a natural extension to
the generalised minimum variance (GMV) form
of self-tuning controller considered in the previ-
ous chapter.And secondly,because its details are in
the public domain. An excellent overview of MPC
is provided by Ogunnaike (1994) which is based
upon the dynamic matrix control (DMC) form of
MPC. The reader is also referred to the texts by
Seborg (2004) and Morari (1994) and, for a more
comprehensive treatment of GPC, to the text by
Camacho (1999).

117.1 Prediction and Control
Horizons

For the purposes of MPC it is necessary to predict
future values of some process output or controlled
variable (y) relative to the current instant (k). Pre-
diction is typically as far ahead as two to three
times the dominant time constant of the system.
Suppose theprocess is sampledat say one twentieth
of that time constant: the output prediction hori-
zon (p) could then be up to some 60 steps ahead.
Note that this includes steps ahead (h) due to any
inherent delay in the system. The process input or
manipulated variable (u) is adjusted by the MPC.
The control horizon is the sequence of input steps
ahead (c) that are calculated by the controller. The
control horizon is always shorter than the predic-
tion horizon (c < p). For prediction purposes an
arbitrary number of steps ahead (j) is considered.
These horizons are depicted in Figure 117.1.

time

steps0 h c j p

k k+j

prediction horizon

control horizon

inherent delay

Fig. 117.1 Prediction and control horizons

The basic strategy of MPC is now outlined in the
context of a SISO system: its extension to multi-
variable systems comes later. Given a model of the
process, and knowing the past history and current
values of both controlled and manipulated vari-
ables, future values of the controlled variable (y)
may be predicted.On the basis of these predictions
and the future set point trajectory, and assuming
no corrective action is taken, estimates of the fu-
ture errors can bemade.However,corrective action
can be taken, the objective being to eliminate those
errors. MPC design, therefore, involves finding the
optimal sequence of changes to the manipulated
variable (u) that will minimise the predicted er-
rors over the prediction horizon. In practice, it is
only the first of that sequence of changes which is
implemented: thereafter the whole process is re-
peated, the so-called receding horizon approach.
Figure 117.2 depicts this strategy.

time

0 h c j

set point (r )

output (y)

)kjk(ŷ +

)kjk(ê +

input (u)

p

Fig. 117.2 The receding horizon approach to minimising errors

Whilst only the first control step is ever imple-
mented, and the control horizon may be only one
step long (c = 1), it is common for a longer control
horizon to be used (say c = 2, 3 or 4).Note that the
control horizon is not necessarily longer than the
inherent delay (c > h) as depicted in Figure 117.2.

The notation used for the input and output sig-
nals is summarised in Table 117.1.
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Table 117.1 Notation for I/O signals

Past Current Future

Output (CV) y(k − 1), y(k − 2), . . . y(k) y(k + 1), y(k + 2), . . .

Input (MV) u(k − 1), u(k − 2), . . . u(k) u(k + 1), u(k + 2), . . .

117.2 The Basis of Forward
Prediction

The basis for forward prediction is a model of the
process. For MPC purposes it is normal for the
model to be in time series form (or z domain) and
for the variables to be in deviation form. If the
model is not known a priori then it would have to
be established empirically: step response testing is
common but identification by RLS or otherwise, as
outlined in Chapter 114, is also used. Some MPC
packages provide a neural network function for
identification. It doesn’t particularly matter what
form the model is obtained in, transfer function
or state-space, continuous or discrete, because the
models can always be converted into time series
form.As a basis for design consider the system de-
picted in Figure 117.3.

MPC
y(z)

w(z)

u(z) +
+

)z(A

1r(z)
)z(B.z h−

Fig. 117.3 The basis of forward prediction

The pulse transfer function of the process is as
given previously by Equation 114.20:

A(z).y(z) = z−h.B(z).u(z) + w(z) (117.1)

where:

A(z) = 1 + a1.z
−1 + a2.z

−2 + · · · + a˛ .z−˛

B(z) = b0 + b1.z
−1 + b2.z

−2 + · · · + bˇz−ˇ

Suppose that the noise w(z) is related to the resid-
uals "(z) on the prediction of the output y(z) by

some weighting function as previously defined by
Equation 114.31:

w(z) = C(z)."(z) (117.2)

where:

C(z) = 1 + c1.z
−1 + c2.z

−2 + · · · + c .z−

Hence the ARMAX model of Equation 116.2:

A(z).y(z) = z−h.B(z).u(z) + C(z)."(z) (117.3)

For the purposes of GPC consider the simple but
special case of:

C(z) =
1

1 − z−1
=

1

ā(z)
(117.4)

This choice of C(z) introduces an integrator into
the model for disturbance rejection: it effectively
guarantees zero steady state offset. Substitution for
C(z) and rearrangement yields a model of the so
called controlled auto regressive integrated mov-
ing average (CARIMA) form:

A(z)ā(z).y(z) = z−h.B(z)ā(z).u(z) + "(z) (117.5)

For GPC purposes it is necessary to separate out
current and past values from future ones. This is
realisedby meansof polynomial division.Consider
the identity:

1

A(z)ā(z)
= Ej(z) + z−j.

Fj(z)

A(z)ā(z)

In effect, this states that division by a polynomial
will result in a numerator (first term) and a re-
mainder (second term). This may be rearranged
into the form of the so called Diophantine identity
as follows:

1 = A(z)Ej(z)ā(z) + z−j.Fj(z) (117.6)
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where:

Ej(z) = 1 + e1z−1 + e2z−2 + · · · + ej−1z−(j−1)

Fj(z) = fj,0 + fj,1z−1 + fj,2z−2 + · · · + fj,˛z−˛

(117.7)
For any known polynomial A(z) of order ˛ and ar-
bitrary number of steps ahead (j) there will always
be a unique pair ofpolynomials Ej(z) and Fj(z) that
satisfy Equation 117.6. Note that the coefficients of
Fj(z) vary according to the value of j chosen.

Multiplying the CARIMA model by Ej(z) gives:

A(z)Ej(z)ā(z).y(z) = z−h.B(z)Ej(z)ā(z).u(z)

+ Ej(z)."(z)

and substituting from Equation 117.6 gives
(

1 − z−j.Fj(z)
)

.y(z) = z−h.B(z)Ej(z)ā(z).u(z)

+ Ej(z)."(z)

Hence:

y(z) = z−j.Fj(z).y(z) + z−h.B(z)Ej(z)ā(z).u(z)
+ Ej(z)."(z)

Consider j steps ahead, i.e. multiply by z+j:

zj.y(z) = Fj(z).y(z)

+ zj−h.B(z)Ej(z)ā(z).u(z)

+ zj.Ej(z)."(z)

(117.8)

The polynomials B(z) and E(z) may be combined
as previously in Equation 116.10:

Gj(z) = B(z).Ej(z)
= g0 + g1z−1 + g2z−2 + · · · + gj+ˇ−1z−(j+ˇ−1)

(117.9)
Substituting Equation 117.9 into Equation 117.8
and inverse transform gives:

y(k + j) = Fj(k).y(k) + Gj(k).āu(k + j − h)

+ Ej(k)."(k + j)

where the notation is as defined in Chapter 116.
Future noise is unknown so future residuals, pre-
sumed to be due to prediction error, may be ig-
nored resulting in the estimate:

ŷ(k + j
∣

∣k) = Fj(k).y(k) + Gj(k).āu(k + j − h)
(117.10)

Thus predictions of future values of the output are
separated into two components, the first is based
upon known current and previous values of the
output and the second upon unknown future val-
ues of the input.

The equivalent Z domain representation of
Equation 117.10 is:

zj. ŷ(z)
∣

∣

0
= Fj(z).y(z) + zj−h.(1 − z−1)Gj(z).u(z)

(117.11)

117.3 Prediction of the Output
Expanding Equation 117.10 gives:

ŷ(k + j
∣

∣k) = Fj(k).y(k) + Gj(k).āu(k + j − h)

= Fj(k).y(k) + g0.āu(k + j − h)

+ g1.āu(k + j − h − 1)

+ g2.āu(k + j − h − 2) + . . .

+ gj−h−1.āu(k + 1) + gj−h.āu(k)

+ gj−h+1.āu(k − 1)

+ gj−h+2.āu(k − 2) + . . .

+ gj+ˇ−1.āu(k − h − ˇ + 1)

which may be rearranged as follows:

ŷ(k + j
∣

∣k) = �j + gj−h.āu(k)

+ gj−h−1.āu(k + 1)

+ gj−h−2.āu(k + 2) + . . .

+ g2.āu(k + j − h − 2)

+ g1.āu(k + j − h − 1)

+ g0.āu(k + j − h)

(117.12)

where:

�j = Fj(k).y(k) + gj−h+1.āu(k − 1)

+ gj−h+2.āu(k − 2) + . . .

+ gj+ˇ−2.āu(k − h − ˇ + 2)

+ gj+ˇ−1.āu(k − h − ˇ + 1)

(117.13)



117.3 Prediction of the Output 1027

in which:

Fj(k).y(k) = fj,0.y(k) + fj,1.y(k − 1) + . . .

+ fj,˛.y(k − ˛)
(117.14)

and:

āu(k) = u(k) − u(k − 1),

āu(k + 1) = u(k + 1) − u(k), etc.

Inspection of Equation 117.12 reveals that the pre-
diction of the output j steps ahead is comprised of
a term �j and a series of terms based on unknown
current and future values of the input. Equations
117.13 and 117.14 reveal that the term �j is itself a
series of terms based on known previous values of
the input and known current and previous values
of the output signal.

Equation 117.12 is the basis for prediction of
the output. With reference to Figure 117.1, a pre-
diction of the output can now be made over the
prediction horizon. What happens during the in-
herent delay is not of interest because the control
action that affects the output in this period has al-
ready taken place so, in effect, the prediction range
is h ≤ j ≤ p. The predictions made at each step
over that range may be assembled into matrix form
as follows:

ŷ(k + j
∣

∣k) =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

ŷ(k + h
∣

∣k)
ŷ(k + h + 1

∣

∣k)
ŷ(k + h + 2

∣

∣k)
...

ŷ(k + p
∣

∣k)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

�h

�h+1

�h+2

...
�p

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

g0 0 0 · · · 0
g1 g0 0 · · · 0
g2 g1 g0 · · · 0
...

...
...

...
...

gp−h gp−h−1 gp−h−2 · · · g0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

×

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + p − h)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(117.15)

It is perhaps helpful in understanding Equation
117.15 to take note of its dimensions:

[(p − h + 1) × 1]

= [(p − h + 1) × 1]

+ [(p − h + 1) × (p − h + 1)] × [(p − h + 1) × 1]

The upper off diagonal zeros are due to the pre-
diction of the output y at each step ahead j being
based upon changes in the input āu as far as that
step only, and not beyond, the earlier steps having
fewer prior inputs associated with them.

In practice, the control horizon is only c steps
ahead and the values for āu thereafter are zero, so
the above equation reduces to:

ŷ(k + j
∣

∣k)

=

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

�h

�h+1

�h+2

...
�h+c−1

...
�p

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

g0 0 0 · · · 0
g1 g0 0 · · · 0
g2 g1 g0 · · · 0
...

...
...

...
...

gc−1 gc−2 gc−3 · · · g0

...
...

...
...

...
gp−h gp−h−1 gp−h−2 · · · gp−h−c+1

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

×

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(117.16)

This may be simplified by notation to:

ŷ(k + j
∣

∣k) = N(�j) + M(gj).āuf (j) (117.17)

whose dimensions are:

[(p − h + 1) × 1] = [(p − h + 1) × 1]

+ [(p − h + 1) × c] × [c × 1]

The vector N(�j) is comprised of known (back-
ward) values and the matrix M(gj) operates upon
changes in the unknown (forward) inputs āuf (j).

Note that in Equations 117.15 and 117.16 the
vectors of the predictions of the output y and
known values N(�j) are both of dimension (p −
h + 1) × 1.
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However, whereas in Equation 117.15 the dimen-
sion of vector āuf (j) is (p−h+1)×1, it is reduced in
Equation 117.16 to c×1.Similarly thedimension of
matrix M(gj) is reduced from (p−h+1)×(p−h+1)
to (p − h + 1) × c.As explained later, this reduction
in size is a major factor in the efficient realisation
of MPC.

The vector N(�j) in Equation 117.17 may be es-
tablished from Equations 117.13 and 117.14 over
the same prediction range of h ≤ j ≤ p as follows:

N(�j) =

⎡

⎢

⎢

⎢

⎢

⎢

⎣

�h

�h+1

�h+2

...
�p

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

fh,0 fh,1 · · · fh,˛

fh+1,0 fh+1,1 · · · fh+1,˛

fh+2,0 fh+2,1 · · · fh+2,˛

...
...

...
...

fp,0 fp,1 · · · fp,˛

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

y(k)
y(k − 1)
y(k − 2)

...
y(k − ˛)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

g1 g2 · · · gh+ˇ−2 gh+ˇ−1

g2 g3 · · · gh+ˇ−1 gh+ˇ

g3 g4 · · · gh+ˇ gh+ˇ+1

...
...

...
...

...
gp−h+1 gp−h+2 · · · gp+ˇ−2 gp+ˇ−1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

×

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k − 1)
āu(k − 2)
āu(k − 3)

...
āu(k − h − ˇ + 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(117.18)

Equation 117.18 may be simplified by notation to:

N(�j) = Ny(fj).yb
(j) + Nu(gj).āub(j)

=
[

Ny(fj) Nu(gj)
]

×
[

y
b
(j)

āub(j)

]

(117.19)

whose dimensions are:

[(p − h + 1) × 1]

= [(p − h + 1) × (˛ + 1)] × [(˛ + 1) × 1]

+ [(p − h + 1) × (h + ˇ − 1)] × [(h + ˇ − 1) × 1]

where the vector N(�j) is partitioned into a matrix
Ny(fj) operating upon known (backward) outputs
yb(j) and a matrix Nu(gj) operating upon known
(backward) inputs āub(j).

Note that the order of Gj(z) increases with the
number of steps ahead being predicted. This is re-
flected in the number of terms in the rows of M(gj)
and Nu(gj). The number of terms in the rows of
M(gj) increases whereas the number of terms in
the rows of Nu(gj) is constant.

117.4 Controller Output
Sequence

As stated, the objective of MPC design is to find the
optimal sequence of changes to the manipulated
variable over the control horizon that minimises
the errors over the prediction horizon. With ref-
erence to Figure 117.2, the predicted error at any
future arbitrary instant j is given by:

ê(k + j
∣

∣k) = r̂(k + j) − ŷ(k + j
∣

∣k) (117.20)

where r(k) is the future set point which may be ei-
ther constant or variable.A least squares approach
to minimisation is taken in which the objective (or
cost) function is based upon the sum ofthe squares
of the error over the prediction horizon:

J =

p
∑

j=h

(

ê(k + j
∣

∣k
)2

+ !.

c−1
∑

j=0

āu(k + j)2

=

p
∑

j=h

(

r̂(k + j) − ŷ(k + j
∣

∣k)
)2

+ !.

c−1
∑

j=0

āu(k + j)2 (117.21)

Note that the objective function includes the se-
quence of changes to the manipulated variable.
That is because the best minimisation is that which
involves least control effort or, in other words, the
minimal change in the manipulated variable. The
weighting factor ! is user definable: a tuning pa-
rameter.
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Substituting from Equation 117.17 gives:

J =
(

rf (j) − N(�j) − M(gj).āuf (j)
)T

×
(

rf (j) − N(�j) − M(gj).āuf (j)
)

+ !.āuT
f (j).āuf (j)

expansion of which gives:

J = rT
f (j).rf (j) − rT

f (j).N(�j)

− rT
f (j).M(gj).āuf (j)

− NT(�j).rf (j) + NT(�j).N(�j)

+ NT(�j).M(gj).āuf (j)

− āuT
f (j).MT(gj).rf (j)

+ āuT
f (j).MT(gj).N(�j)

+ āuT
f (j).MT(gj).M(gj).āuf (j)

+ !.āuT
f (j).āuf (j)

(117.22)

The objective function may be differentiated with
respect to the unknown control vector to find a
minimum. Noting that differentiation by a vector
is covered in Chapter 79:

dJ

dāuf (j)
= −2MT(gj).rf (j) + 2MT(gj).N(�j)

+ 2.MT(gj).M(gj).āuf (j)

+ 2!.āuf (j) (117.23)

The minimum occurs when the differential is zero:

−MT(gj).[rf (j) − N(�j)]

+ [MT(gj).M(gj) + !.I].āuf (j) = 0

which gives upon rearrangement:

āuf (j) = [MT(gj).M(gj) + !.I]−1

× MT(gj).[rf (j) − N(�j)]
(117.24)

Equation 117.24 is the basic design equation for
the unconstrained GPC form of MPC. For any
given matrix of coefficients M(gj) and matrix of
known values N(�j), it enables the sequence of fu-
ture changes in the controller output āu to be cal-
culated which will minimise the error over the pre-
diction horizon. Remember that the variables are
in deviation form, so the output signal must be
initialised with its normal bias.

117.5 Worked Example
Consider a simple process whose pulse transfer
function is as follows:

(1 − 0.9.z−1).y(z) = z−1.u(z) + w(z)

In fact this process is comprised of a gain of ap-
proximately 9.5, a first order lag of approximately
9.5 min anda delay of 1 min witha sampling period
of 1 min.

Comparison with Equation 117.1 reveals the
process parameters:

A(z) = (1 − 0.9.z−1), B(z) = 1,

˛ = 1 ˇ = 0 h = 1

The CARIMA form of the model is given by Equa-
tion 117.5 as follows:

(1 − 0.9.z−1).ā(z).y(z) = z−1.ā(z).u(z) + "(z)

For separation purposes, the Diophantine identity
of Equation 117.6 becomes:

1 = (1 − 0.9.z−1).Ej(z).(1 − z−1) + z−j.Fj(z)

Choose a control horizon of c = 2 and a prediction
horizon of p = 3. Thus the steps ahead of interest
are j = 1, 2 and 3. It is emphasised that the reduced
prediction horizon is used solely to simplify the
example.

• Case when j = 1. Equations 117.7 give:

E1(z) = 1

F1(z) = f10 + f11.z−1

whence

1 = (1 − 0.9.z−1).1.(1 − z−1) + z−1.(f10 + f11.z
−1)

Equating coefficients in z−1 yields f10 = 1.9 and
in z−2 yields f11 = −0.9.
Substitute into Equation 117.9 yields:

G1(z) = B(z).E1(z) = 1.

The first forward prediction is thus given by
Equations 117.10 and 117.14:

ŷ(k + 1
∣

∣k) = 1.9.y(k) − 0.9.y(k − 1) + āu(k)
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• Case when j = 2. Equations 117.7 give:

E2(z) = 1 + e1.z−1

F2(z) = f20 + f21.z−1

whence:

1 = (1 − 0.9.z−1).(1 + e1.z−1).(1 − z−1)

+ z−2.(f20 + f21.z−1)

Equating coefficients yields e1 = 1.9, f20 = 2.71
and f21 = −1.71.
From Equation 117.9:

G2(z) = 1 + 1.9.z−1

From Equation 117.10 the second forward pre-
diction is:

ŷ(k + 2
∣

∣k) = 2.71.y(k) − 1.71.y(k − 1)

+āu(k + 1) + 1.9.āu(k)

• Case when j = 3. Equations 117.7 give:

E3(z) = 1 + e1.z−1 + e2.z−2

F3(z) = f30 + f31.z−1

whence:

1 = (1 − 0.9.z−1).(1 + e1.z−1 + e2.z−2).(1 − z−1)

+ z−3.(f30 + f31.z−1)

which yields e1 = 1.9, e2 = 2.71, f30 = 3.439 and
f31 = −2.439.
From Equation 117.9:

G3(z) = 1 + 1.9.z−1 + 2.71.z−2

From Equation 117.10 the third forward predic-
tion is:

ŷ(k + 3
∣

∣k) = 3.439.y(k) − 2.439.y(k − 1)

+ āu(k + 2) + 1.9.āu(k + 1)

+ 2.71.āu(k)

These three predictions may be combined in the
form of Equation 117.15:
⎡

⎣

ŷ(k + 1
∣

∣k)
ŷ(k + 2

∣

∣k)
ŷ(k + 3

∣

∣k)

⎤

⎦ =

⎡

⎣

1.9 −0.9
2.71 −1.71
3.44 −2.44

⎤

⎦

[

y(k)
y(k − 1)

]

+

⎡

⎣

1.0 0 0
1.9 1.0 0
2.71 1.9 1.0

⎤

⎦

⎡

⎣

āu(k)
āu(k + 1)
āu(k + 2)

⎤

⎦

Noting that the control horizon is only two steps
ahead, comparison with Equations 117.17 and
117.19 reveals that:

Ny(fj) =

⎡

⎣

1.9 −0.9
2.71 −1.71
3.44 −2.44

⎤

⎦ Nu(gj) = 0

M(gj) =

⎡

⎣

1.0 0
1.9 1.0
2.71 1.9

⎤

⎦

Note that the term Nu(gj) is zero because of the
combination of h = 1 and ˇ = 0. Matrix manipu-
lation gives:

[MT(gj).M(gj)]
−1.MT(gj)

=

[

0.8506 0.3155 −0.1661
−1.3006 −0.2655 0.6661

]

Assume a weighting factor of ! = 0 in which case
the controller output sequence is given by Equa-
tion 117.24:
[

āu(k)
āu(k + 1)

]

=

[

0.8506 0.3155 −0.166
−1.301 −0.266 0.6661

]

×

⎧

⎨

⎩

⎡

⎣

r(k)
r(k + 1)
r(k + 2)

⎤

⎦ −

⎡

⎣

1.9 −0.9
2.71 −1.71
3.44 −2.44

⎤

⎦

[

y(k)
y(k − 1)

]

⎫

⎬

⎭

On the basis of the receding horizon approach, this
may be simplified:

āu(k) =
[

0.8506 0.3155 −0.166
]

×

⎧

⎨

⎩

⎡

⎣

r(k)
r(k + 1)
r(k + 2)

⎤

⎦ −

⎡

⎣

1.9 −0.9
2.71 −1.71
3.44 −2.44

⎤

⎦

[

y(k)
y(k − 1)

]

⎫

⎬

⎭

If the set point is constant, this reduces to:

āu(k) = r(k) − 1.899.y(k) + 0.899.y(k − 1)
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117.6 Recursive
Implementation

To be of any use as a control strategy,MPC has to be
capable of being implemented on a recursive ba-
sis.Thus, at each sampling instant, the values of the
process output (CV) and input (MV) have to be up-
dated and the required change in input calculated.
This is depicted in flow chart form in Figure 117.4
and is largely self explanatory.

Specify α, β, h, c, p and ω and set k=0

Identify A(z) and B(z) in Equ’n 117.1 by RLS

Initialise yb(j) in Equ’n 117.18 for 0≥j≥-α

Establish M(gj) from Equ’n 117.16 for h≤j≤p

Establish Ny(fj) & Nu(gj) in Equ’n 117.18 for h≤j≤p

Calculate Δuf(j) from Equ’n 117.24

Calculate N(σj) from Equ’n 117.19

Initialise rf(j) in Equ’n 117.21 for h≤j≤p

Establish Gj(z) in Equ’n 117.9 for h≤j≤p

Increase u(k-1) by Δu(k)

Update rf(j), yb(j) and Δub(j)

Initialise Δub(j) in Equ’n 117.18 for -1≥j≥-h-β+1

Determine Ej(z) & Fj(z) in Equ’n 117.7 for h≤j≤p

Evaluate [M´M+ωI]-1 .M´ in Equ’n 117.24

Increment k 

and wait for

next sample

Fig. 117.4 Recursive implementation of model predictive control

(MPC)

There are two cases to consider. First, that when
the process/plant is stationary, or relatively so, in
which case the plant model will be constant and
the identification of A(z) and B(z) can be done on
a once-off basis by RLS or otherwise. Thus, once
Gj(z), M(gj), Ny(fj) and Nu(gj) have been estab-
lished, the recursion simply entails updating the

vectors, calculating N(�j) and āuf (j) and imple-
menting the first of the changes to the controller
output.

Second, in the event of the process/plant vary-
ing with time, it is necessary to carry out the iden-
tification and re-establish the various matrices re-
cursively, as depicted by the broken line in Fig-
ure 117.4. This can be done occasionally or fre-
quently, according to how fast the model changes.
Clearly there is a massive increase in the compu-
tational effort required, in particular in relation to
the separation of Ej(z) and Fj(z) in Equation 117.7,
by means of polynomial division or otherwise, and
in the matrix inversion in Equation 117.24. This
effort can only be justified if the variation of the
model with time is significant in theoverall context
of the control problem.

This increase in effort is partially offset by the
use of the control horizon c, rather than the predic-
tion horizon p,in the computation ofthe M(gj) ma-
trix in Equation 117.16 and the subsequent matrix
inversion in Equation 117.24. Indeed, if it wasn’t
for this reduction,recursive implementation would
not be feasible. To emphasise the point, consider
the situation where h = 2, c = 3 and p = 10. The
dimensionsof M(gj) are (p−h+1)×c which leads to

M(gj) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

g0 0 0
g1 g0 0
g2 g1 g0

g3 g2 g1

g4 g3 g2

...
...

...
g8 g7 g6

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

Note the operand in Equation 117.24. An elegant
and powerful feature of GPC is that the operand
is the difference between the vector of future set
point rf (j) values and the vector of previous known
values N(�j). Predictions of future values of the
process output are not explicitly involved, they
were eliminated in the matrix manipulations that
resulted in Equation 117.24. Thus, there are no
residuals on the output due to unknown distur-
bances to be corrected for.
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GPC enables the sequence of future changes in the
controller output āu to be calculated which will
minimise the error over the prediction horizon,
but only the first change is ever implemented. So
why not set the control horizon to unity (c = 1)
in the first place? This would considerably simplify
the calculations since M(gj) in Equation 117.24 be-
comes a vector of dimension (p − h + 1) × 1 and
āuf (j) becomes a scalar. The issue here is flexibil-
ity regarding the magnitude of change in the con-
troller output. If the minimisation was based upon
a single change (c = 1) then a conservative value
would be found which satisfies the long term pre-
diction horizon. However, if a control horizon of
two steps (c = 2) was used, more aggressive ac-
tion could be taken. The first change in controller
output could be larger than would otherwise be
the case, forcing the process to respond faster. This
would then be followed by a smaller change in the
opposite direction to prevent undue overshoot. In
practice, control horizons of of up to five steps
ahead (c = 5) are often chosen.

117.7 QP Solution of MPC
Problem

As stated, the GPC form of MPC described thus
far is of the unconstrained variety in that changes
in the controller output are evaluated to minimise
the objective function irrespective of any physi-
cal constraints. In practice, there are always con-
straints (limits) on the MV due to saturation ef-
fects and rate of change considerations. An alter-
native approach to the recursive implementation of
Equation 117.24 is to treat the MPC problem as a
constrained optimisation to be solved by means of
quadratic programming. QP is covered in Chap-
ter 105 and of particular interest are Equations
105.20–105.27.

The objective function for GPC was articulated
in Equation 117.21 and expanded into Equation
117.22. The expansion may be rearranged as fol-
lows:

J = āuT
f (j).
(

MT(gj).M(gj) + !I
)

.āuf (j)

− 2.āuT
f (j).MT(gj).

(

rf (j) − N(�j)
)

+
(

rf (j) − N(�j)
)T (

rf (j) − N(�j)
)

(117.25)

In doing the above rearrangement it is necessary
to substitute the transposes of the following two
scalar quantities:

rT
f (j).M(gj).āuf (j) =

(

āuT
f (j).MT(gj).rf (j)

)T

NT(�j).M(gj).āuf (j) =
(

āuT
f (j).MT(gj).N(�j)

)T

By inspection, it can be seen that Equation 117.25
is exactly of the form of the classical QP problem
as defined in Chapter 105:

f(x) =
1

2
.xT.Q.x + xT.C + const (105.20)

The vector of decision variables is āuf (j) and, by
analogy:

Q ≡ 2
(

MT(gj).M(gj) + !I
)

C ≡ −2.MT(gj).
(

rf (j) − N(�j)
)

const ≡
(

rf (j) − N(�j)
)T (

rf (j) − N(�j)
)

where Q is of dimensions c × c and C is of dimen-
sion c × 1.

The constraint matrix for the QP problem is of
the general form:

A.x ≤ B and x ≥ 0 (105.21)

For the QP solution of the MPC problem the con-
straint matrix is formulated in relation to the vec-
tor āuf (j). First consider the saturation effects. In
essence there is an upper and lower limit on the
value of the MPC’s output, the output being either
the MV of the plant or the SP for the CV down-
loaded to a DCS:

umin ≤ u(j) ≤ umax

Since the output of the MPC is calculated in incre-
mental form, the value of the output in absolute
form has to be established by summation as fol-
lows:
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⎡

⎢

⎢

⎢

⎢

⎢

⎣

u(k + 1)
u(k + 2)
u(k + 3)

...
u(k + c)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎢

⎢

⎣

u(k)
u(k)
u(k)

...
u(k)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

+

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...

...
...

...
...

1 1 1 · · · 1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

This is of the form:

u(j + 1) = u(k) + A.āuf (j)

The upper saturation limit is thus:

u(j + 1) = u(k) + A.āuf (j) ≤ umax

It follows that:

A.āuf (j) ≤ umax − u(k) (117.26a)

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 · · · 0
1 1 0 · · · 0
1 1 1 · · · 0
...

...
...

. ..
...

1 1 1 · · · 1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

≤

⎡

⎢

⎢

⎢

⎢

⎢

⎣

umax

umax

umax

...
umax

⎤

⎥

⎥

⎥

⎥

⎥

⎦

−

⎡

⎢

⎢

⎢

⎢

⎢

⎣

u(k)
u(k)
u(k)

...
u(k)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

Similarly, for the lower limit:

u(j + 1) = u(k) + A.āuf (j) ≥ umin

whence

−A.āuf (j) ≤ u(k) − umin (117.26b)

⎡

⎢

⎢

⎢

⎢

⎢

⎣

−1 0 0 · · · 0
−1 −1 0 · · · 0
−1 −1 −1 · · · 0
...

...
...

...
...

−1 −1 −1 · · · −1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

≤

⎡

⎢

⎢

⎢

⎢

⎢

⎣

u(k)
u(k)
u(k)

...
u(k)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

−

⎡

⎢

⎢

⎢

⎢

⎢

⎣

umin

umin

umin

...
umin

⎤

⎥

⎥

⎥

⎥

⎥

⎦

Second, there may be rate of change constraints.
Suppose that there is a limit on the incremental
change in output, whether it be an increase or a
decrease, as follows:

−āulim ≤ āu(j) ≤ āulim

Since the MPC output is calculated in incremental
form it is relatively easy to apply this constraint. In
the case of the upper limit:

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 · · · 0
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. ..
...

0 0 0 · · · 1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

≤

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āulim

āulim

āulim

...
āulim

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(117.27a)

Similarly for the lower rate of change limit:
⎡

⎢

⎢

⎢

⎢

⎢

⎣

−1 0 0 · · · 0
0 −1 0 · · · 0
0 0 −1 · · · 0
...

...
...

...
...

0 0 0 · · · −1

⎤

⎥

⎥

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āu(k)
āu(k + 1)
āu(k + 2)

...
āu(k + c − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

≤

⎡

⎢

⎢

⎢

⎢

⎢

⎣

āulim

āulim

āulim

...
āulim

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(117.27b)
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All of these constraints may be combined into a
single matrix equation of the form:

A.āuf (j) ≤ B (117.28)

where the constraint matrix A is of dimension
(m × c) × c, āuf (j) is of dimension c × 1 and the
constraint vector B is m × 1.

Note that there are no additional non-
negativity constraints: the decision variables are in
deviation form and their negativity is handled by
Equations 117.26band 117.27b.Thusthe condition
for an extremum given by Equation 105.25 and the
Kuhn-Tucker conditionsofEquation 105.27 reduce
respectively to the following:

Q.āuf (j) + C + AT.� = 0 (117.29)

�T
.� = 0 (117.30)

where � is a vector of Lagrange multipliers and �
is a vector of slack variables, both of which are of
dimension m × 1.

The set of Equations 117.25 and 117.28–117.30
articulate the MPC problem as an optimisation
which may be solved as a QP problem by matrix
manipulation in exactly the same manner as de-
scribed in Worked Example No 5 of Chapter 105,
and generally as depicted in Figure 106.10.

117.8 Extension to
Multivariable Systems

The GPC form of MPC generalises to accommo-
date systems with multiple inputs and outputs, the
basic form of model between each single input-
output pair being of the same form as in Equation
117.1.Consider a 2-input 2-output system in which
each output is affected by both inputs as depicted
in Figure 117.5.

The model is as follows:

A1(z).y1(z) = z−h11 .B11(z).u1(z)

+ z−h12 .B12(z).u2(z) + w1(z)

A2(z).y2(z) = z−h21 .B21(z).u1(z)

+ z−h22 .B22(z).u2(z) + w2(z)
(117.31)

Development of the multivariable form of GPC is
exactly the same as before with the various vec-
tors and matrices being partitioned as appropriate.
Thus, by extension of Equation 117.17, the multi-
variable forward prediction is as follows:

++

+
+

)z(y 2

)z(u1)z(r1
+

+

)z(u2

+
+

)z(w1

)z(w2

)z(y1

)z(A

1

1

)z(A

1

2

)z(r2

MPC

)z(B.z 11
h11−

)z(B.z 21
h21−

)z(B.z 12
h12−

)z(B.z 22
h22−

Fig. 117.5 Extension of MPC to multivariable systems
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[

ŷ
1
(k + j
∣

∣k)

ŷ
2
(k + j
∣

∣k)

]

=

[

N1(�j)
N2(�j)

]

+

[

M11(gj) M12(gj)
M21(gj) M22(gj)

] [

āu1f (j)
āu2f (j)

]

(117.32)

where the known terms are found by extension of
Equation 117.19 as follows:

[

N1(�j)
N2(�j)

]

=

[

Ny1(fj) 0
0 Ny2(fj)

]

[

y
1b

(j)

y
2b

(j)

]

+

[

Nu11(gj) Nu12(gj)
Nu21(gj) Nu22(gj)

] [

āu1b(j)
āu2b(j)

]

(117.33)

Noting the equivalence of the vectors and matri-
ces in Equations 117.32 and 117.33 with those in
Equations 117.17 and 117.19 respectively, the re-
quired control sequence is given by analogy with
Equation 117.24 as follows:

[

āu1f (j)
āu2f (j)

]

=
[

MT
2×2(gj).M2×2(gj) + !.I

]−1

× MT
2×2(gj).

[[

r1f (j)
r2f (j)

]

−

[

N1(�j)
N2(�j)

]]

(117.34)

where

M2×2(gj) =

[

M11(gj) M12(gj)
M21(gj) M22(gj)

]

Recursive implementation is essentially as de-
picted in Figure 117.4 for the SISO scenario. The
obvious exception is that, having evaluated Equa-
tion 117.34, there are two controller outputs to be
changed. Thus both MPC outputs u1 and u2 are
changed by the first elements of āu1f (j) and āu2f (j)
respectively.

117.9 Models for MPC
Critical to the success of MPC is the availability
of good quality models. In the context of GPC the

models are of a sampled data nature, i.e. either in
pulse transfer function or time series form as in
Equations 117.1 or 117.31. It is implicit, but not es-
sential, that such models are established by means
of identification such as RLS as described in Chap-
ter 114. However, in practice, it is quite common
to use step or finite impulse response (FIR) tests
or otherwise and to convert the model into the re-
quired form thereafter.

The MIMO process may be thought of as being
comprised of a set of open loop SISO models of the
form:
⎡

⎢

⎢

⎢

⎣

y1(z)
y2(z)

...
ym(z)

⎤

⎥

⎥

⎥

⎦

=

⎡

⎢

⎢

⎢

⎣

G11(z) G12(z) · · · G1n(z)
G21(z) G22(z) · · · G2n(z)

...
...

...
...

Gm1(z) Gm2(z) · · · Gmn(z)

⎤

⎥

⎥

⎥

⎦

⎡

⎢

⎢

⎢

⎣

u1(z)
u2(z)

...
un(z)

⎤

⎥

⎥

⎥

⎦

(117.35)

By applying disturbances to each of the inputs in
turn, and observing the affect on the outputs, the
models may be established. For example, a step
change in u1 will enable all the models G11(z),
G21(z), etc. of the first column of the G matrix to
be established. Likewise for each of the other in-
puts and columns until the G matrix is complete.
Knowing each of the SISO models, the time series
form can be established and the various matrices
for GPC constructed.

Fundamental to the quality of the models are
the following points, the importance of which can-
not be overemphasised:

• Carefully consider, and carry out tests if neces-
sary,whichvariables are candidates for inclusion
as inputs and outputs of the MPC. The objective
is to have as few variables as possible but to in-
clude every variable of consequence. Including
variables in themodel that have little effect or are
of marginal interest increases the scope for er-
rors, increases the computation effort and slows
down the speed of response.
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• Prior to carrying out the RLS or step tests, check
that all the instrumentation is properly cali-
brated, the valves are sensibly sized, and that all
slave loops are properly configured, tuned and
in automatic mode.

• Whilst carrying out the tests, ensure that the
plant and/or process is as well insulated from
external disturbances as is reasonably practical.

Robustness, the ability of the MPC to handle plant
model mismatch, is a key issue. Lack of robustness
arises due to either poor testing, or inappropriate
identification or to the fact that the plant’s dynam-
ics change with time. This can be addressed by
means of intermittently re-identifying the model
as depicted in Figure 117.4. Other approaches in-
volve optimal scaling based upon condition num-
bers and/or singular value thresholding, the con-
cepts of which were covered in Chapter 111.

• Optimal scaling. In essence, the condition num-
ber is a measure of the difficulty of control and
is evaluated from the system’s singular values.
The condition number increases with both the
extent of interaction and the size of the mul-

tivariable problem. The effect is exacerbated by
the fact that condition number does not increase
linearly with size. Robustness can be improved
by optimally scaling the MIMO matrix of Equa-
tion 117.35 to minimise the condition number.

• Singular value thresholding. A typical problem
with MPC is the decision as to whether or not
to include terms in the MIMO matrix with small
gains as these can give rise to large changes in
controller output. Singular value thresholding,
with user defined tolerances, enables such terms
to be included in the prediction part of the eval-
uation but suppresses their effects on the subse-
quent control actions taken.

117.10 Proprietary Packages
There are many forms of MPC with a host of pro-
prietary DOC packages for their implementation
on various platforms in all manner of applications.
Table 117.2 is an attempt at summarising some of
their functionality.
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Table 117.2 Essential features of proprietary MPC packages

Package Model form Principle Tuning parameters Platform

Connoisseur
(Invensys)

Models in time series
form, i.e. ARMAX or
FIR (finite impulse
response). Propri-
etary tools for RLS
identification and
converting model
types.

Minimises sum of squares of
predicted errors.
Multiple steps ahead.
Constraint handling either by
means of long range (LR) or
quadratic programming (QP).
MVs and CVs declared to be ei-
ther hard or soft constraints.
Uses real-time RBF type neural
nets for non-linear prediction.

Control and prediction
horizons (c and p).
CV,MVmove&MVtar-
get weights in matrices
P, Q and R in objective
function J.

Host platforms include
UNIX and NT on Sun,
DEC and HP machines.
Interfaces to all major
DCS and PLC systems.

DMC
(Aspen)

Step response by
proprietary iden-
tification package
(DMI).

The original MPC system, de-
veloped by Shell Oil.
Minimises sum of squares of
predicted errors.
Single step ahead only (c = 1).
Needs correction of predicted
outputs to avoid offset.
Constraints handled by formu-
latingas aQPproblem(QDMC).

Prediction horizon (p).
Move suppression fac-
tor which trades off the
change in MVs against
the rate of change of
CVs.
Weighting matrix for
relative scaling of CVs.

Host platforms such
as VAX with interface
to DCS or else runs
directly in application
nodes of certain DCS.

GPC Models in ARMAX
form identified by
RLS or otherwise.

Minimises sum of squares of
predicted errors.
No need for correction of errors
on predicted outputs.
Multiple steps ahead.

Control and prediction
horizons (c and p).
Weighting factor (!)
on MV effort, typically
0.1.

Proprietary package
not available, (in-
cluded for purposes of
comparison).

RMPCT
(Honeywell)

Impulse response
model from step
response data, then
converted into AR-
MAX type models
by proprietary
identifier.

Minimises sum of squares of
predicted errors subject to con-
straints articulated in form of
funnels on predicted outputs. If
trajectory is within funnel then
no change of input occurs, oth-
erwise the input changes sub-
ject to minimum control effort.
Interface to both LP and QP for
integrated MPC and optimisa-
tion.

Adjust curvature of
funnel by changing
performance ratio
(0.7 < PR < 1.2)
based upon settling
time and dominant
time constants.

Separate application
module (AM) within
Honeywell DCS, or on
separate NT/DCS node.

SMOC
(Shell)

Plant tests with PRBS
to establish transfer
function type mod-
els which are then
converted into state
space form.

Principle same as for DMC,
from which SMOC evolved.
Controller design and tuning in
simulation mode.
Optional optimiser available
within objective function J.

Penalties on error and
effort (Q & R) in objec-
tive function can be ad-
justed in
off-line mode.
Limited tuning permit-
ted in real-time envi-
ronment.

Identification by means
of PC.
Implemented in real-
time on supervisory
system (VAX, Dec-
Alpha) or in DCS
(Fox-IA).
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117.11 Nomenclature
Integers

c control horizon
(samples)

h time delay exponent in
process model (samples)

j arbitrary number
of steps ahead

k current sampling instant
m number of constraints
p prediction horizon

(samples)

Scalars

J objective (cost) function
r controller set point
u input variable
y output variable
ŷ estimate of y

" residual: error in
prediction of output y

� sum of known (current
plus previous) values

! weighting factor on
output in objective
function

Vectors Dimensions
r vector of set point (p − h) × 1

values
ŷ vector of estimates (p − h) × 1

of output
u vector of output c × 1 or

values (p − h) × 1
� vector of Lagrange m × 1

multipliers (from
Chapter 105)

� vector of slack variables m × 1
(from Chapter 105)

Subscripts
b backward values
f forward values

Matrices Dimensions
A constraint matrix m × c

(from Chapter 105)
B constraint vector m × 1

(from Chapter 105)
C vector of linear c × 1

coefficients (from
Chapter 105)

M matrix operating (p − h) × c or
on future inputs (p − h) × (p − h)

N vector of sums (p − h) × 1
of series of known
i/o values

Ny matrix operating (p − h) × ˛
on previous outputs

Nu matrix operating (p − h)
on previous inputs ×(ˇ + h − 1)

Q matrix of quadratic c × c
coefficients (from
Chapter 105)

Polynomials Order
A denominator monic ˛

polynomial of process model
B numerator polynomial ˇ

of process model
C monic polynomial relates 

residuals to process noise
E monic polynomial h − 1

relates residuals to predictions
F polynomial used ˛ − 1

for separation purposes
G polynomial product ˇ + h − 1

of B and E

ā difference operator 1
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118.10 Nomenclature

Throughout this text there have been many refer-
ences to non-linearity and the potential problems
that it causes. In general, from a control point of
view, the more linear a system is the better the
quality of control and the easier it is to understand
what is going on. There are many sources of non-
linearity:

• Processes have discontinuities, such as when a
stream’s phase changes.

• Reactionshavenon-linear kinetics,bothwith re-
gard to rate constants and concentrations.

• Plant characteristics are often non-linear, such
as level vs volume in conical vessels.

• Flow characteristics,such as flow vshead, invari-
ably have a square root characteristic.

• Control loopelements such as =% control valves
have, by design, non-linear trims.

• Sensors often introduce non-linearities to mea-
surements, pH being an extreme case.

• Non-linearity also occurs due to non-minimum
phase effects and variable time delays.

The best approach is to try to eliminate non-
linearity at source, for example by square root ex-
traction in relation to flow measurement, although
there is seldomlittle scope for changing theprocess

itself. Thereafter, non-linear systems are largely
treated as if they are linear and tuned to cope with
small disturbances within the vicinityof their nor-
mal operating conditions. The hope is that they
stay there.Alternatively, if it is known a-priori that
operating conditions are likely to change signifi-
cantly, different sets of tuning parameters are es-
tablished across the range.These are then switched
into the controller using gain scheduling.For some
systems, and in some cases surprisingly complex
ones, this is quite adequate.

Nevertheless, for many non-linear systems, sat-
isfactory control remains a key non-trivial issue.
This chapter, therefore, provides an overview of
some of the methodologies for handling non-
linearity that have been proposed for use in the
chemical and process industries. It covers log anti-
log (L/A) control, generic model control (GMC)
and globally linearising control (GLC).

118.1 L/A Control
The L/A control approach uses non-linear trans-
formations, such as log and anti-log, to map the
I/O signals into and out of some linear domain.
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ln Controller exp Process

ln

+ _

r e yu

Fig. 118.1 Closed loop structure of L/A strategy

Such transformations can result in more accurate
linear-in-the-parametersmodels of theunderlying
process and, at the same time, enable conventional
control and estimation techniques to be applied.A
good example of this is in the development of in-
ferential models for distillation columns where the
logarithm of composition measurements is known
to beeffective for control purposes.The closed loop
structure of such an L/A strategy is shown in Fig-
ure 118.1.

The error signal is generated from the differ-
ence between the logs of the set point r and the
feedback of the output y as follows:

e = ln(r) − ln(y) = ln

(

r

y

)

The resultant error is operated upon by a linear
controller, PID or otherwise, the output of which is
anti-logged to produce the input signal to the pro-
cess.A citedadvantageof theL/A approach is that it
will always produce a positive output signal u and
hence implicitly handles any physical constraints
on the plant signals. However, being generic, it will
not necessarily produce an optimal solution.

118.2 Control Affine Models
Models for a non-linear SISO system of the follow-
ing general form are referred to as being control
affine:

ẋ = F(x) + G(x).u

y = h(x)
(118.1)

where:

dx1

dt
= f1(x1,x2, . . . , xn) + g1(x1,x2, . . . , xn).u

...
dxn

dt
= fn(x1,x2, . . . , xn) + gn(x1,x2, . . . , xn).u

y = h(x1,x2, . . . , xn)

F(x) and G(x) are referred to as vector fields (i.e.
vector valued functions of the vector x), and h(x)
is a scalar field (i.e. a scalar valued function of the
vector x). Note the difference between Equations
118.1 and conventional state space models. In par-
ticular,note that f,g and h are functions rather than
matrices.

Another important point to appreciate is that
control affine models are used for non-linear sys-
tems when linearisation and use of deviation vari-
ables is inappropriate.That being the case, the vari-
ables used in control affine models are in absolute
form.

An exampleof a control affinemodel can bede-
veloped by considering the CSTR depicted in Fig-
ure 118.2. Note that control of reactor temperature

TC TC

11B1A ,c,c,F θ

00B0A ,c,c,F θ

Fig. 118.2 Temperature control strategy for CSTR
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�0 is to be affected by manipulating the reactor
feed temperature �1 . This feed stream would ob-
viously require a heat exchanger with some slave
control loop, the dynamics of which are presumed
negligible relative to those of the reactor. The sim-
ple but non-linear reversible exothermic reaction
of A ⇔ B is considered. The same conventions for
nomenclature and subscripts are used as in Chap-
ters 89 and 91.

Unsteady state mass balance for components A
and B across the reactor give:

V
dcA0

dt
= F. (cA1 − cA0)

+ V. (−kF.cA0 + kR.cB0)

V
dcB0

dt
= F. (cB1 − cB0)

+ V. (+kF.cA0 − kR.cB0)
(118.2)

Noting that āH for an exothermic reaction is neg-
ative, an unsteady state heat balance gives:

V�cp.
d�0

dt
= F�cp. (�1 − �0)

+ V. (−kF.cA0 + kR.cB0) .āH
(118.3)

where thedependenceof the rate constants on tem-
perature is given by the Arrhenius equations

kF = BF. exp

(

−EF

R (�0 + 273)

)

kR = BR. exp

(

−ER

R (�0 + 273)

)
(118.4)

These equations can be rearranged into the control
affine form of Equation 118.1 as follows:

x =
[

cA0 cB0 �0

]T
, u = �1,

y = h(x) = �0

(118.5)

F(x) =
[

f1(x) f2(x) f3(x)
]T

(118.6)

f1(x) =
F

V
. (cA1 − cA0) − kF.cA0 + kR.cB0

f2(x) =
F

V
. (cB1 − cB0) + kF.cA0 − kR.cB0

f3(x) = −
F

V
.�0 +

āH

�cp
. (−kF.cA0 + kR.cB0)

G(x) =
[

g1(x) g2(x) g3(x)
]T

=

[

0 0
F

V

]T (118.7)

These vector and scalar fields are important for the
design of GMC and GLC laws.

118.3 Generic Model Control
The fundamental difference between the GMC ap-
proach, as described by Lee (1998), and other
model based control strategies is that the perfor-
mance objective is cast in terms of the difference
between the derivatives of the desired or reference
trajectory r(t) and the process output y(t) rather
than the difference between their absolute values.

J =

∞
∫

0

(ṙ − ẏ)2dt

Consider the same SISO process as described pre-
viously:

ẋ = F(x) + G(x).u

y = h(x)
(118.1)

The derivative of its output may be articulated
thus:

dy

dt
= f(x, u)

Noting that this involves differentiation of a scalar
by a vector, the chain rule may be applied:

dy

dt
=

dy

dx1
.
dx1

dt
+

dy

dx2
.
dx2

dt
+ . . . +

dy

dxn
.
dxn

dt

=
dy

dx

T

.
dx

dt

Substituting from Equation 118.1 gives:

dy

dt
=

dh(x)

dx

T

. (F(x) + G(x).u) (118.8)
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Now presume that the desired response to an error
is to force the output back to its set point at a speed
proportional to the error:

dy

dt

∣

∣

∣

∣

d

= ˛1.(r − y)

For persistent errors it is desirable to accelerate to-
wards the set point in proportion to the duration
of the error, so an integral term can be included:

dy

dt

∣

∣

∣

∣

d

= ˛1.(r − y) + ˛2.

t
∫

0

(r − y)dt (118.9)

This clearly has the general form of a PI controller
in which the tuning parameters ˛1 and ˛2 enable
the output trajectory to be shaped. The control law
comes fromforcing theoutput to follow thedesired
trajectory:

dy

dt
=

dy

dt

∣

∣

∣

∣

d

Substituting from Equations 118.8 and 118.9 gives:

dh(x)

dx

T

. (F(x) + G(x).u)

= ˛1.(r − y) + ˛2.
t
∫

0
(r − y)dt

(118.10)

This control law has two desirable features. First,
it incorporates a non-linear model of the process,
so any change in the process characteristics due to
changes in either the set point or operating condi-
tions are inherently compensated for. Second, be-
cause of the integral term, the output is forced to-
wards the set point irrespective of any plant model
mismatch.

Equation 118.10 is a non-linear equation with
respect to the manipulated variable u which has to
be solved at each step for implementation. Some-
times there is an analytical solution which enables
u to be found explicitly in which case the imple-
mentation is straightforward.Otherwise someroot
finding method and/or numerical integration has
to be used to find the change in u from its current
value.

118.4 Application of GMC
to CSTR

The use of GMC can be demonstrated by applying
it to the CSTR considered previously. Starting from
the definition of x and y given in Equation 118.5:

dh(x)

dx

T

=

[

d�0

dcA0

d�0

dcB0

d�0

d�0

]

=
[

0 0 1
]

(118.11)

Note that it is the output equation, y = h(x), of
Equation 118.1 that is being differentiated here
rather than the state equation. It is the latter which
establishes the relationship between the tempera-
ture inside the reactor �0 and the concentrations of
the reagents cA0 and cB0.

Substitutingfrom Equations 118.5 to 118.7 into
Equation 118.10 gives:

f3(x) + g3(x).u = ˛1.(r − y) + ˛2.
t
∫

0

(r − y)dt

−
F

V
.�0 +

āH

�cp
. (−kF.cA0 + kR.cB0) +

F

V
.�1

= ˛1.(r − �0) + ˛2.

t
∫

0

(r − �0)dt

Solving for the manipulated variable gives:

�1 = �0 +
V

F

(

˛1.(r − �0) + ˛2.

t
∫

0

(r − �0)dt

−
āH

�cp
. (−kF.cA0 + kR.cB0)

)

(118.12)

The structureof this equation is intuitively correct.
The starting point is the temperature in the vessel
�0. Say this is lower than the set point resulting in a
positive error, and assume that both ˛1 and ˛2 are
positive, then both the P and I actions will lead to
the manipulated variable �1 being increased. Also,
suppose that the concentration cA0 of reagent in
the reactor increases. The net rate of forward re-
action will be higher thereby generating more heat
and should lead to a lower inlet temperature.Again
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noting that āH for an exothermic reaction is neg-
ative, it can be seen that the right hand term is
negative which will have the desired effect.

The tuning of a generic model controller is best
considered in relation to its ideal closed loop re-
sponse. Taking the Laplace transform of Equation
118.9 gives:

y(s)

r(s)
=

˛1

˛2
s + 1

1

˛2
s2 +

˛1

˛2
s + 1

(118.13)

Whilst the closed loop transfer function is not the
same as that of a second order system, because
of the lag in the numerator, the shape of the re-
sponse can nevertheless be characterised in terms
of second order system parameters as defined in
Table 72.1.Thus, for example,a damping factorand
a settling time could be specified from which the
values of ˛1 and ˛2 can be derived.

118.5 Worked Example on GMC
Consider a plant whose non linear dynamics are of
the form of Equation 118.1:

dx

dt
= x + 2x2u

y = −
1

2x

Thus, differentiating:

ẏ =
dy

dx
.
dx

dt
=

1

2x2
.(x + 2x2u) =

1

2x
+ u = −y + u

But GMC requires that ẏ = ẏ
∣

∣

d
which, from Equa-

tion 118.9, results in:

u = y + ˛1.(r − y) + ˛2.

t
∫

0

(r − y)dt

The control action is clearly linear but is dependant
upon being able to effectively measure the state.
The functionality of the controller is depicted in
Figure 118.3.

_+

r e u xDIP

rellortnoc
ux2xx 2+=

÷
y

5.0

+_

Fig. 118.3 Block diagram for Worked Example on GMC

118.6 Lie Derivatives and
Relative Order

The Lie derivative of h(x) with respect to f(x) is
written as Lf h(x). It is defined as:

Lf h(x) =
∂h(x)

∂x1
.f1(x) +

∂h(x)

∂x2
.f2(x) + . . .

+
∂h(x)

∂xn
.fn(x) (118.14)

For the CSTR example:

dh(x)

dx1
=

d�0

dcA0
= 0

dh(x)

dx2
=

d�0

dcB0
= 0

dh(x)

dx3
=

d�0

d�0
= 1

whence:

Lf h(x) = f3(x) = −
F

V
.�0 +

āH

�cp
. (−kF.cA0 + kR.cB0)

Similarly the Lie derivative of h(x) with respect to
g(x) is written as Lgh(x) and is defined to be:

Lgh(x) =
∂h(x)

∂x1
.g1(x) +

∂h(x)

∂x2
.g2(x) + . . .

+
∂h(x)

∂xn
.gn(x) (118.15)

and for the CSTR:

Lgh(x) = g3(x) =
F

V
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Finally, the Lie derivative of Lf h(x) with respect to
f(x), which is denoted by Lf

2h(x), is:

Lf
2h(x) =

∂Lf h(x)

∂x1
.f1(x) +

∂Lf h(x)

∂x2
.f2(x) + . . .

+
∂Lf h(x)

∂xn
.fn(x) (118.16)

and likewise:

LgLf h(x) =
∂Lf h(x)

∂x1
.g1(x) +

∂Lf h(x)

∂x2
.g2(x) + . . .

+
∂Lf h(x)

∂xn
.gn(x) (118.17)

The term relative order is a measure of how non-
linear a process is. It also gives an insight as to how
directly the manipulated variable affects the con-
trolled variable. In essence the greater the relative
order the greater the non-linearity but the less the
direct affect of u on y.

For the system represented by Equation 118.1,
rearrangement of Equation 118.8 gives:

dy

dt
=

dh(x)

dx

T

.F(x) +
dh(x)

dx

T

.G(x).u

Substituting from Equations 118.14 and 118.15,
this can be written in terms of lie derivatives as
follows:

dy

dt
= Lf h(x) + Lgh(x).u (118.18)

If Lgh(x) �= 0 then ẏ is directly related to u and the
relative order of the system is 1.

If Lgh(x) = 0 then ẏ is not explicitly related to
u and the order must be greater:

dy

dt
= Lf h(x) (118.19)

To obtain an explicit relationship between the ma-
nipulated and controlled variables when the rela-
tive order is greater than 1, it is necessary to estab-
lish a higher order derivative of the output:

d2y

dt2
=

d

dt

(

dy

dt

)

=

(

d

dx

(

dy

dt

))T

.
dx

dt

=

(

d

dx
Lf h(x)

)T

.ẋ

Substituting from Equation 118.1 gives:

d2y

dt2
=

(

d

dx
Lf h(x)

)T

. (F(x) + G(x).u)

=
∂Lf h(x)

∂x1
.f1(x) +

∂Lf h(x)

∂x2
.f2(x) + . . .

+
∂Lf h(x)

∂xn
.fn(x)

+

{

∂Lf h(x)

∂x1
.g1(x) +

∂Lf h(x)

∂x2
.g2(x) + . . .

+
∂Lf h(x)

∂xn
.gn(x)

}

.u

Substituting from Equations 118.16 and 118.17
gives:

d2y

dt2
= Lf

2h(x) + LgLf h(x).u

If LgLf h(x) �= 0 then ÿ is a direct function of u and
the relative order of the system is 2.

If LgLf h(x) = 0 then ÿ is not explicitly related
to u and the order must be greater:

d2y

dt2
= Lf

2h(x) (118.20)

The output is successively differentiated with re-
spect to time until the resulting derivative is a lin-
ear function of the input signal. If the relative order
is r, then the result of successive differentiation is:

dry

dtr
= Lf

rh(x) + LgLf
r−1h(x).u (118.21)

118.7 Globally Linearising
Control

Figure 118.4 depicts the essential features of a GLC
strategy. The objective is to design a linearising
transform �(x, v) so that a linear relationship is
obtained between the controlled variable y and the
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PID
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map  h(x)
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Fig. 118.4 Structure of a globally linearising control (GLC) strategy

controller output v. The transform must be a func-
tion of x and v, and give a linear relationship be-
tween y and v. Furthermore, it must be explicitly
solvable for the manipulated variable u.

First the relative order r must be found by suc-
cessive differentiation. A transform is then chosen
of the form:

r
∑

k=0

ˇk.
(

dky/dtk
)

= v

which may be expanded thus:

v = ˇ0.y + ˇ1.ẏ + ˇ2.ÿ + . . . + ˇr.y
r (118.22)

Substitute in terms of Lie derivatives from Equa-
tions 118.19 to 118.21 gives:

v = ˇ0.h(x) + ˇ1.Lf .h(x) + ˇ2.Lf
2h(x) + . . .

+ ˇr.Lf
rh(x) + ˇr.LgLf

r−1h(x).u

This can be solved for the controlled variable:

u = � (x, v)

=
ˇrLgLf

r−1h(x)
.

{

v −
(

ˇ0h(x) (118.23)

+ ˇ1Lf h(x) + ˇ2Lf
2h(x) + . . . + ˇrLf

rh(x)
)

}

The characteristic equation of the system of Fig-
ure 118.4 provides the basis for design. First, take
the Laplace transform of Equation 118.22 and re-
arrange to yield the open loop transfer function:

y(s) =
1

ˇ0 + ˇ1s + ˇ2s2 + . . . + ˇrsr
.v(s)

Next choose a linear control function, such as a PI
controller:

v(s) = KC.

(

1 +
1

TRs

)

.e(s)

Combining these gives the characteristic equation:

ˇrs
r + ˇr−1s

r−1 + . . . + ˇ1s + (ˇ0 + KC) +
KC

TRs
= 0

The ˇk coefficients for k = 0, 1, . . . r are arbitrarily
chosen to ensure the poles of the linearised sys-
tem are placed in positions that ensure stability of
the closed loop. The gain and reset time are then
chosen to provide the required formof closed loop
response.

118.8 Application of GLC
to CSTR

To illustrate globally linearising control consider
again the continuous stirred tank reactor of Fig-
ure 118.2.

It has been shown that Lgh(x) = F
V �= 0 so the

relative order of the CSTR must be 1.
Thus, from Equation 118.23:

u = � (x, v) =
v −
(

ˇ0.h(x) + ˇ1.Lf .h(x)
)

ˇ1.Lgh(x)

Remember that y = h(x) = �0 and u = �1.Also that
Lf h(x) = f3(x) where:

f3(x) = −
F

V
.�0 +

āH

�cp
. (−kF.cA0 + kR.cB0)

Substitution yields the linearising transformation:

�1 =
1

ˇ1
F
V

{

v −

(

ˇ0�0 + ˇ1

(

−
F

V
.�0

+
āH

�cp
. (−kFcA0 + kRcB0)

))

}

(118.24)
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118.9 Comments on GLC

In principle, realisation is fairly straight forward.
Knowing the controller output, the various coeffi-
cients and process constants, and the current value
of all the process variables, the output of the trans-
formation is continuously evaluated. This is the
manipulated variable which, in effect, becomes the
set point of the slave loop.

The major advantage of GLC is that it enables
non-linearity to be handled explicitly within the
control loop. Note that all the variables used in
Equation 118.24 are in absolute form. The use of
deviation variablesdoesnot make sense in the con-
text of GLC.

There are several drawbacks to GLC. The rel-
ative order r must be finite. The method requires
accuratenon-linear models:otherwiseplant model
mismatch (PMM) occurs, the effects of which are
not well understood. GLC is critically dependent
upon being able to continuously measure all of the
process variables involved in the linearising trans-
form. Non-linear observers are difficult to design.
And finally, the whole concept is based upon ana-
logue signals whereas, in practice, the transform
would have to be realised by means of an algo-
rithm using discrete signals subject to sampling
errors and dynamics.

There is no pretence here that GLC, or indeed
GMC, is used to any significant extent in indus-
try, if at all. The objective has simply been to in-
troduce some of the techniques available for non-
linear control system design. Whilst they can be
readily applied to simple models, such as that of
the ideal CSTR, it is with more complex systems
that they probably have most potential benefit.
The techniques have promise, but much needs to
be done before robust implementations become
available. For example, methods for developing ac-
curate reduced-order dynamic non-linear models
have yet to emerge. And the consequences of un-

certainty in model structure and PMM are still
not properly understood. Nevertheless, non-linear
control is attracting much research effort and it is
techniques such as GLC and GMC that will provide
the platform for the next generation of MPC: that
is, non-linear model predictive control.

118.10 Nomenclature
B frequency factor m3 kmol−1 s−1

c concentration kmol m−3

cp specific heat kJ kmol−1 K−1

E activation energy kJ kmol−1

F reactor feed rate m3 s−1

āH heat of reaction kJ kmol−1

k rate constant s−1

R universal gas kJ kmol−1 K−1

constant (8.314)
t time s
V volume of reactor m3

contents

� density kmol m−3

� temperature ◦C

e error
r reference (set point)
u manipulated variable
v controller output
x state
y controlled variable

Subscripts
A reagent
B product
d desired
F forward reaction
R reverse reaction
0 outlet
1 inlet

Suffix
r relative order
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Abbreviations and Acronyms

a.c. Alternating current 51.2

ACL Access control list 49.11

A/D Analogue to digital converter 44.1

AI Artificial intelligence 107.0

AIN Analogue input (card or function block) 44.2

ALARP As low as reasonably practical 56.2

ALU Arithmetic and logic unit 9.3

AM Application module 38.5

AMS Alarm management system 43.6

ANN Artificial neural network 109.0

AOT Analogue output (card or function block) 44.5

APC Advanced process control 60.3

API American Petroleum Institute

Application program interface 49.4

ARK Archive (package) or history module 41.4

ARMAX Auto regressive moving average with exogoneous input 114.6

ASL Asymptotic sample length 115.4

ASM Abnormal situation management 43.6

ATEX Explosive atmosphere 52.14

AUTO Automatic mode of operation 3.4

BACS Banking automated clearing system 100.2

BASEEFA British approvals service for electrical equipment
in flammable atmospheres 52.7

BLS Batch least squares 83.7

BPC Batch process control (package) 41.6

BPCS Basic process control system 55.1

BS British Standards Institute

CAD Computer aided design 49.5

C&I Control and instrumentation 59.9
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CARIMA Controlled auto regressive integrated moving average 117.2

CARMA Controlled auto regressive moving average 114.6

CASE Computer aided software engineering 63.7

CCF Cumulative cash flow 59.11

CCITT International Telegraph and Telephone Consultative Committee 40.4

CD Compact disc 9.4

CE Electromagnetic compatibility 52.14

CENELEC European Electrical Standards Coordination Committee 52.7

CERT Computer emergency response team 49.9

CF Cash flow 59.11

CHAZOP Computer hazard and operability (study) 54.3

CIA Chemical Industries Association

CIM Computer integrated manufacture 100.0

CIP Common industrial protocol 49.11

CLTF Closed loop transfer function 71.5

CMS Code management system 63.7

COMAH Control of major accident hazards 54.0

COOP Control and operability study 54.4

COSHH Control of substances hazardous to health 54.0

CPD Cumulative probability distribution 82.3

CPU Central processing unit 9.1

CSMA/CD Carrier sense multiple access / collision detection 40.2

CSTR Continuous flow stirred tank reactor 36.0

CV Controlled variable 3.1

D/A Digital to analogue converter 44.5

DBMS Database management system 99.3

d.c. Direct current 4.2

DC Diagnostic coverage 53.8

DCF Discounted cash flow 59.11

DCS Distributed control system 38.5

DDC Direct digital control 38.3

DDE Dynamic data exchange 49.5

DDL Data definition language 99.3

Device description language 50.7

DDS Device description services 50.7

DFS Detailed functional specification 62.0
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DIN Deutsches Institut für Normung (German standards authority)

Discrete input (card or function block) 46.4

DMC Dynamic matrix control 117

DMZ Demilitarised zone 49.12

DOC Dynamic opimising controller 106.7

Dynamic optimisation capability 106.7

DOT Discrete output (card or function block) 46.1

DP cell Differential pressure cell 11.0

DPI Deep packet inspection 49.11

DPMO Defects per million opportunities 102.8

DR Demand rate 53.10

Discount rate (fractional) 59.11

DV Disturbance variable 3.1

ECP Engineers control program 41.8

ECN Effective carbon number 18.4

EDI Electronic data interchange 100.2

EEMUA Engineering Equipment and Materials Users Association

ELS Extended least squares 114.6

EMC Electromagnetic compatibility 51.3

emf Electro motive force 16.1

ER Entity relationship 99.7

ERRF External risk reduction facility 56.2

ES Expert system 107.3

ESD Emergency shut down (system) 55.3

FAM Fuzzy associative memory 108.3

FANN Feedforward artificial neural network 109.1

FAT Factory acceptance testing 63.13

F&G Fire and gas (detection system) 55.3

FBD Function block diagram 48.5

FDA United States Food and Drugs Administration 66.3

FDM Frequency division multiplexing 40.7

FDT Field device tool 50.7

FF Foundation Fieldbus 50.3

FID Flame ionisation detector 18.4

FIL Filter (routine) 44.3

FIP Factory instrumentation protocol 50.3



1058 Abbreviations and Acronyms

FIR Finite inpulse response 114.1

FLC Fuzzy logic controller 108.0

FM Frequency modulated 40.8

FMEA Failure mode and effect analysis 54.6

FPMH Failures per million hours 53.1

FPTF Forward path transfer function 71.5

FS File server 38.10

FSK Frequency shift keying 40.7

FTA Fault tree analysis 54.7

FTP Field termination panel 51.1

File transfer protocol 49.11

GA Genetic algorithm 110.0

GAMP Good automated manufacturing practice 66.4

GC Gas chromatography 18.1

GLC Globally linearising control 118.5

GLS Generalised least squares 114.5

GM Gain margin 73.12

GMC Generic model control 118.3

GMV Genaralised minimum variance 116.5

GPC Generalised predictive control 117.0

GUI Graphical user interface 97.0

GW Gateway 38.7

HART Highway addressable remote transducer 50.1

HAZOP Hazard and operability 54.1

HDLC High-level data-link control 40.4

HIPS High integrity protection system 55.6

HLL High level language 41.7

HM History module 38.5

HR Hazard rate 53.10

HRF Hazard reduction factor 53.8

HSE Health and Safety Executive

HTML Hypertext markup language 49.7

HTTP Hypertext transfer protocol 49.11

IC Integrated circuit 6.0

ICE Institution of Civil Engineers
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IChemE Institution of Chemical Engineers

ICS Integrated control system 38.4

IEC International Electrotechnical Commission

IEE Institution of Electrical Engineers

IEEE Institute of Electrical and Electronic Engineers (US)

IF Inflation factor (fractional) 59.11

IIF Input interface 38.1

IIR Infinite impulse response 114.1

IMechE Institution of Mechanical Engineers

I/O Input and output signals or channels 2.2

IoP Institute of Petroleum (constituent of the Energy Institute)

IP Integer programming 103.5

Internet protocol 49.11

Input (measured) variable 3.1

I/P Current to pressure converter 44.6

IPSE Integrated programming support environment 63.7

IR Instruction register 9.2

IRR Internal rate of return 59.11

IS Intrinsically safe 52.0

ISA International Society for Systems and Automation
(formerly Instrument Society of America)

ISDN Integrated services digital network 40.7

ISO International Standards Organisation

JIT Just in time 100.2

KBS Knowledge based systems 107

KPI Key performance indicator 59.8

LAC Live activity checking 49.11

LAL Lower action limit 102.4

LAN Local area network 40.2

LAS Link active scheduler 50.5

LCD Liquid crystal display 23.1

LEC Local equipment centre 51.1

LED Light emitting diode 23.1

LEL Lower explosive limit 52.2

LIMS Laboratory information management systems 100.6
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LISP List processing 107.8

LLC Logic link control 40.5

LP Linear programming 103.1

LSE Language sensitive editor 63.7

LSL Lower service limit 102.7

LVDT Linear variable displacement transducer 13.4

LWL Lower warning limit 102.4

LTI Linear time invariant 114.1

MAC Media access control 40.5

MAP Manufacturing automation protocol 40.4

MAN Manual mode of operation 3.4

MAR Memory address register 9.2

Missing at random 102.2

MBR Memory buffer register 9.5

MCC Motor control centre 51.2

MCS Minimum cut set 54.8

MDT Mean down time 53.2

MEI Major equipment item (or unit) 37.1

MES Manufacturing execution system 100.5

MILP Mixed integer linear programming 103.5

MIMO Multiple input multiple output 80.0

MINLP Mixed integer non linear programming 103.8

MIS Management information system 100.0

MLP Multi-layer perceptron 109.1

MLR Multiple linear regression 83.1

MMI Man-machine interface 58.0

MOGA Multi objective genetic algorithm 110.9

MPC Model (based) predictive control 117.0

MRP Materials resource planning 100.3

MTBF Mean time between failures 53.2

MTTF Mean time to fail 53.1

MTTR Mean time to repair 53.2

MV Manipulated variable 3.1

Minimum variance 116.3

MVC More volatile component 90.3
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NARMAX Non linear ARMAX 114.8

NBG No good

NISCC National Infrastructure Security Co-ordination Centre 49.9

NLP Non linear programming 105

NPV Net present value 59.11

ODBC Open database connectivity 49.5

OCP Operator’s control program 41.2

OCS Operator’s control station 38.4

ODE Ordinary differential equation 70.2

OIF Output interface 38.2

OLE Object linking and embedding (see also OPC) 49.5

OLTF Open loop transfer function 71.5

OOP Object oriented programming 107.7

OP Output variable (controller) 3.1

OPC OLE for Process Control 49.6

Op-amp Operational amplifier 6.6

Op-code Instruction or operation code 9.2

OSI Open systems interconnection 40.4

PAT Process analytics technology 102

PC Personal computer 38.7

Program counter 9.2

PCA Principal components analysis 101.0

PCB Printed circuit board 6.0

PCU Process control unit 38.4

PCM Pulse code modulation 40.7

PDD Probability density distribution 82.3

PES Programmable electronic system 55.5

PFD Probability of failure on demand 53.8

P&I Piping and instrumentation (diagram) 2.0

PID Proportional, integral and derivative control (actions) 23.0

Proportional, integral and derivative control (routine) 44.4

PIN Process information network 49.12

Pulse input (card or function block) 39.3

PISTEP Process Industries STEP Consortium 60.4

PIU Plant interface unit 38.4

PLC Programmable logic controller 38.6
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PM Phase margin 73.12

PMM Plant model mismatch 111.2

POU Program organisation unit 8.1

PP-PI Project planning for the process industries 100.6

PRBS Pseudo random binary signal 116.0

PROLOG Programming for logic 107.8

PSD Process shut-down (system) 55.6

PSV Parent space value 110.3

PSU Power supply unit 39.2

PSTN Public switched telephone network 40.7

PTF Pulse transfer function 76.2

PTI Proof test interval 53.3

PTRT Proof test and repair time 53.3

PV Present value 59.11

Process variable 3.1

QA Quality assurance 66.0

QC Quality control 66.10

QP Quadratic programming 105.9

RAM Random access memory 9.4

RBF Radial basis function 109.8

RDB Relational data base 99.0

RGA Relative gain analysis (or array) 111.1

RIBA Royal Institute of British Architects

RISC Reduced instruction set computing 9.0

RLS Recursive least squares 114.3

RMS Root mean square 113.6

ROM Read only memory 9.4

RTC Real time clock 39.3

RTD Resistance temperature device 16.4

RTO Real time optimiser 106.0

RTOS Real time operating system 45.5

RTU Remote terminal unit 40.9

SCADA Supervisory control and data acquisition 38.7

SIL Safety integrity level 56.4

SIS Safety instrumented system 55.6
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SISO Single input single output 71.0

SEX Sequence executive 41.5

SFC Sequential function chart (IEC 1131) 29.6

SFD Sequence flow diagram 29.1

SFF Safe failure fraction 53.8

SLC Single loop controller 38.7

SMTP Simple mail transfer protocol 49.11

SOAP Simple object access protocol 49.11

SP Set point (reference) 3.1

SPC Statistical process control 102.0

SQL Structured query language 99.4

SQP Sequential quadratic programming 105.11

SR Set-reset 6.5

SRS Safety related system 55.6

Safety requirements specification 56.4

SSO Steady state optimiser 106.1

SSPR Stochastic sampling with partial replacement 110.3

SSR Stochastic sampling with replacement 110.3

STC Self-tuning control, or self-tuning controller 116

STEP Standards for the exchange of product model data 60.4

SUS Stochastic universal sampling 110.3

SQL Structured query language 99.2

SQP Sequential quadratic programming 105.12

SVD Singular value decomposition 111.9

TCP/IP Transmission control protocol / internet protocol 40.5

TDM Time division multiplexing 40.9

TQM Total quality management 66.10

TÜV Technischer Überwachungs-Verein 57.1

UAL Upper action limit 102.4

UART Universal asynchronous receiver and transmitter 50.1

UHF Ultra high frequency 40.8

URS User requirements specification 60.0

USB Universal serial bus 49.13

USL Upper service limit 102.7

UWL Upper warning limit 102.4
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VDU Visual display unit 38.3

VLSI Very large scale integrated 9.0

VF Vulnerability factor 56.4

WAN Wide area network 40.7

WLAN Wireless local area network 49.12

WIP Work in progress 100.2

WLS Weighted least squares 114.2

WS Work station 38.10

XML Extensible markup language 49.7

ZOH Zero order hold 44.6
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Abnormal situation management 43.6
Abscissa 73.3, 102.10
Absolute values/variables 84.2, 84.3, 85.2, 106.2,

106.9, 108.3, 108.9, 108.10, 118.2
Absorption

column control 30.4
column dynamics 92.5
gas film 89.1, 92.5
rule 54.8

Acceptance 62.4, 64.10, 66.4
Acceptance certificate 67.7, 67.9
Acceptance

hardware 63.12, 66.5, 66.7, 67.9
specification 62.4
test schedule 62.4

Acceptance tests
factory 62.4, 63.13, 67.9
works 62.4, 63.13, 67.9

Access
level of 42.1, 49.8, 64.7
physical 64.2

Access to system 64.7
Accuracy 10, 13.1, 16.2, 16.4, 17.2, 21.2, 96.7, 102.2
Acids and alkalis/bases 17.2, 17.3
Acoustic noise 19.2
Actions 29.6, 37.5
Active protection 55.3
Active X 49.5
Activity model 100.4

process management 37.8
production planning 37.8
recipe management 37.8
unit supervision 37.8

A/D converter 44.1
Agitated vessel 69.2

internal coil 85.4, 89.1, 92.4
jacketed, steam heated 85.2
jacketed, water cooled 85.3

Agreement 66.7

Air cooler/separator 51.4
Air dryer/filter 51.4
Air filter/regulator 5.1
Air supply 5.1, 51.4
Air to open/close 19.6, 21.2, 22.2
Alarm

environment 43, 55.4
floods 58.5
handling/management 43.5, 50.9, 58.5
list 42.8, 43.3
systems 58.5, 99.1

Amplitude ratio 73.1
Analogue I/O card/channel 4.1, 39.3, 44.1, 44.6
Analogy electrostatic field 74.5
Analyser management 18.10
Angle criterion 74.2, 74.7, 77.5
Anti-

logging approach 34.3
systems 93
virus software 49.14

Anthropometrics 58.3
Application diagnostics 55.4
Application software 41, 54.4, 58.1, 59.10, 62.4

acceptance 63.13
breakdown 63.14
commissioning 64.5
design 63.3, 63.4
integration 63.11, 63.12
management 63.14, 63.15
manager 62.2, 63.15, 66.8
metrics 61.5, 61.6
portability 65.4
progress 64.5, 66.8
report 66.8
specification 66.7
testing 63.9, 63.10

Application study 62.1
consultant 62.2
study group 62.1, 62.2
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Arbitration 67.7
Archimede’s principle 69.4
Architectural constraints 56.3, 56.8
Archive package 41.4
Argand diagram 68.3, 73.2, 73.4
Argument 68.3, 73.2, 73.4
Arithmetic/logic unit 9.3
Array data type 7.11
Arrhenius’ equation 36.1, 89.2, 91.1
Artificial intelligence 107
Asset management 50.11
Asymptotes

angle of 74.4, 74.6
frequency 73.3, 73.8
root locus 74.4

ATEX directive 52.14
Atomiser 94.1
Attenuation 73.1, 73.2, 73.7, 73.9
Attributes 99.2, 99.4

names of 99.2
mapping of 99.3

Authorisation 64.6
Auto correlation 82.5, 82.6, 83.4
Auto/manual mode 3.4, 23.1
Auto-tuners 116
Auto regressive moving average

controlled (CARIMA) 114.6, 117.2, 117.5
non-linear 114.8
with exogenous input (ARMAX) 114.6, 117.2

Automation requirements 60.1, 60.3, 62.3
Availability 53.2
Aversion factor 56.1

Back propagation algorithm
chain rule 109.5
completion criterion 109.3
epoch 109.3, 109.5
Jacobian, evaluation of 109.5
learning rate 109.3
Levenberg Marquardt algorithm 109.3
steepest descent 109.3

Backflushing 18.8
Backplane 39.2
Back-up systems 55.3
Ball valves 19.4
Bandwidth 23.2

Barometric leg 31.1, 31.3
Barrier function 105.14
Barriers 44.1, 44.6, 46.1, 46.3, 52.12
Basic event 54.7
Batch

cycle times 59.7
least squares 83.7, 83.9, 83.10, 109.9
polymeriser 83.9
process control 37, 41.6
reactor, semi 89.1
software 60.4
status display 42.8

Batch scheduling problem
allocation strategy 110.13
chronology 110.13
constraints, relative/absolute 110.13
feasibility 110.13
multi-objective 110.13
schedule builder 110.13
single objective 110.2
tardiness 110.2

Bath tub curve 53.2
Benefits

estimating 59.8
intangible 59.4
sources of 59.4

Bernoulli’s equation 12.4
Best endeavours 67.8
Bias 22.1, 22.2, 23.10
Bilinear transform 77.3, 77.6
Bill of labour 100.3
Bill of materials 100.3
Binary mixture/separation 35.1, 90.3
Binary representation 7.1
Binomial expansion 68.1
Bistable 6.5
Blanketing 14.5
Blending system 81.1, 86.5. 108.9, 111.8
Block diagram 3.2, 84.5, 85.2, 85.3, 86.1, 86.5, 87.3,

87.5, 88.3, 90.6, 92.1, 94.4
Block diagram algebra 71.4, 71.7, 76.7, 78.2, 81.4,

81.8, 93.1
Block pointer 45.5
Bluff bodies 13.8
Bode diagram 73.3, 73.6
Bode stability criteria 24.2, 73.9, 73.12
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Boil-up rate/ratio 90.4, 90.5, 90.6
Boiler drum level control 25.1, 33.1, 87.5
Boiler dynamics 87.5
Bonded junctions 16.3
Branch and bound 103.7

binary variables 103.7
fathomed branches 103.7
integer variables 103.7
lower/mid/upper range 103.7
node 103.7
root/secondary branches 103.7
systematic search 103.7

Branches (root locus) 74.4
Break (or breakaway) points 74.4, 74.6, 74.8, 77.6
Brent’s method 104.8, 104.9
Bridge circuit 15.2, 15.3, 16.6, 18.3
Broadband transmission 40.6
Bubbles and symbols 2.1
Buffering 17.3
Bumpless transfer 23.5
Butterfly valves 19.3
By-pass control scheme 32.4

Cable rating 52.13
Cable trays 51.2
Cache memory 9.4
Calibration of DP cell 11.4
Calibration of field instrumentation 64.3, 64.4
Canister load cell 15.3
Capability indices 102.8

interpretation 102.8
spread 102.8

Capacitance 11.3, 14.6
Capacitance, volumetric 87.2
Capacity for energy storage 85.3
Capillary column 18.2
Card dimensions 39.2
Carrier gas 18.1, 18.3
Cartesian co-ordinates 68.3, 73.2, 77.8
Cascade control 25, 33.1, 36.3, 35.2, 71.8, 95.2
Cascade programs 78.6
CASE tools 63.7
Cash flow 59.11
Categories of failure 56.9
Categories of protection 55.6
Causal relationship 83.11

Cavitation 13.7, 20.8
Centre of gravity 74.4, 74.6
Certification

barriers 52.13, 52.14
IS 52.7
quality 66.1
safety equipment 57.1

Chain rule 109.5, 118.3
Champion 59.3
Change control 54.5, 62.1, 63.10, 64.6, 65.2, 66.7
Change control policy 64.6
Channel diagram 51.1
Characteristic equation 71.9, 74.2, 74.8, 74.9, 77.2,

77.6, 80.7, 80.8, 80.10, 112.1, 112.2, 112.6,
112.7, 118.7

Characteristic equation, roots of 71.9, 74.1, 79.9,
80.13

Characters 7.3
CHAZOP studies 54.3
Chemometrics 102
Choked flow 20.8
Chromatogram 18.1, 18.8, 18.9
Chromatography 18, 35.5
Circuit breaker 51.2
Client-server technology 49.3, 49.6, 100
Closed loop

gain 22.3
operation 3.4
performance 74.9, 112.1, 116.5
response 23.3, 23.4, 74.9, 81.4, 116.8

Code management system 63.7
Coefficient of determination 83.5, 83.6, 83.7, 83.9,

83.10
Coefficient of discharge 12.4
Cohen and Coon formulae 24.4
Collinearity 83.7, 101
Collisions 40.2
Colour coding 42.5
Column feed control 35.9
Column pressure control 35.10
Commissioning 64

DP cell 11.6
team 64.8
time scale 64.1

Common mode failures 53.5, 56.9
Commonality 60.4, 61.6, 62.1
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Communications 39.3, 40
Communications channel 54.3
Comparator 3.3, 22.1, 22.2
Compensating cable 16.3
Compensators

concept 81.2
design 81.4, 81.8
lead 71.3
lead/lag 95.2
impulse 81.8, 81.10

Compliance 48.7
Compliance commentary 61.2, 62.1
Complementary strips 77.1
Complex conjugate 68.3, 73.2
Complex numbers 68.3
Composition measurement 36.4
Compressible flow systems 87
Compressor 51.4
Computer integrated manufacturing 38.9, 100
Concentration lags 90.3
Conceptual design 59.2
Condition number 111.7, 117.9
Conditional construct 8.6
Confidence limit 82.4, 102.9
Configurable functions 41.3, 60.4, 63.3, 63.14
Configuration 48, 50.8, 60.3, 63.9
Configuration of design 56.10
Configurator 41.8, 47.5, 48.6, 50.10
Conflict resolution (ES)

global/local resolution 107.4
meta rules 107.4
recency 107.4
refractoriness 107.4
salience 107.4
search strategy, impact on 107.4
specificity 107.4

Conjugate pairs 68.3, 74.1
Consequence 53.10, 56.5
Consequences, categories of 56.6, 56.7, 57.1
Console 39.1
Constant molal overflow 35.1, 90.3
Constrained optimisation 105, 106.5
Constraint handling/management 106, 106.6,

106.8, 106.12
bridge models 106.8
disturbances, effect of 106.8

prioritisation of MPC 106.8
Constraints

active/inactive 105.4, 105.7, 105.11, 105.12,
106.6, 106.8

augmented 103.3
binding 105.4, 105.7
categories 106.10
equality 103.2, 105.1, 105.4, 105.11, 106.6
functional 103.1
hard/soft 106.8
inequality 103.2, 105.4, 105.7, 105.9, 105.10,

105.11, 106.6
intersection of 103.2
linear/linearised 105.9, 105.11, 105.12, 105.13,

106.6, 106.9, 106.10
matrix 105.9, 117.7
most limiting 103.3
multiple 103.3
non-negativity 103.1, 103.2, 105.9, 105.10,

117.7
rate of change limits 117.7
relaxation of 106.8
satisfied 105.4, 105.6
saturation limits 117.7
sensitivity 105.6
updating 106.10
violation of 106.8

Constructs
array data 7.11
derived data 7.10
enumerated data 7.12
structured data 7.13

Contacts and coils 47.1
Containment 55.2
Continuous cycling method 24.3, 98.3
Continuous operations 60.3
Continuous stirred tank reactor 36, 91, 118.2
Contracts 67
Contract

back-to-back 67.15
law of 67.1
lump sum 67.6
manager 62.2, 63.15, 66.8, 67.8, 67.10
model 67.4, 67.5
reimbursable 67.6, 67.14
standard 67.4
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sub 67.15
suspension 67.11
termination 67.7
turnkey 67.5

Contractor 59.1, 66.1, 67.3
Control

affine model 118.2
horizon 106.11
loop checklist 64.5
module 37.3
philosophy 59.2
recipe 37.7
schedule 100.3
schemes and strategies 60.3
philosophy 60.3
unit (microprocessor) 9.2
valve 19.1, 65.1, 84.3

Control charts 102.3
average 102.4
interpretation 102.4, 102.6
moving average 102.5
spread 102.6

Control limits 102.3, 102.8
action limits 102.4, 102.6, 102.9, 102.10
ellipses 102.9
polygonal lines 102.10
warning limits 102.4, 102.6, 102.9, 102.10

Control system
flow 88.1
level 22.1, 22.4, 93.1
position 95
pressure 87.3, 87.5, 93.4
temperature 85.2, 85.3, 86.1, 90.4, 91.4, 94.1,

113.8
Controller period 28.3
Convergence/divergence 68.1, 96.5, 115.4, 115.6,

115.9
Convolution 76.1, 76.2, 80.8
COOP studies 54.4, 54.5, 63.5
Corner feasible solution 103.2, 103.3, 103.4
Corner frequency 73.3, 73.6, 73.8
Coriolis effect 13.9
Correlation coefficient 82.2, 82.5

interpretation of 82.2
Correlation functions

auto 82.5

cross 82.5
properties of 82.5, 82.6

Correlation matrix 82.2, 101.3, 101.7
Cost function 101.1,103.2,103.3,103.4,103.7,105.1,

110.2, 110.8, 110.9
cubic or higher order 105.12
quadratic 105.9, 106.9
see also objective function

Costs and benefits analysis 59, 66.9
Costs and benefits audit 59.12
Costs

categorisation of 59.9
estimation of 59.10
field instrumentation 59.10
running 59.10

Counter 6.6, 47.4
Counterbalanced motion 74.5
Covariance windup 115.7
Critical

flow 20.8
frequency 24.2
item list 54.6

Cross correlation 82.5, 82.6, 83.2, 83.8, 83.10, 83.10
Crossover

intermediate recombination 110.4
reduced surrogate operator 110.4
single/multi point 110.4
uniform 110.4

Crude oil separation plant 103.2
Crude oil separator control 30.3
Cumulative cash flow 59.11
Curvature 84.3, 96.1, 96.7, 104.7
Cut 35.3
Cyclic patterns 82.5

D/A converter 44.6
Dahlin’s method 78.3
Dalton’s law of partial pressures 92.5
Damages 67.12
Damped frequency 72.4
Damping 69.2, 74.1, 95.1

critical 72.3, 112.2
factor 24.1, 72.1, 74.8, 77.8
overdamped 72.2, 93
undamped 72.5
underdamped 72.4, 112.2
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Dangerous failures 53.8, 56.5, 57.2, 57.7
Data

collection 102.1
compression 42.7, 102.2
deletion 102.2
filtering 102.2
invention 102.2
mining 102.10
missing 102.2
moving average 102.2
overload 101
pre-screening 102.2, 106.5
transformations 102.2

Data definition language 99.3
Data encoding

cyclic data 109.6
input scaling/standardisation 109.6
spread encoding 109.6

Data flow diagrams, 63.2
Data objects 49.4
Data reconciliation 106.5
Data typing 7
Database

connectivity 49.5
management system 99.3
structure 45.5

Database types
object oriented 99, 107
relational 99
structured 45, 99

Datablocks 43.1, 45, 46
DC coupled logic 57.5
Dead time 71.2
Dead time compensation 86.4
Deadband 43.1
Deadbeat method/response 78.4, 116.5, 116.6
Decay ratio 72.4
Decibel 73.3
Decision

making 58.2
support systems 107
table 29.3
tree 29.3
variables 103.1, 103.3, 103.5, 103.7, 105.4,

105.9, 105.11, 106.6, 106.9, 117.7
Decomposition of requirements 37.6

Decoupler design 81.6
Defects 102.7, 102.8
Degrees of freedom 30.1, 30.3, 30.4, 30.5, 31.3, 31.4,

32.4, 35.1, 35.13, 35.14
Delay 71.2

see also time delay
Deliverables 63.1
Delivery date 67.11
Delta notation 84.3, 85.2
Demand mode of operation 56.4
Demand rate 53.10, 56.5, 57.1
Demand rate evaluation 54.10
Demilitarised zones 49.12
Density measurement 14.3
Dependency factor 53.5
Dependency theory 99.6
Depreciation 59.11
Derivative action 23.4, 78.1, 95.2
Derivative feedback 23.6, 71.3
Derived data types 7.10
Detailed functional specification 54.3, 54.5, 58.6,

66.5, 66.7, 67.6, 67.7
Determinant 79.2
Determination, process of 30, 31.2, 35.1
Determined variable 30.1
Deviation variables 22.2, 81.1, 81.9, 84.2, 84.3, 84.4,

85.2, 86.1, 87.1, 88.3, 89.1, 89.3, 90.3, 91.1,
91.2, 91.4, 94.3, 94.4, 101.1, 101.3, 102.9,
105.9, 106.6, 106.9, 108.9, 112.10, 113.1,
116.3, 117.2

Device description 50.6
Diagnostic coverage 53.8
Diagnostic display 42.10
Diagnostics, self or system 57.2, 57.7, 57.8, 65.1
Diagonalisation 80.11, 81.4
Diagonal structure 111.1
Diaphragm capsule 11.1
Diaphragm valves 19.5
Difference equations 75.5
Differential capacitance 11.3
Differential equations

first order 69, 80.2
ordinary 70.2, 92.2, 96.1
partial 92.2, 92.5
solving 70.2
stiff systems 96.5, 96.7
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Differential gap 28.3
Digital controller 76.8
Dimensionality 101.4
DIN rails 51.1
Diode, junction 6.2
Diophantine identity 116.3, 117.2, 117.5
Direct acting 22.1
Direct programs 78.5
Dip leg 14.5
Direct digital control 38.3, 41.3
Direct ratio control 26.2
Discount rate 59.11
Discounted cash flow 59.11
Discrepancy checking 46.5
Discrete device 46
Discrete I/O card/channel 4.1, 39.3, 46.1, 46.3
Discretised form of PID 23.9
Display hierarchy 42.4
Display, reserved areas 42.3
Display system 42.4, 43.5, 58.4, 60.4
Dissociation 17.2, 17.7
Distance, Euclidean 109.8, 109.10
Distance velocity lag 71.2, 86.3
Distillation column control 27.2, 35, 90.4
Distillation column, 3-stage 90.3, 98.4, 98.5, 111.3-

111.7
Distributed control system 38.5, 57.7
istributed parameter system 92
Disturbance

external 24.3, 24.4,
rejection 25.1,25.2,25.3,25.4,27.1,108.3,108.5
source of 85.4, 90.4

Dittus Boelter equation 32.3, 89.2
Document review 66.7
Documentation 59.10, 64.9, 66.6, 66.7, 67.7, 67.8
Dominant

pole positions 74.11, 77.7, 112.2
roots 74.9, 77.5
time constant 25.4, 90.4, 90.5, 97.13, 117.1

Double seated valve 19.2
DP cell 11.2, 11.3
Dual composition control 35.8, 90.4, 98.4
Dual systems 55.3
Dummy variable 47.1, 74.10, 74.11
Duplex action 21.4, 34.1
Dynamic

compensation 27.2, 27.3, 95.2
error 69
logic 57.6
packet filtering 49.11
response 23.2, 25.3, 32.2, 32.4, 36.2, 95.2
response, MIMO 80.13
scheduler 37.8

Dynamic modelling (neural)
globally recurrent networks 109.11
locally recurrent networks 109.11
memory 109.11
time series inputs 109.11

Dynamics
anti-surge 93.1
first order 84.5, 85.3
first order, quasi 85.3, 90.4
electro-mechanical 95
hydro 85.2, 88
lumped parameter 85.1, 90.3, 94.3, 94.4
multistage 90
observer 112.6
second order 85.3
second order, quasi 90.4

Dynamic optimising controller
algebraic solution 106.9
application 106.11
biasing in real time 106.11
common I/O signals 106.7
control horizon 106.11
cost effectiveness 106.12
essential characteristics 106
filtered inputs/outputs 106.7, 106.11
formulation of constraints 106.10
frequency of execution 106.7, 106.11
linear model 106.10, 106.11
number of I/O signals 106.7
other benefits 106.12
plant model mismatch 106.9
prediction horizon 106.11
QP solution 106.9, 106.11
set point trajectory 106.11
set points, downloaded 106.7, 106.8, 106.11
slow/fast dynamics 106.7
steady state solution 106.7

Dynamic process simulator 98.6
absolute variables 98.6
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drag and drop 98.6
differential equations 98.6
generic models 98.6
modes, steady state and dynamic 98.6
parameterisation 98.6
pros and cons 98.6
rubber banding 98.6
run time 98.6

Earthing 13.6, 52.12
Effective carbon number 18.4
Effective gain

direction, input/output 111.6
two norm 111.6

Eigenvalues 79.9, 80.10, 80.11, 101.1, 101.3, 104.3,
104.4

complex 80.12, 80.13
negative real 80.13, 112.5, 112.6
repeated 80.13

Eigenvectors 79.9, 80.12, 80.14, 101.1, 101.3
direction of 79.9
projections 80.12

Elapsed time 29.6
Electrical filter 69.3
Electrical requirements 64.2
Electrochemical circuit 17.5
Electrolyte 13.6
Electromagnetic

compatibility 51.3, 52.14
flowmeter 13.6
relay logic 57.4

Electro-mechanical systems 95
Electronics 6
Emergency shut-down systems 55.3, 55.6
Encapsulation 52.10
End-user 59.1, 66.1, 66.7, 66.9, 67.3
Energy balance control 35.6, 90.4, 90.6
Energy consumption 59.5
Engineers control program 41.8, 47.5
Entity relationship modelling 99.7

cardinality 99.7
repeated entity 99.7
strong/weak entities 99.7
symbols for 99.7

Enumerated data type 7.12
Envelope, underdamped response 72.4

Envelope, time constant 72.4
Equal percentage 20.1, 84.6
Equilibrium constant 17.3
Equipment module 37.3
Ethernet 40.2, 49.3
Euler’s methods

explicit 44.3, 96.1, 97.13, 113.8
implicit 96.5, 96.6, 112.10
predictor corrector 96.2, 96.3

Evans’ rules 74.2, 74.4, 77.5
Evaporation, rate of 31.3, 87.5
Event log 42.8
Excess 105.6
Exchange rate 59.11
Exothermic reaction 36, 36.1, 89, 91.2
Expandability 61.4
Expectation operator 113.2, 115.9, 116.3
Expert systems, 43.4, 107

appropriateness 107.11
control cycle 107.4
development cycle 107.10
justification 107.10
prototyping 107.10
rule based 107.3, 107.4
shells 107.8
working memory 107.3

Expert, use of 67.7
Explosion proofing 52.8
Explosive mixture 52.1, 52.5
Exponential decay 70.1, 72.4, 73.1, 75.4, 112.7
Exponential form 68.3
External risk reduction facilities 55.6, 56.2
External variables 8.2
Extrema/extremum 104.1, 104.2, 104.3, 104.4,

105.1, 105.9
local/global 104.5, 105.7, 105.9, 105.10,

105.11, 105.12

Faceplate 23.1, 42.5, 42.6
Factory acceptance 50.10
Fail-safe design 55.2
Failure

mode and effect analysis 54.6
modes 53.8, 57.2
philosophy 60.3
rate 53.1
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Fathomed branches 103.6, 103.7
Fault tree analysis 54.7
Fault tree evaluation 54.9
Feasible region/solution space 103.2, 105.4
Feedback control 22, 23, 24, 25, 26.3, 27.2, 27.3
Feedback path 3.3
Feedforward

compensation 27.1
control 27.3, 35.9
path 3.3

Fibre optics 40.6
Field termination panel 51.1
Fieldbus 49.6, 50, 51

segments 50.7, 50.10
topology 50.4

Filter constant 44.3, 71.2
Filter, first order 44.3, 45.2, 69.3, 71.3
Filtering 69.2
Final certificate 67.12
Final value theorem 71.6, 71.7, 77.8, 78.4
Finite/infinite capacity scheduling 100.3
Fire and gas detection systems 55.3
Firewall 49.8, 49.11
First order reaction 36.1
First order systems 69, 71.1, 76.4, 98.2

lag 71.2, 90.1, 90.2, 92.2, 92.5
lead 71.2

Fitness
aggregated 110.9
power law scaling 110.2
proportional fitness assignment 110.2
relative fitness 110.2, 110.7, 110.11

Fitted values 83.1, 83.7, 102.9
Fixed capital 59.11
Fixed resistance 20.2
Flame ionisation detector 18.4
Flameproof enclosures 52.8
Flapper nozzle 5.3
Flash drum control 30.5
Flashing 20.8
Flexible pipes 15.4
Flip-flop 6.5
Floating variable 30.1
Flow straighteners 12.7, 13.5
Flowmeter types 13.1
Fluid barrier 12.7, 14.5

Force balance 5.5, 11.2, 21.1
Force majeure 67.11
Forcing function 69, 92.4
Foreign key 99.3
Forgetting factors 115.4, 115.8
Forward

acting 22.1
difference 75.5
path gain 22.3
selection 83.8

Foundation Fieldbus 50.3
Frame (messages) 40.1, 50.1
Frame based systems

declarative/procedural notions 107.6
demons and demon types 107.6
hierarchical structure 107.6
reasoning, expectation driven 107.6
root frames 107.6
slots and fillers 107.6

Frequency
shift keying 40.7
damped 72.4
natural 72.1

Frequency response 73
compound systems 73.7
delay 73.5
integrator 73.5
lag 73.5
lead 73.5
second order 73.6

Friction losses 88.2
Function 47.3, 48.1

block 41.3, 43.1, 44, 45, 46, 47.3, 48.2, 48.3, 50.8
block diagram 48.5

Functional dependencies 99.3
explicit and implicit 99.6
lossless 99.6
normal forms 99.6

Functional representation 2.2
Functional specification

detailed 62
methodology 62.1
participants 62.2

Fuzzy logic
Boolean AND/OR operations 108.4, 108.5
Zadeh’s rules 108.4
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Fuzzy logic controller
block diagram 108.1
cost effectiveness 108.12
crisp I/O signals 108.1, 108.5
fuzzy signals 108.1
incremental output 108.3, 108.9, 108.10
multivariable 108.9
non-linear 108.8, 108.12
PD structure 108.1, 108.2
PI structure 108.1
real-time operation 108.7
self adaptive 108.11
tuning 108.1
user interface 108.12
variable scaling of signals 108.1, 108.11

Fuzzy signals
centre of gravity (centroid) 108.5
defuzzification 108.1, 108.5
mean of maxima 108.5, 108.6
fuzzification 108.1, 108.2

Fuzzy sub sets
asymmetric/skewed triangular 108.2, 108.8

Gain margin 73.12
Gain, see steady state gain
Gain scheduling 34.1
GAMP guide 66.4
Gantt chart/diagram 61.2, 63.14, 67.8, 110.12
Gap meter 13.4
Gas

law, ideal 87.5
chromatography 18.1
group 52.3

Gateway 38.7, 49.3, 49.6
Gauge factor 15.1, 15.2
Gauge glass 14.1
Gaussian 108.2

number of 108.2
overlapping 108.2
triangular 108.2
variable centres/widths 108.11
universe of discourse 108.1

Gaussian elimination 103.4
Gearbox 95.1
Generalised minimum variance 116.6
Generalised predictive control 117.4

Generic model control 118.3
Genetic algorithm

chromosome 110.1, 110.7
coalescence 110.8
convergence 110.7
cost function 110.2, 110.8, 110.9
crossover 110.4, 110.7, 110.8, 110.11
encoding/decoding 110.1
end criterion 110.7, 110.11
fitness, evaluation of 110.2, 110.7, 110.8,

110.11
gene 110.1
generation gap 110.6, 110.7
multi-objective 110.9
generations (iterations) 110.7
mutation 110.5, 110.7, 110.8, 110.11
parallel 110.8
phenotype/genotype 110.1
population 110.1, 110.7
reinsertion 110.6, 110.11
seed solution 110.7
selection 110.3, 110.8, 110.11
structure 110.7
visualisation 110.12

Geometric modelling 102.10
action envelope 102.10
data mining 102.10
control limits 102.10
interpretation 102.10
operating envelope 102.10
polygonal lines 102.10
parallel axes 102.10

Giveaway 59.5
Glass electrode 17.5
Global variables 8.2
Globally linearising control 118.7
Globe valves 19.2
Good automated manufacturing practice 66.4,

100.6
Goodness of fit 83.5
Gradient notation 104.2, 105.7, 105.11
Green book 67.14
Group display 42.6
Guarantees 67.12
Guidewords 54.1, 54.3, 54.5
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Hardware design specification 66.7
Hardware estimates 61.4
HART protocol 50.1
Hazard

analysis 54, 56.3
rate 53.10, 56.5
reduction factor 53.8, 56.2

Hazardous area 52.2
Hazardous event severity matrix 56.6
HAZOP studies 54.1, 54.2
Head mounted transmitter 16.8
Heartcutting 18.8
Heat exchanger control 25.2, 27.4, 32
Heat exchanger dynamics 92.1
Heat of reaction 36.1
Heat transfer, film coefficient 89.2, 91.2
Heat transfer, overall coefficient 89.2, 91.2
Hessian 104.2, 104.4, 104.7, 105.7, 105.11, 105.12,

106.9
High level language 41.7
Higher level packages 60.4
Higher order systems 72.6, 78.3
Historian 41.8
Hold device 75.1
Horizons, definition of

control 117.1
prediction 117.1
receding 117.1

Hot standby 53.7
Hotelling’s distance 102.9
Human factor in protection system 56.5
Human factors 58, 60.3
Hydraulic valve coefficient 20.6
Hydrodynamics 85.2, 88
Hypertext 49.7

IChemE model conditions 67.5, 67.16
Idempotence rule 54.8
Identification 114

auto regressive moving average 114.6
batch least squares 114.2
biased/unbiased estimates 114.3, 114.4, 114.5,

114.6
estimation error 114.2
extended least squares 114.6, 114.7
generalised least squares 114.5, 114.7

instrumental variable/vector 114.4, 114.7
least squares implementation 114.3, 114.4,

114.6
matrix inversion lemma 114.3
matrix multiplication 114.3
multivariable systems 114.9
noise propagation 114.4
non-linear systems 114.8
prediction error 114.5, 114.6
process history 114.3
random residuals 114.2
recursive least squares 114.3, 114.7
signal noise 114.3, 114.4, 114.5
weighted least squares 114.2

Identifiers 7.4
Ill defined balance 30.6
Ill/well posed problems (LP) 103.2, 103.3
Implicit enumeration 103.6, 103.7

assignment 103.6
fathomed branches 103.6
feasible/infeasible solution 103.6
lower/upper bounds 103.6
optimum solution
search direction 103.6

Implicit input signal 76.10
Impulse 75.2

area under 75.2
compensators 77.7, 77.8, 78, 81.8, 81.10

Laplace transform of 75.2
lines 11.5, 12.7, 14.2
response 76.1, 76.2, 77.5
response, finite/infinite 114.1
train of. 76.1
unit 75.2, 76.1

Incremental form of PID 23.11
Independence 56.11, 59.3
Independent equations 30.3
Indirect addressing 7.11, 29.4
Indirect ratio control 26.3
Industrial Ethernet 40.2, 50.3
Inertia 95.1
Inference engine

agenda/conflict set 107.4
audit trail 107.4
conflict resolution 107.4
recognise-act cycle 107.4
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unification 107.4
Inferencing 107.2

adaptive reasoning 107.2
backward chaining 107.2
best-first search strategy 107.4
breadth/depth-first searches 107.4
confidence estimates 107.2
forward chaining 107.2
goal/event driven 107.2, 107.3
inheritance 107.2
plausibility 107.2
pre-programmed paradigms 107.2
real-time applications 107.2

Inferential estimation 109.12
Inflation 59.11
Information security 49.9, 49.10
Information system 49.1
Ingress protection 52.11
Inherent characteristic, valve characteristics
Inherent safety 55.2
Inheritance

attributes 107.2, 107.6
automatic inheritance 107.6
deformation 107.6
derived vs inherited values 107.7
generic classes 107.2, 107.6
instantiation 107.5, 107.6, 107.7
multiple inheritance 107.6
parent/offspring 107.6, 107.7

Initial conditions 75.5, 80.1
Initial conditions,zero 69,70.1,71.1,71.4,72.1,79.7,

84.5
In-line electrodes 17.6
In-line neutralisation 34.2
Input

interface 44.1
scaling 44.2, 45.1
signal, implicit 76.10

Input/output
cards 39.3
channels 63.9
variables 8.3

Installation 64.2
Installation of DP cell 11.5, 11.6, 12.7
Installed characteristic, see valve characteristics
Insurance 67.12

Integer data types 7.5
Integer programming

rounding off approach 103.5
Integral action 23.3,71.7,71.8,74.10,77.7,78.1,93.5,

95.1, 112.9
Integral windup 23.7
Integrated programming support environ-

ment 63.7
Integrator 71.2, 77.7, 87.5
Integrity constraints 99.3
Intellectual property 67.7
Intension 99.2
Interaction between loops 25.4, 35.2, 35.8, 81.1, 111
Interface position 14.4, 30.3
Internal model control 81
Internal reflux control 35.11
Internet 49.7
Interoperability 49, 50.3, 50.6
Intersection, imaginary axis 74.4
Intersection, negative real axis 73.12
Intrinsic safety 51.3, 52, 55.2
Inventory variable 30.1, 35.2, 35.13, 35.14, 90.4,

101.7, 106.4
I/P converter 3.3, 5.5, 21.1
Isolating valve 19.1, 29.1, 46.2
Isothermal flow 87.1
Iterative construct 8.6

Jacket with refrigerant 36.3
Jacketed stirred tank control 25.3
Jacobian 104.2, 104.4, 105.7, 106.9, 109.3, 109.5
Just in time 100.2

Kalman filters
covariance matrices 113.2, 113.8
disturbance matrix 113.2, 113.8
dynamic performance 113.6
expectation operator 113.2
feedback problems 113.7
initialisation 113.6, 113.8

Kalman gain matrix 113.2, 113.6
Luenberger observer 113.1, 113.2
measurement noise 113.2, 113.6
noise propagation 113.7
non linearity 113.6
prediction accuracy 113.6
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predictor-corrector 113.6
recursive implementation 113.5
Riccati equation 113.3, 113.4
root mean square values 113.8
square, completing 113.4
stationary signals 113.2, 113.6
system disturbances 113.2, 113.6
use in control systems 113.7
white noise 113.2

Katharometer 18.3
Keyboard 39.1, 42.11
Key components 35.13
Key performance indicator 59.8, 100.4
Kinetic energy 88.2
Knowledge based systems 107

incomplete information 107
inference engine 107.1, 107.4
knowledge base 107.1
model base 107.1, 107.3
rule/case base 107.1, 107.3
scenarios 107.1
user interface 107.1, 107.8

Knowledge elicitation
card sort 107.9
cost effectiveness 107.9
domain expert 107.9
forward scenario simulation 107.9
knowledge expert 107.9
protocol analysis 107.9
repertory grid analysis 107.7
structured interviews 107.9

Kuhn-Tucker conditions 105.7, 105.9, 105.10,
105.11

L/A control 118.1
Laboratory information management 100.6
Ladder execution 47.2
Ladder logic 47
Lag 71.2, 78.3
Lagrange multiplier 101.1, 105.1, 105.4, 105.7,

105.11, 106.8, 117.7
Lagrangian function 105.1, 105.4, 105.5, 105.6,

105.7, 105.9, 105.11
Laplace operator 70.1
Laplace transform 70

definition 70.1

inverse 70.2, 71.9, 72.1, 73.1, 76.3, 80.6, 92.2
properties of 70.1
table of 70.1
use of 70.2

Laplace transformation 84.5, 85.2, 85.3, 86.1, 86.5,
87.3, 87.5, 88.3, 89.1, 89.3, 90.1, 90.2, 90.3,
92.2, 92.5, 94.3, 94.4

Lateness 67.11
Lead 71.2
Least squares methods

batch 83.3, 83.7, 83.9, 83.10,109.9, 114.2, 115.2,
115.9

extended 114.6, 114.7
generalised 114.5, 114.7
instrumental variables 114.4, 114.7
recursive 114.3, 114.7, 115.4, 115.6, 115.7,

115.9, 116.4, 116.7, 117.2, 117.6
weighted 114.2, 115.4

Letter code 2.2
Level measurement 14
Levenberg Marquardt algorithm 104.7
Liability 67.12
Licence agreement 67.7
Lie derivative 118.6
Life cycle, product 65.3
Life cycle, project 59.1, 61.7
Likelihood, categories of 56.6, 56.7
Limit cycles 24.3
Linguistic statements 108
Line searching 104.8, 105.12

artificial function 104.8
bracketed minimum 104.8
Brent’s method 104.8, 104.9
Newton Raphson’s method 104.8

Linear programming 103.1, 103.2, 103.3, 103.4,
103.7

Linear programming, assumptions 103
additivity 103.1
certainty 103.1
divisibility 103.1, 103.5
proportionality 103.1

Linear regression analysis 83
Linear regression, definitions of

predictor 83.1
regressor 83.1
residual 83.1
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response 83.1
Linearisation 84, 84.3, 87.1
Linearity 4.3, 10, 32.3, 45.1, 118
Link active scheduler 50.5
Liquid holdup 90.1, 90.5
Liquid flow lags 90.2
Liquidated damages 67.8, 67.9, 67.11
Liquidation 67.8
Literals: integer, real, time, string, Boolean 7.5, 7.6,

7.7, 7.8, 7.9
Load

cells 15.3
definition of 3.3
gain 84.5

Loadings 101.1, 101.8
Loadings plots 101.8, 101.9
Local area network 40.2
Local equipment centre 51.1
Logic gates 6.4
Luenberger observer 113.1

Kalman gain 113.1
predictor-corrector 113.1
state estimates 113.1

Lumped approximation 72.6
Lumped parameter systems 69.2, 85

interacting 85.3
non interacting 85.2
uniform properties 85.2, 85.3

Macrocycle 50.5
Magnitude criterion 74.2, 74.11, 77.5
Mahalanobis’ distance 102.9
Main memory 9.1
Maintenance 65.1
Maintenance contracts 59.10, 65.1
Malware 49.13
Mamdani structure 108
Man-machine interface 58
Management information systems 38.8, 60.3, 100

decision support 100.1
decisions, level and type 100.1
functionality 100.2
information requirements 100.1

Manning levels 59.5
Manufacturing execution systems 100.5
Marginal costings 59.11

Marginal stability 24.2, 73.9, 73.10, 73.11, 73.12,
74.10

Marshalling cabinet 51.1
Mass

balance control 35.6
flowmeter 13.9
transfer 19.1, 92.5

Master loop 25.1, 95.2
Master recipe 37.7
Master schedule 100.3, 100.4
Materials 67.7
Materials resource planning 100.3

process MRP 100.4
Matlab 97

array and matrix operations 97.2
colon operator 97.2
command mode 97.1
convolution 97.5
cross correlation function 97.9
curve fitting 97.3
display functions 97.8
dot extensions (.asc, .m, .mdl, .xls) 97.10,97.11,

97.14
format 97.3, 97.8
graphics 97.8
help facilities 97.1
import/export of data 97.10
instruction types 97.1
leading/trailing zeros 97.5
partial fractions 97.7
place instruction 98.5
polynomials 97.3, 97.4, 97.5
polynomials, differentiation 97.6
root finding 97.4
semicolon separators 97.2
statistics functions 97.9
toolboxes 97.1
variables 97.2
vectors 97.2

Matlab M files 97.11
comment statements 97.11
dominant time constant 97.13
function M files 97.14
initialisation 97.12, 97.13
numerical integration 97.13
presentation 97.12
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program structure 97.12
program flow 97.12
recursion 97.12, 97.13
run time 97.13
script files 97.11
search approach 97.12
step length 97.13
user defined functions 97.14

Matlab user interface 97.1
command history window 97.1
command window 97.1
current directory 97.1
desktop 97.1
plot window 97.8
text editor window 97.11
work directory 97.10
workspace 97.1, 98.1, 98.2, 98.4, 98.5

Matrices
conformable 79.3, 79.7
equal 79.3
use of 79.5

Matrix
adjoint 79.4
cofactors 79.4
companion 80.2
constraint 105.9, 117.7
correlation 82.2, 101.3, 101.7, 102.9
covariance 82.2, 101.1, 101.3, 102.9, 113.2,

115.3
definite 104.2, 104.4, 104.6, 104.7, 105.9,

105.11, 105.12, 115.6
definition of 79.1
diagonal 79.1
dimensions of 79.1
exponential 80.5, 80.13
identity 79.1, 104.7
inverse 79.3, 79.4
inversion lemma 114.3
minors 79.4
singular 79.2, 79.4, 79.7, 104.5, 104.6, 115.6
square 79.1
system 80.1
trace 101.4, 115.9
transfer 80.9, 80.13, 81.4, 81.5, 81.8, 90.5
transition 80.5, 112.5
transpose 79.1

zero 79.1
Matrix laws

inversion 79.3
multiplication 79.3

Matrix operations
addition 79.3
division 79.3
inversion 79.4
multiplication 79.3, 114.3
pre and post multiplication 79.3
subtraction 79.3

Maximum rate of change in flow 93.2, 93.3, 93.4
McClaurin’s series 68.1
Mean (average) 82.1, 82.3
Mean square value 82.1, 82.3
Mean time between/to failure 53.1, 53.2
Mean time to repair 53.2
Median 82.1
Mediation 67.7
Membership

functions 108.2, 108.4, 108.5, 108.6
overlapping 108.5
values/profile 108.2, 108.4, 108.5, 108.6

Memory locations 8.4
Memory system 9.4
Merit function 105.11, 105.12
Message frame 40.1
Metrics 59.9, 59.10, 61.5, 63.14
Microprocessor architecture 9.1
Milestones 63.14
Mimic diagram 42.5
Minimal response design 78.4
Minimum

capacity/volume 93.2, 93.3, 93.4
cut sets 54.8
inventory 55.2
variance control 116.3

Missing at random 102.2
Missing data 101, 102.2
Mixed integer linear programming 103.5, 103.7
Mixed integer non linear programming 103.8
Mixing of acids and alkalis 17.4
Model

distributed parameter 92
linearised 84.1
lumped parameter 85.1, 95.1
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matrix form 81.3, 81.7, 86.5
order 115.1
state space 89.4, 90.3, 91.3, 112.5, 112.6, 113.1,

113.8
time series 114
transfer function 84.5, 85.2
zero capacity 86.1, 86.5

Model for steady state optimiser
linear/non-linear nature 106.2
scope/size of model 106.2

Model predictive control
benefits 117
choice of control horizon 117.6
constrained optimisation 117.7
constraint matrix 117.7
controller output sequence 117.4
constraint matrix 117.7
decision variables 117.7
Diophantine identity 117.2, 117.5
dominant time constant 117.1
forward/output prediction 117.2, 117.3, 117.5
generalised 117.4
horizons 117.1, 117.3, 117.5, 117.6
implementation, recursive 117.6, 117.8
inherent delay 117.1
known (backward) values 117.3
Lagrange multipliers 117.7
multivariable systems 117.8
non-linear 118.9
objective function 117.4, 117.7
off-diagonal zeros 117.3
optimal scaling 117.9
partitioning of matrix 117.3
plant model mismatch 117.9
polynomial division 117.2
proprietary packages 117.10
QP solution 117.7
rate of change limits 117.7
real-time optimisation 106.1, 106.7, 106.8,

106.11, 109.13
recursive least squares 117.2, 117.6
residuals on output 117.6
robustness. 117.9
saturation limits 117.7
separation of predictions 117.2
step response testing 117.2, 117.9

unconstrained 117.4
unknown (forward) values 117.3
weighting factor 117.4, 117.5

Modes of operation 3.4
Modification control form 64.6, 65.2, 66.7
Modules (software) 63.1, 66.7
Modulus 68.1, 68.3, 73.2, 73.4
Modulus, maximum value 73.6
Monitor 41.8, 47.5
Monotonic values 83.9
Morari resilience index 111.7
Motor control centre 51.2
More volatile component 90.3
Multicolumn separation 35.14
Multicomponent distillation 35.13
Multicores 51.1, 51.4
Multi-disciplinary team 54.1
Multi-layer perceptron

activation function 109.1, 109.2
back propagation 109.1, 109.3, 109.5
non-linearity 109.1
operation of 109.2
sigmoid squashing 109.1, 109.5
training data 109.3, 109.5

Multiloop systems 111
Multi-objective GA

aggregated fitness 110.9
distance, Euclidean 110.11
dominance 110.10
exponential rule 110.11
genetic rift 110.11
kernel density 110.11
lethal 110.11
mating restriction 110.11
niche count 110.11
objective space 110.10
operation 110.11
parallel axes 110.12
pareto ranking 110.10
rank 110.10, 110.11
sharing function 110.11
trade-off graph 110.12
trade off surface 110.10
user interaction 110.11

Multi-products/purpose plant 37.1
Multiple-input multiple-output systems 80.8, 80.9
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Multiple linear regression 83.7, 97.11, 109.9
Multiple poles/zeros 74.4
Multistage dynamics 90
Multivariable control 80.9, 81, 86.5, 89

compensators (s domain) 81.2, 81.5, 89.4
compensators (z domain) 81.8
decouplers (s domain) 81.6
decouplers (z domain) 81.10

Multivariate statistics/SPC 82.2, 102.9, 102.10
Murphree efficiency 90.3, 90.5, 90.6

Naming conventions 66.7
Naphtha column/splitter

principal components analysis 101.7, 101.9
regression analysis 83.10

Natural frequency 72.1
Negative feedback 22.1
Nernst equation 17.5
Net present value 59.11
Network access 40.5
Neural networks, artificial 109

neuron, bias neuron 109.1, 109.5, 109.8
data encoding 109.6
dynamic modelling 109.11
error function 109.3, 109.5, 109.10
generalisation 109.4
hidden/input/output layers 109.1,109.5,109.8
identification, use for 117.2
inferential estimation 109.12
non-linearity 109.11
optimisation 109.13
overfitted data 109.4
prediction vs training 109.3, 109.10
pre-processing of data 109.7
pros and cons, MLP vs RBF 109.9
subscript convention 109.2
synapse 109.1, 109.8
weightings 109.1, 109.5, 109.9

Neuro-computing 109
Neutralisation systems 34.1
Neutrality 17.1
Newton Raphson’s method 104.8
Newton’s law of motion 69.4
Newton’s method 104.3, 104.4, 104.7, 105.11
Noise 23.4
Noise propagation 113.7

Non interacting form of PID 23.3
Non invasive 13.6, 13.7, 14.8
Non linear characteristic 84.1
Non-linear control

application to CSTR 118.2, 118.4, 118.8
closed loop transfer function 118.4
closed loop stability 118.7
control affine models 118.2
generic model control 118.3
globally linearising control 118.7
integral action 118.3

L/A control 118.1
Lie derivative 118.6, 118.7

linearising transformation 118.1, 118.7
non linear MPC 118.9
PI control 118.7
plant model mismatch 118.3, 118.9
relative order 118.6, 118.7, 118.9
scalar field 118.2
tuning parameters 118.3
vector field 118.2

Non-linearity 118
Normal conditions 84.2, 84.3, 84.4, 84.5, 84.6, 85.2,

86.2, 87.4, 91.1, 91.2
Normal (Gaussian) distribution 82.4, 83.4, 102.3,

102.7, 102.8
Normal values 22.2, 84.2, 90.5
Nucleonic level measurement 14.8
Null balance 16.6
Null entry 99.2
Numbering convention 2.2
Numerical instability 96.5, 112.6, 115.6
Numerical integration 44.3, 96, 97.13,112.6, 112.10,

118.3
see also Euler methods
see also Runge Kutta method

Nylon tubing 51.4
Nyquist diagram 73.4, 73.6

Object linking 49.5
Object oriented programming

data abstraction 107.7
encapsulation 107.7
message passing 107.7
modularity 107.7
polymorphism 107.7
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procedural attachments 107.7
procedural inheritance 107.7
root object 107.7

Objective function 103.1, 106.5, 116.3, 116.6, 117.4,
117.7

maximise profit 103.1, 103.2
minimise cost 103.1
see also cost function

Objects (rule based)
attributes, single/multiple 107.3, 107.4
nested 107.3
object-attribute-value triple 107.3

Observer
characteristic equation 112.6, 112.7
characteristic polynomial 112.6, 112.7
convergence 112.5, 112.6
design 112.5, 112.7
dynamics 112.6, 112.10
full order 112.6, 112.7, 112.9
integration with controller 112.9
numerical integration/instability 112.6
observer matrix 112.6
pole placement 112.7, 112.8
predictor-corrector 112.6
reduced order 112.8
residuals on estimates 112.5, 112.6
robustness 112.6
state estimator 112.5, 112.6
state-space model 112.6
state vector 112.5

Obsolescence 65.3
Occupancy 56.2, 57.1
Offset 22.3, 27.2, 27.5, 71.7, 71.8, 77.8, 78.4, 86.2,

93.1, 108.3, 108.5, 112.3
Ohm’s law analogy 87.1
Oil absorber 51.4
On-line analyser 76.5, 76.10
On-off control 28
One/two dimensional functions 104.1, 104.2
Open

loop analysis 86.4
loop gain 22.3
loop operation 3.4
process control 49.6, 100.5
systems 38.10, 49

Operability jacket 34.2

Operating conditions/point,
see normal conditions

Operating lines, lower and upper 90.5, 90.6
Operation 37.5, 60.4
Operation code (op-code) 9.2, 9.5
Operational amplifier 6.7
Operator

control program 39.1, 41.2, 42, 58.2
interface 60.4, 61.5
involvement 60.3
role of 58.1
station 38.4, 39.1, 58.3

Optimisation 103
constrained 105, 106.5
methodology 106.3
non-linear functions 104
search direction/space 104
unconstrained 104
see also constraints, LP and QP

Optimum settings 24.0, 24.3, 24.4
Ordinate 73.3, 102.10
Orifice

carrier 12.1
specification 12.6
tappings 12.7

Orthogonality 101.1, 101.6, 101.8, 104.6
Outliers 83.2, 102.2, 109.7
Output interface 44.6, 46.1
Output scaling 44.5, 45.4
Overdamped response 23.2
Overdetermined system 30.2, 30.3, 30.6, 105.4
Overflow 69.2
Overhead composition control 35.7
Overhead condenser 35.2, 35.10, 90.6
Override control 35.12
Overshoot 72.4
Overt/covert failures 53.8, 57.2, 57.5, 57.6, 57.8
Overtime 61.6, 66.8

Packed sheath 16.3, 16.5
Packing 19.2, 21.2
Pade approximation 71.2, 71.10, 73.11, 74.7
P&I diagram. 2.0, 59.2, 60.2
Parallel axes 102.10
Parallel genetic algorithms

benefits of 110.8
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diffusion GA 110.8
farmer/worker 110.8
global GA 110.8
global/sub populations 110.8
import/export of chromosomes 110.8
islands 110.8
master/slave 110.8
migration GA 110.8
migration paths 110.8
neighbouring nodes 110.8

Parallel operations 37.5
Parallel programs 78.7
Parallelism 29.7, 53.4
Parameter lists (A, B, C and D) 29.4, 37.7, 100.6
Parameter of interest 74.2, 74.4, 74.8, 74.10
Partial batch 37.3, 37.5
Partial fractions 70.2, 70.3, 71.9, 72.1, 73.1, 75.5,

75.6, 78.7
equating coefficients 70.3
hidden roots 70.3
method of residues 70.3

Passive protection 55.2
Payback time 59.3, 59.11
Payments 67.13
Payments, stage 62.4, 64.10
Peak time 72.4
Penalty function 105.14
Performance

deterioration of 102
guarantees 67.9
parameters 67.9

Period of oscillation 72.4, 73.9
Personal computers 39.4
Picture builder 42.5
Phase 37.5

logic 37.5
margin 73.12
plane 80.1
shift 72.4, 73.1, 73.2, 73.7, 73.9

pH
control 34.1
measurement 17, 34.1
scale 17.1
scale, quasi 34.3

Physical model 100.4
control module 37.3

equipment module 37.3
process cell 37.2
unit 37.3

Picture builder 41.8
Pilot valve 5.2, 46.2
Pipe size 13.1, 13.7
PI/PID

compensator 78.1
controller 23, 23.9, 24, 25, 26, 73.10, 78.1, 81.6,

81.10, 97.13, 98.3, 98.4
function block 44.4, 45.3, 48.4

Plant
interface 60.4
interface unit 38.4, 51.1
utilisation 59.7

Plant model mismatch 106.9, 112.2, 112.3, 112.6,
112.9, 117.9, 118.3, 118.9

Platinum resistance thermometer 16.4
Plug and seat assembly 19.2
Pneumatic relay 5.4
Pneumatic actuators 19.6
Pneumatics 5
Pneumercator 14.5
Point count 4.1, 50.10, 59.2
Polar co-ordinates 68.3, 73.2, 73.6, 77.1
Polar plot 73.4
Pole placement 74.11, 112.2, 112.3, 112.7, 112.8
Pole zero cancellation 77.7
Poles, closed loop 74.1, 74.11, 77.5, 112.1, 112.2
Poles, open loop 74.1, 74.8, 77.6
Polygonal lines 102.10
Polynomial, monic 114.1, 114.5, 116.3
Population 82.1
Positioner 21
Positive feedback 71.12
Positive/negative definite 104.2, 104.4, 104.6, 104.7,

105.9, 105.11, 105.12
Potential divider 6.3
Potential energy 88.2
Potentiometer 95.1
Power amplifier 95.1
Power series 68.1, 80.13

see also time series
Power supply 39.2, 51.2
Pre commissioning, instrumentation 64.4
Pre-processing of data 83.2, 109.7
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Prediction horizon 106.11
Preferred supplier 10, 65.1
Present value 59.11
Pressure energy 88.2
Pressurisation 52.9
Preventive action 57.1
Pricing policy 61.4
Primary key 99.2, 99.3
Primary strip 77.1
Prime attributes 99.2
Principal axis 15.2
Principle components 106.4

analysis. 83.8, 101
bivariate 101.1, 101.2
dimensionality 101.4
dominance 101.6, 101.7, 102.9
first principal component 101.1, 101.3
latent variables 102.9
multivariate 101.3
scores plot 102.9

Probability 82.3
Probability density function 82.3
Probability distributions 82.3

cumulative 82.3
density 59.6, 82.3, 82.4
joint 82.3
Maxwell 82.3
normal (Gaussian) 82.3, 82.4, 83.4
random 83.4
Rayleigh 82.3

Probability of failure on demand 53.8
Procedural code 41.5, 61.5, 63.3, 63.14
Procedural model 100.4

actions 37.5
operation 37.5
phase 37.5
procedure 37.5
steps 37.5

Procedure 37.5, 60.4, 62.1, 63.3
Process

cell 37.2
description 60.1, 62.3, 63.2
control unit 38.4
definition of 3.3
gain 32.2, 32.3, 84.5
shut-down systems 55.6

Process analytics technology 102
Process model 100.4

process stages 37.4
process operations 37.4
process actions 37.4

Process MRP 100.4
process costing 100.4
process definition 100.4
process monitoring 100.4
production scheduling 100.4

Processor cycle 9.2, 9.5
Product consistency 59.7
Production plan 100.4
Production planning 37.8
Professional conduct 66.8
Profibus protocol 50.3
Profit 59.10, 61.4, 67.6, 67.10
Program structure 8.6, 97.12
Programmable logic controller 38.6, 47, 57.7
Programming, experience vs efficiency 61.6
Programming, management effort 61.6
Project

management 59.10
manager 62.2, 67.7, 67.8, 67.10
organisation chart 66.7
plan 61.2, 62.1, 63.14, 66.7
report 66.8

Project planning
batch management 100.6
batch records and evaluation 100.6
process management 100.6
process orders 100.6
process planning 100.6
quality management 100.6
recipe management 100.6
resource management 100.6

Proof testing 53.3, 56.5, 57.4
Proportional action/control 22.1, 22.3,23.2, 93
Proprietary manifold 12.1
Protection

IS types 52.6
systems 53.8, 55.0, 56
systems design process 56.10

Protocols 40.4
Proximity switch 46.3
Pseudo code 8, 63.4
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Psychological model 58.2
Psychrometric systems 94
Pulse 75.1, 75.2

Laplace transform of 75.2
train of 75.1, 75.3
input cards/channels 4.1, 39.3

Pulse transfer function 76.2, 114.1, 116.6, 117.9
cascaded elements 76.5, 76.6, 78.6
closed loop 76.7, 76.9, 76.10, 77.2, 77.5, 78.2
open loop 77.4, 77.5, 77.7, 77.8
parallel functions 78.7

Pumping system 88.1
Purged flow arrangement 12.7

Quadratic approximation 105.11, 105.12
Quadratic equation/function 68.3, 104.4, 104.5,

104.8, 104.9, 105.9, 105.11
Quadratic programming 105.9, 106.7, 106.8, 106.9,

109.13
equality constrained 105.12
feasible/infeasible solutions 105.10
gradient criterion 105.11
recursive form of 105.11
sequential 105.12, 106.6
set management strategy 105.12
solution to MPC problem 117.7
superlinear convergence 105.12

Qualifier 29.6
Quality

assurance 66, 67.7
control 66.10
design 56.10, 66.7
management system 66.1, 66.6
manager 66.1
manual 66.1
plan 61.2, 66.7
policy 66.1
procedures 63.6, 63.8, 66.7
requirements 66.2

Quasi pH scale 34.3
Query

aggregate functions 99.4
dot extensions 99.4
keywords 99.4
nested 99.5
structure 99.4

Quotation generation 61.3

Rack and frame structure 39.2, 51.2
Radial basis function networks

batch least squares 109.9
centre 109.8, 109.10
distance 109.8, 109.10
Gaussian function 109.8, 109.10
k-means clustering algorithm 109.9
multiple linear regression 109.9
nearest neighbour’s method 109.9
spread parameter 109.8

Radio communications 40.8
Ramp input 69, 70.1, 70.2
Random distribution 83.4
Random failure, components or hardware 53.2,

56.9
Rangeability 10, 34.1
Rare event approximation 54.9
Rate constant 36.1, 89.1
Rate time 23.4
Ratio

control 26, 33.1, 35.9
station 26.1
trimming 33.3

RC network 44.1, 46.3, 69.3
Reaction

curve method 24.4, 72.6, 78.3, 115.2
kinetics 91
rate of 36.1, 89.1, 91.1

Reactor temperature control 36.3
Real data types 7.6
Real-time operating system 41.1
Real-time optimisers 106, 109.13
Realisation 78.1, 78.3, 78.5, 81.4, 81.7, 81.9
Reboiler 35.2, 35.6, 35.7, 35.8, 90.6
Recipe model 100.4

control recipe 37.7
general recipe 37.7
master recipe 37.7
site recipe 37.7

Recipes 37.7, 41.8
Recovery options 29.9, 55.4, 61.5
Recursive estimation 115.6

asymptotic sample length 115.4
bias 115.9
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convergence 115.9
convergence/divergence 115.4, 115.6, 115.9
covariance resetting 115.5
covariance windup 115.7
factorisation 115.6
forgetting factors 115.4, 115.8
initialisation 115.2, 115.3
numerical instability 115.6
on-line parameterisation 115.2
order of model 115.1
performance 115.1
prediction error 115.9
round off errors 115.6
stochastic approximation 115.6

Recursive filter 114.1
Red book 67.7, 67.8
Reduced gradient methods 105.13
Reference

data 102.9
electrode 17.5
junction 16.1, 16.3
mixture 18.9

Reflux drum 35.2, 35.6, 35.9, 35.10, 90.6
Reflux rate/ratio 90.4, 90.5, 90.6
Register, shift 6.6
Regression coefficients 83.3, 83.6, 83.7
Regression models

simple linear 83.1
multiple linear 83.1, 83.7, 83.9
polynomial 83.1
validation 83.4
variable selection 83.8

Regulo control 3.4
Relationships, recursive 99.3
Relationships, total 99.3
Relation (table) 99.2
Relational databases 99, 100.2

design 99.8
guidelines 99.8
joins 99.5, 99.6
updates 99.5
views 99.5

Relative gain analysis 31.5, 35.2, 111.1
blending system 111.8
closed loop gain 111.1
column, D-V scheme 111.5

column. L-B scheme 111.4
column, L-V scheme 111.3, 111.6, 111.7,

111.10
interpretation 111.2
open loop gain 111.1
relative gain/array 111.1

Relative volatility 90.5
Relay 56.5, 57.4
Reliability 53.1, 59.5, 65.1
Reliability of design 56.10
Repairable systems 53.2
Repeatability 10
Replacement 65.4
Reset time 23.3
Residence time 34.1, 69.2, 92.2
Residuals 83.1, 83.3, 83.7
Resistance temperature devices 16.4
Resistance to flow 87.1, 90.1
Resonant frequency 73.6
Resource estimates 61.5, 61.6, 62.3, 63.14, 63.15,

66.8
Response

closed loop 71.7, 71.8, 71.9, 72.2, 78.3
second order 72, 73.6, 74.8, 74.9, 74.11, 77.7,

77.8
steady state 71.6, 71.8, 72.4

Response limit 72.4
Retention time 18.1, 18.7
Reverse acting 22.1, 84.5
Reverse selection 83.8, 83.10
Ribbon cable 39.2
Riccati equation 113.3, 113.4
Ring fencing 59.2, 59.10
Rise time 72.4, 78.4
Risk 53.10, 56.1, 56.5

acceptable levels 56.2
commercial 67.1, 67.4, 67.6, 67.8, 67.11
graph 57.1

Rolling map 42.5
Root locus 74, 77.5, 77.7

second order systems 74.8
symmetry 74.4, 74.11

Roots
complex conjugate 71.9, 71.10, 72.4, 74.1
imaginary 72.5
negative real 71.9, 71.10, 72.2
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repeated 72.3
stable/unstable 71.9, 71.10

Roots, see also characteristic equation
Rotameter 13.3
Routh array 71.11, 77.4
Routh test 71.11, 77.3
RTD, construction and installation 16.5, 16.6
Rule base (fuzzy)

antecedents and consequents 108.2, 108.9
changing rules 108.8, 108.11
controller, within 108.1
equilibrium point 108.3
fuzzy associative memory 108.2
interactions 108.9
leading diagonal 108.3
look-up table 108.2, 108.9
nesting of rules 108.10
changing rules 108.8, 108.11
operability jacket 108.2
production rules 108.4
standardised 108.2
changing rules 108.8, 108.11

Rules (expert)
antecedents and consequents 107.1, 107.3,

107.4
assertions 107.3, 107.4
causes and effects 107.2
confidence level 107.3
conditions and outcomes 107.1
firing of 107.3, 107.4
meta 107.4
order 107.4
premises and actions 107.1
production rules 107.1, 107.3
pros and cons 107.3
salience 107.4

Runge Kutta method 96.4, 98.3
Rungs 47.1
Run time 97.13
Ryskamp scheme 35.8

S-plane 74.4, 74.8, 77.1
Saddle point 104.1, 104.2
Safe

area 52.2
failure fraction 53.8, 56.5, 56.8

hold states 29.9, 37.5, 61.5
Safety

environment 43.4
equipment approvals 57.1
integrity levels 53.8, 55.7, 56.3, 56.4, 56.5, 56.6,

56.7, 57.1
layers of 55
life cycle 56.3
related function/signal 54.3, 54.5
related systems 55.6, 56.2
requirements specification 56.4

Sample covariance 82.2
Sample size 82.1
Sampled data signal 75.1
Sampled data systems 76, 81.7
Sampler 75.1, 76.5

imaginary 76.7, 76.9, 81.8
virtual 76.8

Sampling (stochastic) 102.1
group size 102.3
population 82.1
sample size 82.1, 82.5
specified band 82.3

Sampling (time series)
instant 75.1, 76.4, 76.7, 113.1, 114.1, 116.2
synchronous 76.1, 76.5, 76.8
period 23.10, 77.7, 78.1, 81.9, 109.7, 112.10,

113.8, 114.1
system 18.6

Saturation 23.2, 23.6, 23.7
Scaling factor 71.1
Schedule, control/master 100.3
Schema 99.2
Scope of automation 60.3
Scope of project 60.3
Scores plot 102.9

confidence limit 102.9
control limits 102.9
ellipses 102.9
Hotelling’s distance 102.9
interpretation of 102.9
Mahalanobis’ distance 102.9

Search
direction/space 104.3, 104.5, 104.8, 105.1,

105.11, 105.12
efficiency 104.6, 104.7
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end criteria 104.5, 105.12
procedure 104.5
steepest descent 104.6, 104.7

Secant method 105.12
Second order systems 72, 73.6, 74.8, 77.7, 77.8, 80.1

see also damping
Secondary strip 77.1
Secondment 66.8
Security 49.8
Seebeck effect 16.1
Segregation policy 51.3, 54.2, 64.4
Selection

parent space value 110.3
simulated roulette wheel 110.3, 110.7
stochastic sampling 110.3
truncation 110.3
universal sampling 110.3

Self adaptive fuzzy control 108.11
performance index 108.11
self-organising 108.11
self-tuning 108.11

Self cleaning 14.5
Self tuning control

certainty equivalence 116.1
closed loop performance 116.5
closed loop response 116.8
control signal 116.3, 116.4, 116.7
deadbeat response 116.5, 116.6
Diophantine identity 116.3
direct/indirect approaches 116.1
explicit and implicit forms 116.1
generalised minimum variance 116.6
h-steps ahead prediction 116.2
implementation 116.4, 116.7
minimum variance control 116.3
notation 116.2
objective function 116.3, 116.6
properties 116.4, 116.8
recursive least squares 116.4, 116.7
separation identity 116.3, 116.6
separation principle 116.1
similarity transformations 116.6

Self-tuning controller 115.2, 115.3, 115.6, 115.7
Semantic nets

associative network 107.5
disadvantages 107.5

links (edges, arcs) 107.5
nodes (vertices) 107.5

Semiconducter 6.1
Sensitivity 10, 26.4
Sensitivity analysis 105.6, 106.8
Separation 35.3
Sequence

check list 64.5
control 29
design 60.3
executive 41.5, 63.9
flow diagram 29.1, 63.4
progression 29.5, 29.6
software 60.4, 63.9

Sequential function chart 29.6, 63.4
Sequential quadratic programming 105.12, 106.6
Series of elements 53.4
Service life 65.3
Servo control 3.4
Servo mechanisms 95
Set point tracking 23.5, 45.3
Set theory 108
Settling time 72.4, 77.8, 78.4
Shaft, common 95.1, 95.2
Shear beam load cell 15.3
Shut-off 19.2, 21.2
Sidestream 35.13, 35.14
Sight glass 13.2
Signal

types 2.1, 4.0
generic names 3.1
noise 113
selection 33.2

Signal to noise ratio 102.2
Similarity transformation 80.10-80.13, 116.6
Simplex method 103.3

basic variables 103.3
efficiency 103.3
independent variables 103.3
non-basic variables 103.3
order of slack variables 103.3

Simulation, dynami
block oriented approach 97, 98
control loop 97.13
procedural approach 98
process orientated 98.6
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see also Matlab, Simulink
Simulink 98

automatic scaling 98.2
data import/export 98.1
dot extensions (.mdl) 98.1, 98.2, 98.3
element wise multiplication 98.5
function categories 98.1
function connections 98.1
function names 98.2
function orientation 98.1
outport 98.2
polynomial coefficients 98.3
run time 98.4
solver 98.1
state-space function 98.4, 98.5
subsystems 98.3
text box 98.2
toolboxes 98.1

Simulink environment 98.1
block parameters dialogue box 98.1
configuration parameters dialogue box 98.1
library browser 98.1
model window 98.1
simulation menu 98.2

Single-input single-output system 71
Single phase flow 13.5
Singular values 111.7

condition number 111.7
Morari resilience index 111.7
singular value decomposition 111.9
singular value thresholding 117.9

Sinusoidal input 73
Site/works visit 60.6, 66.8
Six sigma 102.7

capability indices 102.8
defects 102.7, 102.8
methodology 102.7
positive shift 102.8
service limits 102.8
specified tolerance 102.7

Shewart charts, see control charts
Slack variables 103.3, 103.4, 105.4, 105.9
Slave loop 25.1, 95.2
Sliding plate valve 18.5
Slots 39.2
Slots and fillers 107.6, 107.7

Smart devices 50, 50.10
Smith predictor 86.4
Soft keys 42.4
Software model, IEC 8.1
Software, see

application software
configuration
function blocks
procedural code
resource estimates
system software

Sonic flow 20.8, 87.1, 87.3
Source of release 52.2
Special purpose PES 57.8
Specific enthalpy 94.4
Speedof response 10,21.2,25.1,69.6,71.9,72.3,95.2
Spray drier 94.1
Spreadsheet, vendor selection 61.7
Spurious failures/trips 53.8, 56.5
Square mean 82.1
Stability

closed loop. 24.1, 36.1, 36.2, 71.9, 74.1, 77.2,
77.4, 79.9, 89.1, 89.3, 91.4, 118.7

marginal 71.9, 72.5, 77.2
numerical 96.5
Routh test 71.11

Standard
deviation 82.1, 82.4, 83.10
error 102.4
signal ranges 4.2

Standardisation (of data) 82.2, 83.2, 83.8, 83.10
Standby generator 51.2
Standby systems 53.7
Start-up and shut-down 59.5
Starter motor circuit 47.6
State feedback regulators

characteristic equation 112.1, 112.2
characteristic polynomial 112.1, 112.2
closed loop performance 112.1
closed loop poles 112.1
controller matrix 112.1, 112.2
disturbance vector 112.3
dominant pole positions 112.2, 112.10
integral action 112.9
integration with observer 112.9
multivariable controller 112.2
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observer, full/reduced order 112.5, 112.8
output feedback 112.2
pole placement 112.2, 112.3
reference factor 112.3, 112.4
set point for regulo control 112.3
simulation 98.5
time scales 112.10

State space
feedback control 80.4
generalised form 79.7, 80.1, 80.3, 90.3, 91.3,

96.1, 96.3, 96.6
internal variable 80.4
output equation 80.1, 80.2, 112.6
solution, MIMO 80.8, 90.3
solution, SISO 80.7
state equation 80.1, 80.2
state vector 112.5, 112.6
system matrix 80.1
transfer function conversion 80.3

Static pressure 14.2
Statistical control 102.3, 102.7
Statistical process control 102
Statistics, see summary statistics
Steady state analysis 22.3, 71.6
Steady state gain 22.2, 27.2, 27.3, 71.1, 72.1
Steady state optimiser

dependent/independent variables 106.1
detection algorithm 106.4
disturbances, effect of 106.6
essential characteristics 106
filtered outputs 106.1
frequency of execution 106.6
methodology 106.3
model for 106.2
model updating 106.5
on/off-line modes 106.1
open/closed loop modes 106.1
parameter adjustment 106.5
set points, downloaded 106.1, 106.6
scope for adjusting MVs 106.6
sparsity 106.6

SQP solution 106.6
systematic errors 106.5

Steam
condensing 31.4, 32.1, 85.2, 86.1, 92.1
ejector 35.10

injection system 86.1
superheated 87.5

Steepest descent 104.6, 104.7, 109.3
Step input 69, 70.1, 70.2, 71.2, 71.6, 72.1, 75.4, 77.8,

78.2, 78.3, 78.4, 98.2
Step length/size 78.1, 96, 96.5, 96.7, 97.13, 104.5,

112.10
variable 96.7, 98.4, 98.5, 104.8, 105.12
see also sampling period

Step response
damping factor 72.1
overdamped 93
underdamped 72.1

Step response testing
choice of inputs/outputs 117.9
external disturbances 117.9
instrumentation check 117.9
open loop models 117.9

Steps 29.6, 37.5
Stiff systems 96.5, 96.7
Stirred tank, see agitated vessel
Stochastics 82
Stoichiometric requirements 33.2
Strain gauges 15.2
Strain/resistance effects 15.1
Strategic variable 30.1, 30.6
Stream 37.2
Structure charts 63.2
Structured

data type 7.13
programming 63.2
query language 49.4, 99.4
text 8, 29.2

Sub contractor 67.8
Sub systems 3.3
Substitution rule 73.2
Summary statistics 82.1

mean (average) 82.1
mean square value 82.1
median 82.1
square mean 82.1
standard deviation 82.1
variance 82.1

Summary statistics (multivariate) 82.2
correlation coefficient 82.2
correlation matrix 82.2
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covariance matrix 82.2
sample covariance 82.2

Superposition 3.3, 71.4, 76.1, 84.3, 90.6, 92.1
Supervisory control and data acquisition 38.7
Supplier 59.1, 66.1, 66.7, 66.8, 67.3
Support tools 63.7
Switchgear 95.1
Symbolics 107
System

architecture 38, 49.3
cards 39.3
evolution 65.3
hardware 39, 60.4, 65.5
layout 51, 60.3
modes 80.13
software 41, 60.4, 61.5, 64.2, 65.5, 66.7
support 65.2
upgrades 65.5

System, see also
control systems
dynamics

System matrix 80.1
canonical form 80.11
Jordan form 80.13
modal decomposition 80.11, 80.12, 80.13
modes 80.13

Systematic failures 56.9

Tableau representation 103.4
entering basic variable 103.4
leaving basic variable 103.4
tied variables 103.4
pivot column/row/value 103.4

Tacho generator 95.2
Tag number 2.0, 42.2, 45.1, 50.8, 99.1
Taxation 59.11
Taylor’s series 67.2, 104.1. 104.2, 104.4, 104.8, 105.1,

1 105.11
Telemetry 40.7, 40.9
Temperature

class 52.4
measurement 16, 35.5
profile 18.7, 32.1, 35.5
resistance effects 15.1, 15.2

Tender analysis 61.7
Tender generation 61.1

Terminal velocity 69.4
Termination rack 39.2
Test

results sheet 66.7
signals 64.5
specifications 63.6,63.8,63.10,63.11,66.7,67.8

Testing
functional 64.5
physical means 63.9
simulation means 63.9

Text display 42.9
Thermal capacity 85.2
Thermal system 69
Thermocouple, types and installation 16.2, 16.3
Thermocouple principles 16.1
Thermostat 69.5
Thermosyphon 31.1
Thermowells 16.7
Third party 67.7
Three term controller, see PID controller
Tighter control 59.5
Time

advance 116.3
constant 69
delay 34.1, 71.2, 73.11, 74.7, 77.8, 78.3, 81.1,

86.3, 86.4, 92.2, 92.5, 98.5, 101.7, 106.11,
108.10, 108.12, 114.1, 115.1

literals (and date) 7.7
series 75.6, 75.7, 78.1,78.5, 109.11, 116.3, 117.9
of the essence 67.11

Timer 47.4
Titration curve 17.2, 17.3, 34.1
Token bus/ring 40.3
Torque 95.1
Top-down approach 63.2, 66.7
Top event 54.7, 54.9, 54.10
Total quality management 66.10
Totality 99.3
Touchscreen 39.1, 42.4
Traceability 66.1, 66.7
Train 37.2
Trajectory 80.1, 80.2
Transfer functions 71

closed loop 71.2, 71.7, 71.8, 71.9, 79.8, 80.7,
118.3

delay 71.2
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distributed parameter 92.2, 92.3, 92.4, 92.5
first order 71.1
forward path 71.2, 71.8
higher order 72.6
integrator 71.2
lag 71.2
lead 71.2
open loop 71.2, 71.8, 74.1, 118.7
overall 72.6
PID controller 71.3
second order 72.1
state space conversion 80.3
ZOH 75.1

Transient response 69, 90.2
Transistor 6.3
Transit time 13.7
Transportation lag 71.2
Trend diagram 42.7
Trips and interlocks 43.4, 47.1. 55.3
Truncation 54.8, 54.9
Tuple (record) 99.2
Turbine flowmeter 13.5
Turbulence/turbulent flow 87.1, 87.3, 89.2, 89.3
Turnkey project 59.1, 63.16, 67.5
TÜV classes 57.1
Two norm 111.6
Two’s complement 7.2

Ultimate period 24.3
Ultrasonic flowmeter 13.7
Ultrasonic level measurement 14.7
Unconstrained optimisation 104
Underdamped response 23.2, 77.8
Unit

boundary 37.3
circle (j! domain) 73.12
circle (z domain) 77.1, 78.1
physical 37.1, 37.3

Universe of discourse 108.1
Unrepairable systems 53.1
Unsteady state balances 84.4, 85.1

current 69.3
energy 88.1, 88.3
force 69.4
heat 69.1, 85.2, 85.3, 85.4, 86.1, 86.2, 89.1, 91.2,

92.2, 94.4

mass 69.2, 86.1, 86.5, 87.5, 94.3
molar 89.3, 90.1, 90.3, 91.1, 92.5
volume 84.4, 87.3, 90.2, 93.2, 93.4, 94.2

Upgrade path 65.5
Upthrust 69.4
User requirements

general 60.5
particular 60.4
specification 54.3, 54.5, 60, 61.1, 61.5, 62.1,

66.9, 67.6, 67.7

Vacuum control 31.2
Validation 66.5
Valve characteristics

equal percentage 20.1
inherent 20.1, 84.3
installed 20.2, 20.3, 87.3, 87.4
linear 20.1
square root 20.1

Valves 19
positioners 21
selection 19.7
sizing 20.6
trim 19.2, 20.5
types 19.1

Vapour flow lags 90.1, 90.6
Variable area meter 13.4
Variable resistance 20.2
Variables

absolute 22.4, 84.2, 84.3
deviation 22.4, 68.2, 70.1
global, external, I/O, memory 8.2, 8.3, 8.4
normal values 22.4, 68.2, 70.1

Variance 82.1, 101.1
cumulative percentage 101.4, 101.7
maximum 101.1
patterns of 101.6

Variation order 66.7, 67.10
Vectors 79.1

differentiation by 79.6, 83.7, 101.1, 104.3,
105.9, 117.4

differentiation of 79.6
eigen 79.9, 80.12
initial condition 80.5
Laplace, transform of 79.7
orthogonal 101.1, 101.6
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Vena contracta 12.2, 12.4
Vendor selection 61.7, 66.9
Venturi 12.2
Verification 63.13
Version control 66.7
Viewing distance 58.2
Virus 49.13
Visual inspection 64.4
Voidage fraction 92.5
Vortex shedding meter 13.8
Voting strategies/systems 53.6, 57.3, 57.8
Vulnerability 56.4, 56.5

Walkthrough, design 54.5, 63.5, 66.7
Waterfall model 63.1, 66.5
Weighted impulses 76.1, 76.4
Wet leg 14.2
Wild variable 30.1
Wiring regulations 51.2
Witnessed tests 63.13
Work in progress 100.2
Working capital 59.11
Working schedule 100.4

X-Y curve/diagram 90.3, 90.6

Yellow book 67.15

Z operator 75.3
Z-plane 77.1
Z transforms 75

definition 75.3
inverse 75.6, 78.1, 78.4, 78.5
prediction 116.2
properties 75.4
table 75.4
use of 75.5

Zeigler and Nichols formulae 24.3, 73.10, 73.11,
74.7

Zener diode 6.2, 46.3, 52.12
Zero capacity systems 86
Zero order hold 44.6, 75.1, 76.8, 78, 81.7
Zeros, open loop 74.1, 77.6
Zone 52.2
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