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pATE  MARCH L4, 197%

10 PROCESS SUPERINTENDENT = from  PROCE3SS MANAGER
EAST OPERATIONS CATALYTIC CRACKING
NORCO REFINERY
cc = Circulate: Relinery Manager
Refinery Superintedent susJect  PUBLISHING OF CO FURNACE
Chief Technologist CONTROL DATA

As you know, I have been working on my PHD dissertation in the
area of Process Control. Recently T implemented one of the techniques
from my dissertation research on the Cat Cracker CO Furnace. The technique
is working exceeding well and substantiates the theory on which my disserta-
tion is based. I would like to obtain permission from the company to publish
this data in my dissertation. The use of actual process data will give the
dissertation credibility and statue.

The data may be presented in dimensionless terms to avoided any
associgtion with the actual process or levels of operation. Attached are
the data presented in graphical terms, that I would use,

The theory to which I have referred is familiar to you, Egon
Doering, Charles Gillard, and Stan Marple in Head Office, However, for others
who may read this letter, I have attached a copy of the original research
proposal I gave my professor. The technique used on the CO Furnace is the
least square approach to reducing the error described in the proposeal.

Your consideration of this matter will be appreciated.

C. R. Cutler

Attachment
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perinit the caleulation oI the trajectory »f thr -~ 5=
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At this point in the development of the alzorithin, 1 110 7 ave
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sorved, Tiis principkd is demonstrated in Finuvre 1 virre the
response of the dependent variatle D is shown for & uvit
chanese in independent variable T,
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The respoasc of the depondent variable D, to changes in ore
variabls 1, is shown in Figure S, The changes in 1
at tine 0 and time 1 and represent a unit increase and decrease

respectiv~ly, The addition of this concept to the alzorithn

adds gnothay dimension to the control since it allows tha
"planainzg" of future moves of the manipulated variable, There

isa' oany additional dynamic inforration required %o eitand

oy

e

Pie

the l-orithm to time depsnldent moves in t ndepentent variable

gince the Aynamic matrix repeats itself,
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(&
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(Illustrasion ic listad on pext page  (naze 12)
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Tha charrentian in the algorithm for erreors in tha Asmemic
sradictisna and Aisturbancesz would be made by comnarias the
credicted arror azainst the actual errer, 7Y the aztonl oAroor
iz 1~zs <han tha predicted error then thora would aev T2 ony
cArroationg made ia the independent variable=, If 2w =he

.
attor Mand the actual errxcr is greater thzan the pradicisd ervor,
thn “he deccranancy tetween the arrors would b2 corracto? b
movin~ the indeasondant vartiahles, The use of the leant =quurs
method of ~2lutisn in conjuction with the specificatizsn of 3 dna
sir-? srste~ reosponsa represents a practical contool alonrishn
o o multivariatle contral ~ystem, The al-~oriths -5l c2tizfy
fons af the siw Aesircd criterion listed on the fir-t tn -ions
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racvlt af sy optimizatiosn,this -ould not be a sericun li-io-sior
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The method does not provide a technique for recosnizirg the
physical limitations on the indepandent (manipulated) variatles,
Although this problem can probably b2 circumvented by an ltera-

tion

',3

rocess, there appears to b2 a simplier alternati-e that
will b2 cnasidered next,
e

Une OF Th2 Lin~sar Pro-~raaminz Al-nrithm Toe Tnlwvs

Tovationg
T atianeg

The sum of the moves in each of the independant variatle de-

termines the f£inal steady state position of the nrocescs, The

moat desirable steady state is the one which is optimam fron

2

tha standpoint of profit function, Ca this

oy

iz *“a Yoz~
h p LR R
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zat of control moves is the set that culnminates in an npti-un

stead state operation. The linear programning a2l-evisha provid

th~ ba3is for finding the steady state optimnm and alzo sravides
a rmeans of constraining the resnonse of the »nrocess Ynineg

sentad in the nreceding naraszraphs, 2 btroautr of iz Sne

= - Y - [

mrotch is that by adjustine the »2llowrable ervror at zac™ i-ter-ral

of =iw~ £ha convercoence of tha system can bhe guarenten”d,  Ia

a”7ision k2 controlled variahle can be alleired to conmverss in

2 cyrliec maaner o- Pt oan oy Aamrad manrer Ap-—:nA i~ An Lo
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ok et
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N SM-32 [Rev, 7-37) REFCRENCE

SHELL OIL COMPANY

DATE  MARCH 6, 1973

1 HEAD orincxa rom  CHIEF TECHNOLOGIST
MANUFACTURING TECHNOLOGICAL NORCO REFINERY
D. C. MC CORMACK

suslect G, R, CUTLER PhD
DISSERTATION MATERIAL

Some time ago we discussed with you the possibility of C. R.
Cutler - Process Manager Catalytic Cracking, testing certain process control
configurations on the Norco Cat., Cracker, that he planned on making a part
of his Dissertation for his PhD Degree in Chemical Engineering from the
University of Houston. In incorporating the test data and control schemes in
the Dissertation, Cutler proposed that it be presented in such a way that it
would not be identified with Shell Oil or the Norco Refincry.

In récent weeks he has been able to implement one of the
techniqies on the CO furnace transfer temperature control and has shown
that it performs better than the conventional methods. Curves are attached
as well as a copy of his original proposal to Dr. C. J. Huang of the University
of Houston,

RS We recommend that Cutler be given permission to publish
these data as a part of his Dissertation with no reference to Shell Oil and
solicit your concurrence,

Oﬁ,zinﬁl Sienel By
S, J. UERTLING

SJO:mfl , S. J. Oertling
Attachments

bec - Norco - Circulate: RAW - RKH
Manager Techanglogical
Process Manager Cat, CrackiagfTHIS COPY FORegL



N SHELL OIL COMPANY

’
SM-32 (Rev. 9-574 ‘ REFEREMCE

TO0

paTE MAY 4, 1973

PROCESS MANAGER - CATALYTIC from  CHIEF TECHNOLOGIST
CRACKING - C. R. CUTLER NORCO REFINERY

SUBJECT PUBLISHING OF CO . -
FURNACE CONTROL DATA

Your subject memorandum of March 4, 1973 to Mr. Hartig
requested permission to publish as a part of your PhD dissertation certain
CO furnace control data,

The information attached to your memorandum was forwarded
to Head Office - Manufacturing Technological on March 6, 1973 with a
recommendation that you be permitted to use this information.

Head Office - Manufacturing Technological has advised in
a memorandum dated May 1, 1973 that the preliminary dimensionless data
shown in your memorandum with no reference to Shell Oil Company are
satisfactory for release as a part of your PhD dissertation. Head Office
has asked that you supply them with a copy of the final draft for their
review.

(it

SJO:mfl .7 87 J. Oertlin

cc - R. K. Hartig
S. J. Oertling



SM-32 {Rev. 9-57 rererence 1-9713

SHELL OIL COMPANY

pate  DECEMBER 29, 1975

to  HEAD OFFICE - ENGINEERING PRODUCTS - rrom TECHNICAL SUPERINTENDENT
PROCESS ENGINEERING-REFINING - MANAGER NORCO REFINERY

sussect  PUBLICATION OF DYNAMIC
CONTROL MATRIX

Attached for your inspection is a proposed paper for publication by
C. R. Cutler on the Dynamic Control Matrix technique. Basic approval to
publish this information as part of his dissertation was obtained earlier
subject to your review. Earlier correspondence is also attached for your
convenience. The present request is to publish the information in the
lTiterature, which should not be different in principle from the earlier
request.

Your consideration of the matter will be appreciated.

ORIGINAL SIGNED BY1
R. H. BROWN

CRC:kgp R. H. Brown

Attachment



4 37 (Rev. 9-87) \ RECERENCE

; SHELL OIL COMPANY

©  HEAD OFFICE - GENERAL MANAGER REFINING FROM COMPLEX MANAGER
NORCO MANUFACTURING COMPLEX

DATE JANUARY 6, 1976

SUBJECT REQUEST TO PUBLISH IN
LITERATURE

In 1973 your technical organization gave C. R. Cutler permission to
publish computer control data from the CO furnace in his dissertation. He
has expanded this request to include publication in a technical periodical such
as Chemical Engineering or the AIChE Journal. Attached is a rough draft of the
proposed paper for your review. The earlier correspondence is also attached for
your convenience.

Your consideration of this matter will be appreciated.

[ORTGTNAL '

d. D. RAMSEY
CRC:jco J. D. Ramsey
Attachments
bc - Norco - Circulation Copy: Messrs. J. A. Byerly
R. H. Brown
A. W. Clark
J. R. Nierman

C. R. Cutler ;



A COMPUTER CONTROL ALGORITHM FOR COMPLEX CONTROL PROBLEMS

BY

DR. C. J. HUANG & C. R. CUTLER

A Control Algorithm for digital computers has been developed which
permits the solution of control problems that are not handled adequately by
conventional feed back control. The principles were developed at the
University of Houston and the Control Algorithm was tested at Shell 0il Companies
Norco Refinery. The Algorithm evolved from a technique of representing process
dynamics with a set of numerical coefficients. The numerical technique, in
conjunction with a least square formul;tion to minimize the integral of the
error/time curve, make it possible to solve complex control problems in a unique
manner. The control problem on which the Algorithm was tested was a preheat
furnace. The furnace is located downstream of a number of other process units
that at times introduce significant distrubances i; the inlet temperature.

The cont;ol problem is further enhanced by a dead time and a large time constant
for the response of the outlet temperature to a change in the fuel. These
response curves are shown in Figure 1.

The Algorithm which was named the ''Dynamic Matrix Control'' is

compared against the conventional Analog Control of the furnace in Figure 2.
As can be observed, the Dynamic Matrix Control of the outlet temperature of the
furnace for a unit change in the set point is substantially better than the
Analog Control. Another comparison is made in Figures 3A and 3B between the
Dynamic Matrix and a computer implemented PID Algorithm for a distrubance in
the feed inlet temperature. The Computer PID control has a feed forward feature
that is a significant improvement over the feedback Analog Control which is

shown in Figure 3C. However the Dynamic Matrix Control is substantially

better than either of these modes of control.



Any system which can be described or approximated by a system of
linear differential equations can utilize the Dynamic Matrix Control technique.
The technique is based upon the numerical representation of the system dynamics.
Two properties of linear systems makes the numerical representation possible.
The first of these principles is the preservation of the scale factor. It is
illustrated in Figure 4 where the response of the dependent variable D is shown
for a change in the independent variable I. The solid line represents the
response of the dependent variable to a unit change in the independent variable
and the dashed line illustrates the response for a two-unit change in the
independent variable. Note the response of the two-unit change has twice the
amplitude of the one-unit change. For a linear system, the response of the
dependent variable for any size change in the independent variable may be
obtained by multiplying the scalar value of the inéependent variable times the
unit reséénse curve for the dependent variable. Further, note on Figure 4 that
the unit response curve can be approximated by a set of numbers if the curve
is broken into discrete intervals of time. The two-unit response curve in
Figure 4 can be obtained by multiplying the set of numbers for the unit
response by 2. The second charateristic of a linear system is the principle
of superposition. This principle is illustrated in Figure 5 where the response
of a dependent variable is shown for a unit change in two independent variables.
Also, the response of the dependent variable to a simultaneous unit change
in both independent variables is shown. The response for this curve was

obtained by summing the responses for the unit response curves for the independent

variables.



Mathematically the change in the dependent variable with time

for the change in N independent variables is given by.

N

AD1 =/ ) A, AI.
3=1 ] J
N

AD, = L_" Az, AT,
i=1 j j (1)

Tt T Tt T

T T LB ] Tt

S
AD = 7 A . AI.
i j=1 ij j

-

Where the ADi are the changes in the dependent variable from its initial value
to its value at time interval i and the AIj are the changes in the independent
variable?yfrom their initial value at time equal tb zero. The Aij are the
numerical coefficients referred to in the proceeding paragraphs.

The concept of describing process dynamics with numerical coefficients
is easily expanded to more than one dependent variable by providing a set of
equations similiar to Equation Set (1) for each dependent variable. Inasmuch
as the independent variables affect the response of all dependent variables for
an interacting system, the complete system response is determined when the

changes in the independent variables are known. The following set of equations

demonstrate this relationship.

M N M
ADil = } 5 A;L. AI,
i=1 =t I i=
M N M
AD 2 =y A a1,
i=1 =1 ] i=1 (2)




N
oo | =) Ak a1

Where M is the number of time intervals, N is the number of independent
variables, k is the number of dependent variables, i is the index on the time
intervals, j is the index on the independent variables, and the superscript

carried on the Aij indicates a different set of numerical coefficients for each
M

dependent variable. The notation implies the vector ADik takes on values
i=1
form i equal 1 to M for each value of k. Further, note that the AIj are common

to all equation sets.

The idea of introducing the movement of the independent variables in
futur; intervals is accomplished by shifting the vector of dynamic coefficients
down one time interval, filling the vacated element with a zero, and adding a
movement column for each independent variable for.that interval of time.

-

Expanding Equation Set (2) to include this concept yields the following.

M N N M
A L —— .
AD, 5 = / Al. M. o+ L Bl Ao, ...
1=1 3= & j = i hi =1
M N N M
AD, , = /L A, AI,. + )y B2, Alj. +4...
1 i=1 j=1 1] J j=1 ij J i=1
Tt L ] {8 ] Tt re Tt Tt (3)
1t 1t L ] e {8 ] Tt T
]
M N N M
AD =) A¥ Aar,. o+ 7 B?. ALy, +...
+ i=1 j=1 1] J j=1 J J =1

Where M is the number of time intervals, N is the number of independent
variables, k is the number of dependent variables, i is the index on the time

intervals, j is the index on the independent variables, and the superscript



on the Aij and Bij indicate a different set of numerical coefficients for
each dependent variable. The Bij matrix has the same set of numerical
coefficients as appear in the Aij matrix except the first row is all zeros in
the B matrix and the i+l row of the B matrix is equal to the i row of the A
matrix.
The representation of the response of a dynamic system by a set
of linear equations as outlined in the preceeding paragraphs permits the
prediction of a systems response if the changes in the independent variables
are known. The Control Algorithm substracts the predicted system response
from the set point for each dependent variable. The vector of projected errors
are set equal to the matrix of dynamic coefficients. A least square fit of
the data yields the best set of moves in the independent variables to minimize
the projected error. The obvious difficulty with ghe use of the least square
method t; éalculate the movement of the manipulated variable is the unconstrained
nature of the solution. The method without constraint will yield very large
changes in the manipulated variables that would not be physically realizable.
One technique for suppressing the change in the manipulate variable
is to multiply by a number greater than one, the main diagonal elements of the
square matrix thgt evolves from the least square formulation. The effectiveness
of such a multiplier is illustrated in Figure 6 where a square wave change
in set point was made. The unconstrained least square reduction in the
error resulted in a total change in the absolute value of the manipulated
variable moves of 37.57 taken over 10 intervals of time. With a multiplier

of 1.005 the total moves where 4.91 and with 1.010 the moves were 3.42. The

multiplier effectively adds another row to the original data for each independent



variable for each interval in which it is allowed to move. All elements in

the row are zero except for the specific independent variable which has a
coefficient related to the size of the multiplier. As can be seen from Figure 6,
the suppression of the independent variable moves by an order of magnitude did not
significantly impair the reduction in the projected error.

The matrix of coefficients which describe the dynamics of the system
are the basis for the Dynamic Matrix Control Algorithm. For the furnace control
problem the response of the dependent variable was considered for 30 intervals
of time and the movement of the fuel gas was considered for 10 intervals.

Thirty intervals of time represents about 4 1/2 time constants for the response
of the outlet temperature to a change in the fuel. At the tenth time interval,
the outlet temperature has 3 times constants to settle from the last change in

the fuel. This choice of time intervals results in a matrix with 10 columns

and 30 réws. To initialize the Algorithm, the measured outlet temparature is
stored into the 30 element vector that represents predicted values of the,
dependent variable. This assumes the system is at steady state, but is not

a necessary criterion. An error is then calculated from the expected value

of the variable and the set point for the 30 intervals of time. This vector

of errors become the right hand side for the 10 by 30 matrix. The least

square fit of these data yields the best set of fuel moves to eliminate the
projected errors for 30 timesintervals. The projected set of fuel moves are
used to calculate the outlet temperature change for the forthcoming 30 intervals

of time, and the temperature changes are then added into the 30 element vector

for the predicted value of the dependent variable. The first fuel move is -



implemented and the entire vector of predicted dependent variable values is
shifted forwared one interval of time. At the start of the next interval of
time the predicted value of the dependent variable is compared with the measured
value. The error in the projection is used to adjust all 30 values in the
predicted dependent variable vector. This adjustment in the prediction provides
the feedback to compensate for distrubances and errors in the dynamic prediction.
At the next interval the set of errors between the set point and the predicted
values of the dependent variable is used to solve for another set of 10 fuel
moves. The 9 remaining fuel moves from the previous calculations are summed
with newly calculated fuel moves and the current fuel move is implemented. The
pattern is repeated at each successive interval of time.

Feed forward control is implemented by measuring the change in the
feed inlet temperature between time intervals, multiplying by the numerical
coeffici;nt for the effect of the inlet temperature on the outlet, and summing
this response of the outlet temperature into the vector of predicted values for
the dependent variables.

The description of the technique for the Dynamic Matrix was given
in some detail to foster understanding. The actual calculations involved in
the technique are at least two orders of magnitude less than would be required
by the outlined procedure. The first simplification is to recognize that the
matrix of coefficients representing the dynamics are fixed and only the right
hand side changes from one time interval to the next. Furthermore, the square
matrix that results from the formulation of the least square procedure does not
change, which also means the inverse matrix does not change. The errors

between the projected vector of dependent variable and the set point, appear

in the calculation of the right hand side for the least square formulation.



Consequently the inverse matrix multiplied times the right hand sides yields
the set of projected moves in the independent variable. Further it can be
shown that only the first row of the inverse matrix and the right hand sides are
needed to solve the control program. This calculation yields the control move
to make at the present interval of time. The other control moves in the
independent variables are imbeded in the first row of the inverse matrix, in
the successive updating of the right hand sides and by the coupling of time
intervals from adding in the projected response from the fuel moves in each
interval of time. In the case of the furnace control discussed earlier the
calculations for the Dynamic Matrix Algortithm reduced to the multiplication
of the 10 elements in the first row of the inverse matrix times the right
hand sides calculated for the least square formulation.

In summary, the Dynamic Matrix Control Algoithm has proven to be a
valuable,;echnique for computer control of difficult problems. The opportunity
for solution of multivariable problems was not emphasized, but is one of the
real attributes of the Algorithm. The least square procedure was used to solve

the Dynamic Matrix, however, the Linear Programming Technique is an effective

tool for solving the same type problem and has many interesting features.



e

N g ;
I DM D

CORE

e e o

HONI ¥3d 0z X 02
¥3d¥d HdVHO N3IOZL3!A 02-0vE 'ON

wm.a. - Y 'S ‘N NI 3QYN
~ w ‘03 N29Z13IQ 3INION3



J

1]

11
- =
L4

Rvi
T

S

1

A —

1 — ‘4

e e

A R S S .

S S W
S W

bttt

B S A S

S S

a1

4+t et

-+ A,A‘

g e

B S O 5 T A A O A

i

4+

J S G

14T

.

S SR G

N

-4 4

YTt

Pz

SN

f— - 4 -

T

Ot

o |

*

. ,T,T,,',:
T

44 b4 d

[ A

+-1--

-

T

4t

gt
e

AR A

ety
N/
el L
<7

oy
-
£

&)
\l

4
l !

'Y 'S M Nt 3gYRW
TN AMInA

HONI 83d 01 X Ot

S




eXje -] Bhael (T T T T 1T 11 117 NS EEERNEENN R | ] ] T ! T
e Rapl _ ] , ! _ . , u&f ; L PLT 1] T iy T
UARIGII EREER EEE EEEES % E;Mf.r lolirs= INNE RN N RN A | RN
k i | 1 ; A L “ | R I
i T ! ﬂ I RN . 1
‘ , ! X ;
-, ; I . : L !
* i T hr * H =Y t
it 4 | 3 § H . | I N
T ARSEEES NS BN RS - e , ! ” . W !
RN i N I O A O o j T SR
: . m Lt | n L ; , ] il I . . BERENRREN
B EEEEEN e e m I S — - I ,
P | - | . ; i 1 ; i . i i ; ! T
—t ﬁ i M I I SR | —— .- ! ; P —
BN 1 m T » " o N N T
-t e EESSEE T S EEENEENERE RN EREEE R W T Mﬁ,L
— . ' 2 bens : b e : fbon b ;
e —t e j ; et ; i I i . NENREEE
-+ —— e e BEaEES B S I S R A EREE
e ; RN w Ll ! R i T o - I . o e N v e b b
et , | i t ; I R i ; | |- o i e } ! ; N i
s O B R BRI RIS ERITEAMN LR L : L s e M W
W S ) - - T — e f et e e . N , }
; ! i T m+ ! ——f— i - hk et * e D v S B
i I I N N L M N ) ! ! INREREEREENE EEEES REERE NN
' — 5 T , —— i ey | ; ; Pl
e et TN I R N S I R — gt e -
! 1 N — T t 4
- . | |
t : ™ —
, - - + +
NN - RS SN S N - S— b e o]
- N . I i |
~ I —
, , i NI I
e B e e D e TS ST — } s
PR B e
SEN JESSHESGENN U — , .ﬁ i
- t¢j1$1\714
0 J ANDN ]
| e e TYQL;E«%&% -THr
AU SO U S0 AN N R T T
i A e - - '\,«\\T - — B ‘ i
. R . B AN AR S
i e H
e s PR S - DU TS PO
R e B B — i ]
e i GG A UGB U
e OvL e ¢‘+i‘ \\ V/.ﬂ‘ . SR NN S
[
| T ; I 1
B i e e e e S g bt i
R [ SRRSO SR SN BN . . ]
R S S 44\, AU
PSSR S SN B
I
Ty
E— S . g b i
RIEE!  Son. B Aem—;
t RS s B 4 G co s
: ; -+ 1f .
< , ,
* hed : L L
: — % —
_ : ; it I 4 T
- L | L g 11 :
t 7 + ! | i T
; : T = + .
s , } T . i ﬂ T BN R i V -
T 1 T —1 Y ' + T + et 1 ‘tx\‘\.ﬂf +— .V% N -
+—+ t + 1 : , = T . s
N ; P ; i | RIS ; : it : Ll ; .
| T T i ! 1 T T
| M ] ! N ]
NEN { 4 ‘ i ” A [T 1 T
j | [T i T 1 ; i
! 1 i i TT7 T ! T 1 T w T +
=1 .l —t f— ; H ; | i | 1t
I L1 ! 1 1 LI IR EEE I T

WS T NI IAVIN
A M T A ANt an T

HONI

&34 O X O1



.
e ek e

ZIVAS ! Jl 1 i T B« IIBE OB EREREN I T T
Ty Tr T | | | | I [~ = A.W,-.LH ) 1 I Tﬁw | _ i
i I _ M T e .
i T ! T ENEEE 1 EENEEERE N T
A H ﬁ 1 -+ T —r—
m M V’ T 1 ﬁ\q\ LAL\ ; T ) h h ﬁ } 1 | 1
AN ENERE L ; N ENERE ) 4 EEEREEE f
] SESE AR RN RN AR i T , msannsgRER o
, + At — — 4 bt . - i i
S ; i b ” ! I S T O | 4 » i ] + —t JH L | H | il A|<: | i | , L,
5 L] I I ENEREEE N IR RSN RSN N ERN R ! , RN NN
! - 11 H e — i H = e i - :
T ot a 4 * . ’ . 3
P B i e RN i SN i Ly ; 1 1 s T
P A I EEEEEEEE T = A S S I e RN B : , T .
-+ SEEE —+ T e T e T e | e et 13 LI SIS S| Ly
b i 4 { ‘ } 4 I | H i i i i i
it ; i ! i ] ,ﬁ A IR SRS A BENEBERERN P *Illl\%rkf — —
. —t T | I i ; i ;
EER N EENSRESUREsansssansunsapnsaenEssnERER N R nn nnnmn man
I D B O XV &1 (1NN K-, Ui 2 L 0 f EEEN I R e —
T — -y - T = ¥ i g i — 1 jpa— : =t t NI . DS S S S G B
E L ; ; | Nl ! | 4 pe-r=] + SN L ! T ! ]
- 1 L 1 ; 4;1JJUA , RGP~ S e B N [ e S SRR IR NG N Gt ; S }
= e i 1 BN +— 1 T P e b 1 e R RERE.. + - -
1 N ! il 1 [ B! . RN R P P P )
SaNen—. T T e T e mnncencd RGN RE e S AR S o
- B 1 I o [ HE gt T S +— — ler + b b : .
i et — — H— 4 { SR - S ; e
poim—t +t e EEEEDEEEEE T e ; T MR e T il e o o iy NN REMEL.
T ; i e e e f.il T - SIS S S e A el S NE IR PN S
B o S — : — IIEITILYIT, e g , ll+lT!rJ,l1171 RN RN S : SRS
N NESEESNENS R e e 8 inaer e ey i iy et SR B i o e S
7 T T t HE - —+— : + [ bt ; I
- N T - L R o e e e e e TIRER o e Sl S A DI ) R SO I A N DT A N RO NSNS
—— SN bt r‘+ﬂffli\jh+ et - emd ettt Vi i . N -
i ! H 4 b — : 4 + Y P IR S et~ e R S . - V i i R T ]
1 =+ H P = : Tt —t 1 - e ARt SU t Fo e o [P SR ) A i~ e
, — S f . et S S T st .Jt:.\%%l % S (S SO N <U R x@ e ‘llrl
T 1 —tr = : : —t—y = +— ——t S b 4 |
A e J.,If,fli....\fJTi,I&Tl;;,\T e B IR T e e e R S B i G I ST RN H S S
UGS - et I | + S 00 Y A U SRS S O (G SRS SO SN
1 ! : ! R ‘ i N T r ! I I B e B e
" I H T T | = e Tt o - IS B S - o i i U G GO G OGS SIS S U |
e JL.JT,!-TJITT1 - W T pret b e e e I T .;.;l...r;ITTfsl’l?‘%ivILm I
T e i = -t T ! T + T
O — ' —+ B S S G . — e e e S ' - M .
: e F = el R PR P St S ¢ 0 BRLYE M
7 ' AWV N ) ! D oo L SO I — e e e e
- R
JE O
SRS S
U —
S S NF WU UMD NSNS S
wl L i e e - -
i | Y 5 i o R : T ; ; T | i B \*a|t14rbt‘ft
= R T Tt e e S e . s St nham S e R LR \e s e
I e il &M w,.z Py Hﬁ?ﬁrd R S o S e 4 e L E s s A T TS0 USRS OGRS AU S Y
; e ﬂ\v}»[ﬂl i ?l\;i*:ﬁv —t— by . ey e S R S .o .
| J IO T— SN e W Ll [ R A A S IR DA RS I 2 H U i S
5 s ¥ T I L ' T - ~ == — s e
ARIVENNEL 053 A0 DRI NS [N e e i —————
SERn T I P T e SR ;lL,ITJ.I,li%;;,s??iAs e : pI VA - A D ]
~— e R I R I i I R L o G M e , -
R e e e T T | o H T
! 1 , T , i ., I R S
IR ] T . i T * T — | A S S ——
T ' ! - L,_i+ T 4&44#4&)444 T M B o s .TTlL T T J1r4l
T T et e B e T A et st o g A.TT.T e jyx vlu
b+ | gl [ i ot . N —+ |
T T ,Hﬁ, i t ,hgw 1 = IA/T 1 T PR S [
0 N A O FRNSEEA N EREE
; l i i i ! THH' 4 R e ,661&:&!‘T
: T T ,
At < L
7

| | 5

B W|_ +, i i i i - WF - S - .

S SaEassSmEzsmuEasaapRssRSEEl HH SSasaan
SEsSS)iscipinesiEaes(sssyeasisyseeisacusioenioes e

R A
&W 09 .(u.M .Duz_ IV R w HIN! 834 Ot X Ot
N329Z131Q 3IN3SN d43dvd Hdva9O N3IS9Z13i1g O1-0vE s

st e < g



T

]

S (P U G

-+

foo (e P

b

0 W

. *:‘“*'

'lI"

TWO UNIT CHANGE IN
INDEPENDENT VARIABLE

UNIT CHANGE IN

,
;
RS
S—b—be g
RN
T
R
J\b - .
ey
Loy e
|
o8 S LRSS

1 ;

oot :
- - T
[
S A
= oo
. HH;ﬁA,f
] I S S
M I O
V R I
e T SN
Z
=
a
= Lo
ot E R
(= Lo
m t
(=i |

i

TIME

e b
c
]
I
g
i
L4
U
Y
OISR

ILLUSTRATION OF THE PRESERVATION OF SCALE FACTOR FOR A LINEAR SYSTEM
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REGISTERED MAIL 77« .

SHELL OIL COMPANY

DATE  JANUARY 28, 1976

10 MANUFACTURING - PLANS & ANALYSIS - from MANAGER PROCESS ENGINEERING-
REFINING = MANAGER REFINING - ENGINEERING-PRODUCTS

suplkct  REQUEST TO PUBLISH IN LITERATURE

As requested, we have reviewed the proposed publication by Dr. C. J.
Huang of the University of Houston and Mr. C. R. Cutler of the Norco Manufacturing
Complex on "A Computer Control Algorithm for Complex Control Problems'. We
recommnend that permission to publish this article be granted.

The publication describes a control method for minimizing the effects
of process disturbances upon a control loop. Specifically, the control technique
is used for minimizing effects of feed rate, feed temperature, fuel gas hLeating
value and soot blower operation upon a furnace outlet temperature control loop.

The information released in the article about the control technique
is not sufficient to give other industries a competitive advantage. Publication
would serve a useful purpose in that it may prevent others from obtaining
patents in this area. Shell can not patent the control technique since it has
been in commercial use for more than one calendar year.

' D D )T s
Gty C T2l
C. C. Williams, III
WS:fjt

cc — Norco Manufacturing Complex - Technical Superintendent
Engineering Products - Process Engineering - Manager

Shell Development Company - 0il Products - Patents & Licensing - Manager
(W. V. Medlin)
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SHELL/OIL COMPANY

pate  JANUARY 29, 1976

10  NORCO MANUFACTURING COMPLEX - MANAGER frOM  MANAGER - MANUFACTURING-
PLANS & ANALYSIS - REFINING
HEAD OFFICE

susject  REQUEST TO PUBLISH IN LITERATURE

There is agreement here that permission should be given to C. R. Cutler
to publish his paper "A Computer Control Algorithm for Complex Control Problems".

AN ——

T. R. Williams



SM-32 (Rev. 9-57) REFERENCE T- 9-' 42

SHELL OIL COMPANY

patE  FEBRUARY 17, 1976
7O MANAGER TECHNOLOGICAL - REFINING FROM  TECHNICAL SUPERINTENDENT -
MR. C. R. CUTLER REFINING
NORCO MANUFACTURING COMPLEX

SUBJECT  REQUEST TO PUBLISH IN
LITERATURE

Your proposed paper "A Computer Control Algorithm for Complex Control
Problems" has been reviewed by Head Office. I am pleased to inform you that
they have granted you permission to publish the paper in the literature.

R Y e

R. H. Brown
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