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Abstract

A large process industry can have somewhere between five hundred and
five thousand control loops, and PID controllers are used in 90–97% of the
cases. It is well-known that only 20–30% of the controllers in the process
industry are tuned satisfactorily, but with the methods available today it
is considered too time-consuming to optimize each single controller. This
thesis presents tools for analysis and design of optimal PID controllers,
and suggests when and how to use them efficiently. High performing low-
level controllers are also likely to be beneficial for higher-level advanced
process control, thus promoting the economy of whole factories.
Controller design is often a trade-off between conflicting criteria, such

as load disturbance attenuation, robustness, and noise sensitivity. In this
thesis, a MATLAB®-based software tool is used to solve a constrained
optimization problem, with respect to all three requirements. This gives
tuning of both the PID parameters and a low-pass filter time constant.
A large batch of benchmark models, representative for the process in-

dustry, has been used throughout the whole thesis for controller analysis.
This includes comparisons between PID controllers derived using either
optimization or tuning rules. Trade-off plots are also presented, which ex-
plicitly show the relationships between performance, robustness and the
PID parameters.
A new procedure for software-based optimal PID design is suggested,

which leads to a set of PID, PI, and I controllers. The user can then select
the best performing controller with an acceptable control signal activity. It
is shown that the resulting controllers are optimal or near optimal with
respect to the three above mentioned criteria. The same procedure can
also be used to analyze the benefit of the derivative part by comparing
optimal PI and PID controllers with the same level of noise sensitivity. The
efficiency of the procedure is demonstrated on an industrial friction stir
welding machine. For a more wide-spread use of the proposed procedure,
it is shown that better modeling techniques are needed, and guidelines
for such methods are also included.
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Preface

Contents and contributions of the thesis

This thesis consists of six introductory chapters and five papers. This
section describes the contents of the introductory chapters and the con-
tributions of each paper.

Chapter 1 – Introduction

The closed-loop system used to formulate a constrained optimization prob-
lem for PID controller design is defined in this chapter. The different
parts of the PID controller are also defined. Finally, the thesis is put into
a process industrial context. Notice that the theory presented in Sections
1.1–1.2 is standard PID material, see e.g. [Åström and Hägglund, 2005].

Chapter 2 – Models and modeling for the process industry

Some commonly used process models and modeling techniques for the
process industry are introduced here together with a simple measure for
process classification. A large batch of process models representative for
the process industry is also presented and motivated.

Chapter 3 – Criteria and trade-offs for PID design

Several commonly used performance, robustness and noise sensitivity cri-
teria are presented, and the specific choices made for this thesis are
motivated. The chapter is ended with the formulation of a constrained
optimization problem for design of a PID controller with a low-pass mea-
surement noise filter.

Chapter 4 – PID design methods

Several commonly used PID tuning rules are introduced and their popu-
larity is explained. The second section of the chapter presents different
optimization-based PID design methods.
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Contents

Chapter 5 – Friction stir welding

The friction stir welding process is explained here together with a brief
description of the specific control application to seal copper canisters for
nuclear waste.

Chapter 6 – Thesis contributions

Thesis objectives, contributions and future visions for software-based op-
timal PID design are presented in this chapter.

Paper I

Garpinger, O., T. Hägglund, and K. J. Åström (2014). “Performance and
robustness trade-offs in PID control”. Journal of Process Control 24:5,
pp. 568–577.

This paper introduces new trade-off plots for PID control that show
explicitly how performance, with respect to load disturbances, and robust-
ness depend on the controller parameters. Plots are given for processes
with lag-dominated, balanced and delay-dominated dynamics, for both PI
and PID control. Both input and output disturbances are considered for
PI control, and for PID control noise filtering is briefly analyzed. The
plots are also used to show strengths and weaknesses of some common PI
tuning rules.
O. Garpinger and K.J. Åström constructed the trade-off plots. The

development of the plots has been carried out by all three authors through
numerous discussions. The idea to compare different tuning rules came
from O. Garpinger. The parametrization of optimal controllers was derived
by K.J. Åström. K.J. Åström and O. Garpinger have written most of the
paper, with assistance from T. Hägglund.

Paper II

Garpinger, O. and T. Hägglund (2008). “A Software Tool for Robust PID
Design”. In: 17th IFAC World Congress. Seoul, South Korea.

The MATLAB®-based software presented in this paper finds optimal
PID controllers with respect to minimum integrated absolute error dur-
ing a unit load disturbance on the process input and H∞ robustness con-
straints on the sensitivity and complementary sensitivity functions. The
optimization problem is solved using a simplex-based algorithm called the
Nelder-Mead method. The resulting controllers are shown to give good
control for a large batch of process models that are representative for the
process industry. The software can both provide very good controllers in
a short amount of time and be useful for PID control analysis.
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Contents

The MATLAB®-based software was written by O. Garpinger, inspired
by the previous work by P. Nordfeldt (see citation in the paper). T. Häg-
glund contributed with support and experience from PID design. The pa-
per was written by O. Garpinger with assistance from T. Hägglund.

Paper III

Garpinger, O. and T. Hägglund (2014). “Modeling for Optimal PID De-
sign”. In: 19th IFAC World Congress. Cape Town, South Africa.

In this paper, three commonly used PI and PID tuning rules are com-
pared to optimal controller design with respect to performance and robust-
ness. First order time delayed model approximations, derived from step
response tests, are used. All four methods are shown to have weaknesses
in terms of performance and robustness variation or the lack of a tuning
parameter, especially for PID control. It is investigated what process in-
formation is desirable for design based on constrained optimization. For
PI control it is enough to have information around a single phase angle,
while for PID control the desirable information depends on the normal-
ized time delay of the process. Given such improved models it is shown
that performance and robustness can be kept close to optimal.
The comparison of different tuning methods was carried out by

O. Garpinger. The desired process information for optimal PI and PID
design was investigated by O. Garpinger. O. Garpinger also derived the
improved models that are shown to work well with the given optimal
PID design. T. Hägglund contributed with support and experience from
PID design. The paper was written by O. Garpinger with assistance from
T. Hägglund.

Paper IV

Garpinger, O. and T. Hägglund (2015). “Software-Based Optimal PID De-
sign with Robustness and Noise Sensitivity Constraints”. Submitted
to Journal of Process Control.

This paper presents a new optimal PID design method that takes per-
formance, robustness and control signal noise sensitivity into account to
find both the three PID parameters and a low-pass filter time constant.
The tuning method uses a Matlab-based software tool and results in a
set of optimal or near-optimal PID, PI and I controllers, which the user
can switch between to select the best controller giving a maximum al-
lowed control signal activity. No noise modeling is needed in the final
design procedure. A large batch of process models representative for the
process industry is used to compare optimal PI and PID controllers with
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Contents

the same noise sensitivity and robustness measures. This shows which
processes have the most to benefit from derivative action.
O. Garpinger has plotted the performance, robustness and noise sen-

sitivity trade-offs that illustrate the relationship between optimal PID, PI
and I controllers. O. Garpinger has developed the proposed PID design
procedure with support from T. Hägglund. The method for showing the
benefit of the derivative part has also been developed by O. Garpinger.
The paper was written by O. Garpinger with support from T. Hägglund.

Paper V

Cederqvist, L., O. Garpinger, T. Hägglund, and A. Robertsson (2012).
“Cascade control of the friction stir welding process to seal canisters
for spent nuclear fuel”. Control Engineering Practice 20:1, pp. 35 –48.

The Swedish Nuclear Fuel and Waste Management Company plans to
join at least 12,000 lids and bases to the extruded copper tubes containing
Sweden’s nuclear waste, using friction stir welding. To ensure high qual-
ity welds without defects or tool fractures, it is important to control the
welding temperature. The process is exposed to both quick torque distur-
bances and power losses due to changing thermal boundary conditions.
A cascade controller with two PI controllers for control of power input
and temperature is proposed and applied to the custom-built machine.
It is shown that the cascade controller manages very well to keep the
temperature within the specified process window of 790− 910○C.
The PID design method used in this paper is older than the one pre-

sented in Paper IV. The paper has thus been extended with a supplement
to show the advantages of the new method when applied to the FSW pro-
cess.
The experimental set-up and all welds have been carried out by L. Ced-

erqvist. The high-level controller objectives were specified by L. Ced-
erqvist. O. Garpinger developed the cascade control structure with sup-
port from L. Cederqvist. Process modeling, controller selection and de-
sign was carried out by O. Garpinger. Control strategies during the
start-up and parking sequences were developed by L. Cederqvist and
O. Garpinger. T. Hägglund and A. Robertsson have contributed with their
experience through numerous discussions. The paper has mostly been
written by O. Garpinger with support from L. Cederqvist, T. Hägglund
and A. Robertsson. The paper supplement is work by O. Garpinger.

Additional peer-reviewed publications

Below is a list of additional peer-reviewed publications by the thesis au-
thor that were decided not to be included in the thesis.
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1

Introduction

1.1 The closed-loop system

The single-input single-output feedback loop in Fig. 1.1 will be used
throughout this thesis both for analysis and to set up a constrained opti-
mization problem for the design of proportional integral derivative (PID)
controllers. The process, P(s), is manipulated by a controller, C(s), such
that the controlled variable, z, is kept as close as possible to a set-point, r,
in order to minimize the control error, e. The process is affected by a load
disturbance, d, at the process input. The measurements of the controlled
variable, y, typically contain noise, n, and are fed through a low-pass filter,
F(s), to keep the noise level of the control signal, u, low.
The choice of letting the load disturbance act on the process input is

supported by e.g. [Shinskey, 1996, p 5], that claims that this is the usual
case in process industrial control. The case of having a process output
disturbance is, however, briefly investigated in Paper I.
Assuming regulatory control around a constant set-point, r = 0, the

ΣΣΣ

e u y

P(s)C(s)

−F(s)

d n

r z

Figure 1.1 A load disturbance, d, measurement noise, n, and set-point,
r, act on the closed-loop system with process P(s), controller C(s) and
measurement filter F(s).

18



1.2 The PID controller

closed-loop system can be described by three equations

Z(s) = P(s)
1+ P(s)C(s)F(s)D(s) −

P(s)C(s)F(s)
1+ P(s)C(s)F(s)N(s), (1.1)

Y(s) = P(s)
1+ P(s)C(s)F(s)D(s) +

1
1+ P(s)C(s)F(s)N(s), (1.2)

U(s) = − P(s)C(s)F(s)
1+ P(s)C(s)F(s)D(s) −

C(s)F(s)
1+ P(s)C(s)F(s)N(s), (1.3)

with frequency-domain signals in capital letters. It is well-known that the
four transfer functions

S(s) = 1
1+ P(s)C(s)F(s) , (1.4)

T(s) = P(s)C(s)F(s)
1+ P(s)C(s)F(s) , (1.5)

Sp(s) =
P(s)

1+ P(s)C(s)F(s) , (1.6)

Sc(s) =
C(s)F(s)

1+ P(s)C(s)F(s) , (1.7)

are sufficient to describe the closed-loop system in Fig. 1.1. S(s) is called
the sensitivity function and T(s) the complementary sensitivity function.

1.2 The PID controller

The main objectives of this thesis are to suggest methods for both design
and analysis of the PID controller. The three PID controller parts will
be described in this section, together with some possible PID controller
forms and measurement filters.

Proportional part

The proportional part (P-part) of the control signal is proportional to the
control error,

up(t) = K ep(t) + u0, ep(t) = br(t) − y(t), (1.8)

such that it reacts to present deviations from the set-point. The propor-
tional gain, K , is the parameter normally associated with the P-part, but
it is sometimes replaced by a parameter called the proportional band, see
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Chapter 1. Introduction

e.g. [Shinskey, 1996]. A P controller alone cannot guarantee zero static
control errors, since the control signal becomes zero for ep(t) = 0. The bias
term u0 is used to reduce this effect in controllers that lack an integral
part. The magnitude of the static error depends on K . The speed and
noise sensitivity of the closed-loop system will typically increase with an
increasing K at the same time as the robustness decreases. The P-part is
sensitive to noise since K is multiplied directly with the measurements,
y(t), unless filtered first. Abrupt changes in the set-point can be smoothed
out in the control signal by choosing a set-point weight 0 ≤ b < 1.

Integral part

The integral part (I-part) integrates past values of the control error,

ui(t) =
K

Ti

t
∫

0

e(τ )dτ = ki
t
∫

0

e(τ )dτ , e(t) = r(t) − y(t), (1.9)

and will thus remove static control errors due to step load disturbances
and set-point changes. It introduces the integral time Ti, but also depends
on the proportional gain K unless the fraction K/Ti is replaced by an
independent parameter, ki, called the integral gain. Reducing Ti normally
leads to a faster, although less robust, closed-loop system. The summation
of past control errors makes the I-part insensitive to noise. A drawback of
the I-part is that the controller implementation needs to handle so-called
integrator wind-up, see e.g. [Åström and Hägglund, 2005, pp 76–77] for
more information.

Derivative part

The derivative part (D-part) of the PID controller,

ud(t) = KTd
ded(t)
dt

= kd
ded(t)
dt

, ed(t) = cr(t) − y(t), (1.10)

predicts future behavior of the controlled variable. It introduces the
derivative time Td, but also depends on K unless KTd is replaced by
the derivative gain kd. Closed-loop robustness will typically increase with
an increasing Td at the same time as the performance decreases. This
is a consequence of the damping properties of the D-part. The system as
a whole can still obtain better performance, since the proportional and
integral gains can be increased to balance robustness, see e.g. Paper I. A
major disadvantage of the D-part is that the differentiation of the control
error makes it very noise sensitive. It is thus important to use a low-pass
filter together with the D-part. The set-point weight c is normally set to
zero to avoid large transients in the control signal.
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1.2 The PID controller

Controller forms and measurement filters

There are several possible controller combinations that can be formed
with the three parts (1.8–1.10). The most common ones are P, I, PI, PD
and PID control. I, PI and PID controllers will be considered in this thesis,
since the majority of process industrial control applications benefit from
the I-part.
In the remaining part of this thesis all controllers will be described in

the frequency domain rather than in the time domain. The I controller,

CI(s) =
ki

s
, (1.11)

has only one parameter, ki. The PI controller is given by

CPI(s) = K
(

1+ 1
sTi

)

. (1.12)

For PID control there are two common forms: the parallel form,

CPID(s) = K
(

1+ 1
sTi

+ sTd
)

, (1.13)

which just adds the D-part to the PI controller, and the series form,

C′PID(s) = K ′
(1+ sT ′i )

(

1+ sT ′d
)

sT ′i
, (1.14)

which is convenient for design based on lead-lag compensation, see e.g.
[Franklin et al., 2010]. For Ti ≥ 4Td, the parallel and series forms are
equivalent. The parallel form is, however, more general since it can have
complex zeros. [Hägglund and Åström, 2004] among others have previ-
ously shown that this is often preferred. For this reason, the parallel
form will be the main focus in this thesis, while the series form will only
be used for comparison of different PID tuning methods.
The low-pass filter is an important component of the PID controller

since the derivative part is very noise sensitive. There are several ways
in which filtering can be implemented together with a PID controller, but
it is common practice to use filters of order one either on the derivative
part alone,

CPIDF(s) = K
(

1+ 1
sTi

+ sTd

s(Td/N) + 1

)

, (1.15)

where N is usually a number between 5 and 10, or on the whole mea-
surement signal,

F(s) = 1
sT f + 1

. (1.16)
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Chapter 1. Introduction

See e.g. [Isaksson and Graebe, 2002; Kristiansson and Lennartson, 2002;
Šekara and Mataušek, 2009; Sadeghpour et al., 2012] for studies on these
filter forms. An advantage with the measurement signal filter is that one
can design controllers for the combination P(s)F(s). This is the approach
used in this thesis, but a second-order filter

FPID(s) =
1

(sT f )2/2+ sT f + 1
, (1.17)

has been used with PID control in order to guarantee amplitude roll-off
for high frequencies. FPID has two complex poles with relative damping
ζ = 1/

√
2, which is the smallest damping ratio for which there is no

amplitude increase caused by the filter. Some other studies [Larsson and
Hägglund, 2011; Romero Segovia et al., 2013; Micić and Mataušek, 2014]
have also explored higher-order low-pass filters for PID control. A first-
order filter

FPI(s) =
1

sT f + 1
, (1.18)

will be used here for PI control, also for the sake of high-frequency roll-off.
The filter time constant T f is the only parameter that needs to be set in
both FPI and FPID . They would have been more general with two or more
parameters, but these forms were chosen to keep the amount of controller
parameters low. [Larsson and Hägglund, 2011] showed that the filters FPI
and FPID are well suited for the closed-loop system in Fig. 1.1 and that
filters of lower and higher order are not likely to give any performance
benefits for equivalent noise sensitivity when using white Gaussian noise.
I control has natural roll-off, so FI(s) = 1.

1.3 Process industrial context

Even though the research presented in this thesis can be used on a wide
range of processes (see e.g. Paper V), its main target is regulatory control
in the process industry. This section will, therefore, provide some back-
ground on the process industrial control situation and show why the PID
controller fits so well into its framework.
According to e.g. [Yamamoto and Hashimoto, 1991; Bialkowski, 1993;

Ender, 2001] the two main objectives of process control are to ensure a
safe and stable process around the set-point and to minimize the vari-
ation of the control error. This has to be accomplished in spite of con-
stantly changing environment, equipment and raw materials [Forsman,
2005]. Disturbances are typically not accessible before they have already
influenced the process under control.
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1.3 Process industrial context

Large process industries typically have somewhere between five hun-
dred and five thousand control loops [Yamamoto and Hashimoto, 1991;
Bialkowski, 1993; Desborough and Miller, 2002]. The PID control algo-
rithm is used to control almost all of these loops with relative numbers
normally as high as 90–97% [Yamamoto and Hashimoto, 1991; Bialkowski,
1993; Ender, 1993; Desborough and Miller, 2002; Kano and Ogawa, 2010;
Kuzu, 2012]. This predominance is largely a result of the following PID
controller properties:

1. Easy to understand [Desborough and Miller, 2002; Isaksson, 2012]

2. Works well for a majority of processes [Desborough and Miller, 2002;
Isaksson, 2012]

3. Pre-programmed in all control systems [Desborough and Miller,
2002]

4. Easy to tune (PI control) [Isaksson, 2012]

5. Tradition

Furthermore, a recent study [Piechottka and Hagenmeyer, 2014] points
out that two major obstacles for a more frequent use of advanced pro-
cess control are the lack of qualified personnel and a quantification of its
benefits.
Several surveys of the current process control status points out that

only 20–30% of all controllers operate satisfactorily [Bialkowski, 1993; En-
der, 1993; Desborough and Miller, 2002]. Moreover, 30% of the loops run in
manual mode [Ender, 1993; Desborough and Miller, 2002], while another
30% of the loops increase variability over manual control [Bialkowski,
1993; Ender, 1993]. [Ender, 2001] also points out that

"Findings indicate the typical regulatory control system con-

tributes to as much as 50% of the non-uniformity of the final

product."

While all of these studies and reports are more than 10 years old, there
are few, if any, recent reports suggesting that the situation would have
changed dramatically since then.
There are several reasons why process industrial control loops are not

performing satisfactorily. For example:

1. The sheer number of controllers, i.e. lack of tuning time [Kuzu, 2012]

2. The low level of control knowledge in industry [Bialkowski, 1993]
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Chapter 1. Introduction

3. Equipment problems, like control valve stiction [Desborough and
Miller, 2002]

Manual model-free tuning of controllers is still the most commonly
used PID design method in industry. More experienced control engineers
tend to rather use simple modeling methods, like bump tests, and model-
based tuning rules to determine the controller parameters. Two of the
most commonly used PID tuning rules in the process industry are the
Internal model control (IMC) and Lambda methods [Ang et al., 2005;
Kuzu, 2012], see Section 4.1. Some key aspects behind the success of these
methods are that they are simple, fast and intuitive. Important properties
given the first two reasons for poor control tuning stated above.
Note that almost all PID controllers in the process industry have the D-

part turned off, so that they are actually PI controllers [Bialkowski, 1993].
However, process control experts like Shinskey, Isaksson and Graebe, and
Gonzales [Shinskey, 1996; Isaksson and Graebe, 2002; Gonzales, 2012]
agree that the derivative part can add considerable value in many control
applications. [Ender, 2001; Isaksson and Graebe, 2002; Isaksson, 2012]
list several reasons why the D-part is still seldom used:

• PI control is often sufficient.

• The many ways in which the PID controller can be implemented
must be matched with the parameters given from the PID design
method.

• The D-part can lead to excessive control signal activity, i.e. high
noise sensitivity.

• There is a lack of simple four-parameter controller design methods
for both the noise filter and PID parameters.

Excessive control signal activity may lead to wear and tear of control
valves or other final control elements [Buckbee, 2002; Seborg et al., 2004;
Jelali and Huang, 2010]. In Paper III it is also pointed out that:

• High performing PID control requires better models than PI control.

Note that even the simplest dynamic process models are rarely available
for most process industrial control loops [Desborough and Miller, 2002]. In
conclusion, it is not so surprising that the D-part is not used more often.
On the other hand, almost all academic research in the field of PID tuning
includes the D-part and this thesis is no exception. For academic work to
be accepted in the process industry, it is thus important to consider all
above mentioned reasons for preferring PI control over PID.
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1.3 Process industrial context

Advanced process control methods like model predictive control (MPC)
is typically applied on a higher hierarchical plant level than PID con-
trollers, such that its control signals become the set-points of the PID
loops [Ender, 2001; Desborough and Miller, 2002; Kuzu, 2012]. Better per-
forming PID controllers are therefore important also from a plant-wide
optimization point of view.
In summary, there are still many opportunities and reasons for im-

proving the performance of process industrial PID control loops. It is safe
to say that the most frequently used PID tuning rules are mainly focused
on the robustness of the closed-loop system. This thesis will show that
design methods that can handle performance, robustness and noise sen-
sitivity all at the same time have an advantage over methods based on
tuning rules.
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2

Models and modeling for

the process industry

Short modeling time is just as important to the process industry as fast
controller design and the goal is to find simple models that provide just
enough process information for a given tuning method. This is probably
the reason why more advanced system identification methods are typically
not used in the industry.

2.1 Process models and process classification

First-order time-delayed (FOTD) models

Pm(s) =
Kp

sT + 1 e
−sL, (2.1)

are commonly used for controller design in the process industry. Kp gives
the static gain relation between the process input and output. The speed of
the process is captured by the time constant T , where a low value indicates
a fast process response. Lastly, L contains the time delay between an input
change and the corresponding output reaction.
Second-order time-delayed (SOTD) process models without zeros

Pm(s) =
Kp

(sT1 + 1)(sT2 + 1)
e−sL, (2.2)

will also be considered in this thesis for the purpose of controller tuning.
This model holds two time constants, T1 and T2, that describe the shape
of the process response to input changes. The special case T1 = T2 is
also investigated in this thesis. In Paper III it is shown that the two
classes of models (2.1–2.2) are sufficient to keep closed-loop robustness
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2.2 Modeling methods

and performance close to optimal PID design on a large batch of processes
representative for the process industry.
Processes can be classified based on the normalized time delay τ , see

e.g. [Åström and Hägglund, 2005]. For FOTD models,

τ = L

L + T , (2.3)

and for SOTD models,

τ = L

L + T1 + T2
, (2.4)

such that its value ranges from 0 to 1. In this thesis, process dynamics
will be defined as lag-dominated if 0 ≤ τ ≤ 0.2, balanced if 0.2 < τ < 0.7,
or delay-dominated if 0.7 ≤ τ ≤ 1.0.

2.2 Modeling methods

Many tuning rules are based on the FOTD model (2.1) and typically
have two ingredients: a method to determine the model parameters and
a method to determine controller parameters from the model parameters.
Both ingredients influence the behavior of the closed-loop system and it is
therefore important to be aware of both aspects. A common way to deter-
mine Kp, T and L is based on an open-loop step response of the process.
Kp is the steady state gain. The apparent time delay L is the t-coordinate
of the intersection of the steepest tangent with the time axis, and L + T
is the time when the step response has reached 63% of its steady state
value. This method is called the 63%-rule in this thesis.
The SIMC tuning rules (see Section 4.1) are instead based on the

reduction of an accurate process model [Skogestad, 2003]. Kp is the steady
state gain. The apparent time constant T is the largest time constant of
the process plus half of the greatest neglected time constant. The apparent
time delay L is the sum of the true time delay, half of the largest neglected
time constant and all other time constants. The rule is called the half-rule
because the biggest neglected time constant is distributed evenly to the
apparent delay and the apparent lag. A nice feature of the half-rule is
that it can also be used to obtain SOTD models (2.2). A drawback is that
it requires an accurate process model.
A relay test is made in closed loop where the control signal switches

amplitude whenever the process output crosses a certain hysteresis
threshold. This method is less sensitive to disturbances than the step
test and keeps the process closer to its set-point during the modeling ex-
periment. The relay typically only gives information about one frequency
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Chapter 2. Models and modeling for the process industry

point in the process spectrum and it is seldom used to find transfer func-
tion models. There are, however, modifications of the relay experiment
that give more process information, see e.g. [Berner et al., 2014].
Other possible modeling methods, using both step response and re-

lay tests are collected in a recent review article [Liu et al., 2013]. These
methods have, however, not been evaluated in this thesis.

2.3 Benchmark models for the process industry

A test batch of 134 benchmark process models, representative for the
process industry, was introduced in [Hägglund and Åström, 2004] and
can be found in Fig. 2.1. This batch will be used in this thesis to analyze
methods for both modeling and controller design. The benchmark models
will be approximated with FOTD models (2.1) in order to classify them
based on the normalized time delay (2.3).
A storage into which mass or energy flow in and out is often called a

capacity, see e.g. [Shinskey, 1996, p 22]. A capacity can be represented by
one or several first-order lags

Kp

sT + 1, (2.5)

if the flows depend on the level of mass or energy in the capacity. The heat
flow through an insulating material can e.g. be described in this way. If
the flows instead are independent of the capacity level, energy or mass
will accumulate and the capacity can then be described by an integrator

Kv

s
, (2.6)

where Kv gives a measure of the accumulation speed. A buffer tank is
often modeled like this. A process that involves transportation of material,
like e.g. a conveyor belt or a static mixer, will include a dead time L

e−sL. (2.7)

Processes that contain several of the elements in Eqs. (2.5–2.7) can be
modeled with P1−7 in Fig. 2.1. Processes with temperature control often
include heat transport through several materials and thus become second
or higher-order lags. Two or more similar tanks in a row, with liquid flow
between them, result in processes like P2 and P4. P4 can for example model
level control in a distillation tank as pointed out in [Shinskey, 1996, p 50].
The processes in P5 model high-order processes with several different
time constants, e.g. a mix of process, sensor and actuator dynamics. The
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2.3 Benchmark models for the process industry

P1(s) =
e−s

1+ sT ,

T = 0.02, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 1,
1.3, 1.5, 2, 4, 6, 8, 10, 20, 50, 100, 200, 500, 1000

P2(s) =
e−s

(1+ sT)2 ,

T = 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 1,
1.3, 1.5, 2, 4, 6, 8, 10, 20, 50, 100, 200, 500

P3(s) =
1

(s+ 1)(1+ sT)2 ,

T = 0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 2, 5, 10

P4(s) =
1

(s+ 1)n ,

n = 3, 4, 5, 6, 7, 8

P5(s) =
1

(1+ s)(1+α s)(1+α 2s)(1+α 3s) ,

α = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9

P6(s) =
1

s(1+ sT1)
e−sL1 ,

L1 = 0.01, 0.02, 0.05, 0.1, 0.2, 0.3, 0.5, 0.7, 0.9, 1.0, T1 + L1 = 1

P7(s) =
1

(1+ sT)(1+ sT1)
e−sL1 , T1 + L1 = 1,

T = 1, 2, 5, 10 L1 = 0.01, 0.02, 0.05, 0.1, 0.3, 0.5, 0.7, 0.9, 1.0

P8(s) =
1−α s

(s+ 1)3 ,

α = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1

P9(s) =
1

(s+ 1)((sT)2 + 1.4sT + 1) ,

T = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0

Figure 2.1 Test batch of 134 processes representative for the process
industry.
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Chapter 2. Models and modeling for the process industry

integrating processes in P6 could e.g. model the concentration in a batch
with sensor lag and transportation delay. Right half plane zeros, like those
in P8, could be the result of e.g. boiler water level control or concentration
control in a series of two continuous stirred-tank reactors [Marlin, 1995;
Desborough and Miller, 2002]. A mechanical process or a recirculation
loop are examples of processes with complex poles, like P9.
According to [Shinskey, 1996, p 99]many processes have static gains in

the range Kp = 1− 10. It is reasonable to believe, however, that Kv could
be a much smaller number e.g. for large tanks. In this thesis both Kp and
Kv have been set to 1 for the batch. It seems reasonable to believe that
these two gains will vary randomly from process to process, i.e. similar to
the characteristics of the measurement noise. This is relevant information
since the noise sensitivity measure used in this thesis depends on these
gains, see Section 3.3.
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3

Criteria and trade-offs for

PID design

A rational way to design a controller is to derive a process model and a
collection of requirements. Constrained optimization can then be applied
to make a trade between often conflicting requirements. Tuning of PID
controllers for the process industry is seldom done this way since the effort
that can be devoted to a single loop is severely limited.
Requirements typically include specifications on load disturbance at-

tenuation, robustness to process uncertainty, noise sensitivity and set-
point tracking. Load disturbance attenuation is a primary concern in pro-
cess control where steady-state regulation is a key issue, see [Shinskey,
1996], while set-point tracking is a major concern in motion control. Set-
point tracking can, however, be treated separately by using a control ar-
chitecture having two degrees of freedom, see e.g. [Åström and Hägglund,
2005] for more information. Therefore, the focus of this thesis will be on
load disturbance attenuation.

3.1 Performance

Load disturbance attenuation will be characterized here by the integrated
absolute error (IAE)

IAE =
∞
∫

0

pe(t)pdt, (3.1)

for a unit step load disturbance on the process input. The IAE-value is
thus equal to the total area under the response, as shown in Fig. 3.1.
[Shinskey, 1996, p 17] points out that the IAE is a valuable performance
measure since it can be related to the economic cost of adding either too
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Figure 3.1 The IAE-value is equal to the shaded area of the load dis-
turbance response.

much or too little of a valuable ingredient. Other integral criteria for
control performance such as the integrated error (IE)

IE =
∞
∫

0

e(t)dt, (3.2)

the integrated square error (ISE)

ISE =
∞
∫

0

e2(t)dt, (3.3)

and the integrated time-weighted absolute error (ITAE)

ITAE =
∞
∫

0

tpe(t)pdt, (3.4)

have also been suggested by e.g. [McMillan, 1983; Marlin, 1995].
When performance is considered, it is important to remember that

not all control loops need optimal performance. The process in Paper V
is a good example of this since the acceptable range for the temperature
control is rather wide.
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3.2 Robustness

3.2 Robustness

As stated in Section 1.3, it is very important to ensure that all plant
processes are safe and stable around the set-point. For this reason, the
primary goal of many PID design methods is to secure the robustness of
the closed-loop system, i.e. to keep good margins to the point of instability.
The phase margin and the gain margin are classical robustness mea-

sures that are still used today [Sanchis et al., 2010; Romero et al., 2011].
See [Åström and Hägglund, 2005, pp 104–105] for definitions.
According to e.g. [Åström and Hägglund, 2005, pp 112–116] and [Zhou

and Doyle, 1998, pp 142–143] robustness can be captured by the sensitiv-
ity function, S(s), and the complementary sensitivity function, T(s), see
Eqs. (1.4–1.5). The maximum values of these functions

pS(iω )p ≤ Ms, pT(iω )p ≤ Mt, ∀ω ∈ R
+, (3.5)

i.e. the H∞-norms, will be used in this thesis as robustness constraints
on the closed-loop system. Note that ω is the frequency in [rad/s] and R+
denotes the set of all non-negative real numbers. As shown in [Åström and
Hägglund, 2005, pp 116–117], this corresponds to the open-loop Nyquist
curve of P(iω )C(iω )F(iω ) not entering the Ms- or Mt-circles shown in
Fig. 3.2. The circles expand with decreasing values of Ms and Mt, resulting
in greater closed-loop robustness. Values of Ms and Mt ranging between
1.2 and 2.0 are said to give reasonable robustness [Åström and Hägglund,
2005, p 127] and correspond to gain margins between 6 and 2, as well as
phase margins between 49○ and 29○. The measure

Mst = max(pS(iω )p, pT(iω )p), ∀ω ∈ R
+ (3.6)

will also be used here to quantify the robustness of the closed-loop system
given some controller C(s).
The so called M -circle is the smallest circle that encircles the Ms and

Mt-circles and it is sometimes used as an alternative robustness criteria,
see e.g. [Hägglund and Åström, 2004]. A few other robustness measures
can be found in e.g. [Alfaro, 2007; Larsson and Hägglund, 2009; Hansen,
2012].

3.3 Noise sensitivity

Large control signal activity generated by measurement noise could cause
undesirable actuator wear and tear. The impact of the transfer function
from measurement noise to control action, Sc(s), depends on many fac-
tors, with the controller parameters and low-pass filter being particularly
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Figure 3.2 The robustness constraints in (3.5) are fulfilled if the open-
loop Nyquist curve (solid) does not enter the Ms-circle (dashed) or the
Mt-circle (dash-dotted).

important. As with both performance and robustness, there are several
possible measures of the closed-loop noise sensitivity. [Garpinger, 2009]
and Paper V use the ratio between control signal and measurement noise
variance

σ 2u
σ 2n

≤ Vk, (3.7)

to constrain the impact of the measurement noise. σu denotes the stan-
dard deviation of the control signal due to noise and σ n is the standard
deviation of the noise itself. A drawback with this measure is that one
needs information about the noise profile, e.g. the spectral density, in or-
der to calculate it. For this reason, the more recent Paper IV instead uses
the H2 norm of Sc(s)

qSc(s)q2 ≤ κu, (3.8)

to constrain the noise sensitivity. This condition is also used by e.g. [Lars-
son and Hägglund, 2011]. Assuming continuous-time white Gaussian mea-
surement noise with unit spectral density, qSc(s)q2 can be derived using
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3.4 Constrained optimization of PID controllers

the integral formula

qSc(s)q2 =

√

√

√

√

√

1
2π

∞
∫

−∞

pSc(iω )p2dω . (3.9)

This equation will mainly be used for the purpose of controller analysis in
this thesis. For control of real processes where the noise characteristics
is typically different, it makes more sense to use σu as the measure of
noise sensitivity. However, one of the biggest advantages with the PID
design procedure proposed in Paper IV, is that there is no need to derive
σu explicitly for real processes.
Two other options would be to use either the H∞-constraint

qSc(s)q∞ ≤ cu, (3.10)
see e.g. [Kristiansson and Lennartson, 2006; Micić and Mataušek, 2014],
or the total variation (TV) of the control signal

TV =
∞
∑

i=1
pui+1 − uip, (3.11)

where pui+1−uip denotes the control signal change between two consecutive
samples, see e.g. [Skogestad, 2003].

3.4 Constrained optimization of PID controllers

PID control studies seldom treat more than one or two tuning criteria for
controller design. Taking all three criteria of performance, robustness and
noise sensitivity into consideration, one can formulate several different
constrained optimization problems. The one that will be the main focus
of this thesis is

minimize
K ,Ti,Td,T f∈R+

∞
∫

0

pe(t)pdt,

subject to pS(iω )p ≤ Ms,
pT(iω )p ≤ Mt, ∀ω ∈ R

+,

qSc(s)q2 ≤ κu,

(3.12)

with the cost function and constraints as defined in Eqs. (3.1), (3.5) and
(3.8). This optimization problem can be used to design any of the con-
trollers C(s) given in Eqs. (1.11–1.13) as well as the filters in Eqs. (1.17–
1.18). However, the non-convexity of this optimization problem makes it
difficult to solve directly.
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4

PID design methods

In this chapter we distinguish between PID design based on tuning rules
and optimization. Tuning rules are a set of formulas from which one
can determine the controller parameters, and they typically depend on
the parameters of some specific process model, e.g. FOTD or SOTD.
In optimization-based methods, the controller parameters are instead
derived from the solution to an optimization problem like (3.12), also
given some model of the process. The aim of tuning rules is thus to
find universal relations between model and controller parameters, while
optimization-based design treats each process model individually.

4.1 Tuning rules

A good PID tuning method should both be fast and easy to carry out for
the large number of control loops in a factory. This has led to the great
popularity of formula-based tuning rules. A measure of this popularity is
given by the book [O’Dwyer, 2009], in which there are 1,730 PI and PID
tuning rules collected. Some of the most commonly used tuning rules are
compared in this thesis (see Papers I and III), both with respect to each
other and optimal PID design. Another example of a study that compares
several different tuning rules is [Lin et al., 2008].

The Ziegler-Nichols methods

During the second world war, [Ziegler and Nichols, 1942] presented two
methods for design of P, PI and PID controllers that have received con-
siderable attention. The step response method uses only two parameters,
Kv and L. These are determined from a step response where Kv is the
steepest slope and L is the intersection of the steepest tangent with the
time axis. L is therefore the same as in the 63%-rule, see Section 2.2. The
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4.1 Tuning rules

step response method gives the PI controller parameters

K = 0.9
KvL

, Ti = 3L. (4.1)

The Ziegler-Nichols frequency response method is based on a closed-loop
test with a P controller. The proportional gain is increased until the pro-
cess is on the border to instability. This proportional gain is called the ul-
timate gain, Ku, and the oscillation period is called the ultimate period,
Tu. The frequency response method is tuned to give quarter amplitude
damping of load disturbance responses and is given by

K = 0.4Ku, Ti = 0.8Tu. (4.2)

The Ziegler-Nichols methods are included in this thesis only for historical
reasons. Several studies have concluded that the tuning methods are not
suited for industrial practice, but they are still quite frequently used. For
example, [Bialkowski, 1993] states that

"Most trade schools deal with the loop tuning issue by teaching

the Ziegler Nichols quarter-amplitude-decay method as the only

reasonable fallback position. Unfortunately, for the pulp and

paper industry, this method is very oscillatory and is one of the

reasons for the destabilization of paper uniformity."

Internal model control

IMC is based on the configuration in Fig. 4.1 where P(s) is the pro-
cess, Pm(s) is the process model and CIMC(s) is the internal model con-
troller. The process model is separated into two parts, one minimum
phase part P−(s) and a non-minimum phase part P+(s) such that Pm(s) =
P−(s)P+(s). The IMC controller is then defined as CIMC(s) = P−1− (s) f (s)
e.g. with

f (s) = 1
(Tcls+ 1)r

, (4.3)

where the integer r is set such that the IMC controller is proper. Assuming
that the process model is perfect and minimum phase, i.e. P(s) = Pm(s) =
P−(s), the closed-loop system from R(s) to Y(s) becomes T(s) = f (s). Tcl
can thus be viewed as a tuning parameter adjusting the speed of the
closed-loop system. The IMC configuration in Fig. 4.1 can be transformed
to the closed-loop system in Fig. 1.1 by the formula

C(s) = CIMC(s)
1− Pm(s)CIMC(s)

= P−1− (s)
f−1(s) − P+(s)

. (4.4)
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Figure 4.1 The IMC configuration.

[Rivera et al., 1986] points out that most process models used in industrial
applications lead to IMC controllers on the PID form. Based on different
forms of process models, a large number of IMC PID tuning rules are
presented in this paper [Rivera et al., 1986, Table 1]. These formulas are,
however, known to give poor performance to e.g. input load disturbances
on lag dominated processes since the slow process pole is still present
in this response. Some modifications to IMC-based PID are presented in
e.g. [Lee et al., 1998; Shamsuzzoha and Lee, 2007; Vilanova, 2008]. In this
thesis, however, two other IMC-related methods are used for PID design
comparison, namely Lambda tuning and SIMC.

Lambda tuning

Lambda tuning originates from early computer control [Dahlin, 1968;
Higham, 1968], was rediscovered in connection with the development of
IMC PID [Rivera et al., 1986], and is today widely adopted in the industry,
see e.g. [Sell, 1995; Bialkowski, 1996; Forsman, 2005]. Modeling is typi-
cally based on step responses, and an FOTD model can be obtained using
for example the 63%-rule. The desired closed-loop time constant to a set-
point change, Tcl, is used as a tuning parameter. This parameter admits
a compromise between performance and robustness where low values on
Tcl give aggressive control, while higher values give smooth control. In
the original paper [Dahlin, 1968], 1/Tcl was called λ , which explains the
name of the tuning method. For PI control the tuning formulas are

K = T

Kp(Tcl + L)
, Ti = T , (4.5)
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4.1 Tuning rules

and for series form PID they are

K ′ = T

Kp(Tcl + L)
, T ′i = T , T ′d =

L

2
, (4.6)

given the notations from (1.12), (1.14) and (2.1). These two tuning formu-
las can be derived directly from rules D and F in [Rivera et al., 1986, Table
1] using either a first-order Taylor expansion (PI) or a first-order Padé
approximation (PID) of the time delay. The Lambda tuning rules inherit
the problem with sluggish load disturbance responses from IMC tuning
for processes with lag-dominated dynamics. There are several suggestions
for choosing Tcl, some of which can be found in [Sell, 1995; Bialkowski,
1996; Janvier and Bialkowski, 2005]. [Janvier and Bialkowski, 2005] also
gives instructions for Lambda tuning modifications of integrating and
lag-dominated processes. In this thesis, however, Tcl will be chosen pro-
portional to the process time constant T .

Skogestad’s methods

[Skogestad, 2003] introduced modifications of the Lambda tuning method
called SIMC, that improves performance especially for lag-dominant pro-
cesses. The FOTD model is obtained by model reduction of a high-order
process model using the half-rule. The proportional gain K is chosen as
in (4.5) and the integral time as

T ′i = min(T , 4(Tcl + L)). (4.7)

This choice avoids cancellation of a slow process pole by a controller zero
when T > 4(Tcl + L). Furthermore, Skogestad recommends PID control
mainly for processes with dominant second-order dynamics, which can
be modeled using (2.2). In this case, T is replaced by the largest time
constant T1 in (4.5) and (4.7). The derivative time is set to

T ′d = T2. (4.8)

Notice that the PID series form is used. Unlike the original Lambda tun-
ing, the desired closed-loop time constant Tcl is chosen as a factor of the
apparent time delay L. Skogestad recommends Tcl = L as the primary
choice which typically gives a sensitivity close to Ms = 1.6. Less aggres-
sive tuning is obtained for larger values of Tcl and can be found through
selection of an upper limit on the controller gain, see [Skogestad, 2006].
A modified version of SIMC PI control, here called SIMC+, was in-

troduced in [Skogestad and Grimholt, 2012] to improve performance for
delay-dominated systems where the original SIMC rule typically results
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in controllers with too low proportional gain. The PI parameters were
instead chosen as

K = T + L/3
Kp(Tcl + L)

, Ti = min(T + L/3, 4(Tcl + L)). (4.9)

For delay-dominated and balanced processes the integral gain is the same
as for SIMC, while the proportional gain K and integral time Ti are
larger than for SIMC. Recently [Grimholt and Skogestad, 2013], made yet
another extension to the SIMC rules that also designs PID controllers for
FOTD processes. This new study is, however, not considered in this thesis.

The AMIGO method

The approximate M constrained integral gain optimization (AMIGO) tun-
ing rules were introduced in [Hägglund and Åström, 2004] and further
developed in [Åström and Hägglund, 2005]. The formulas were derived
using the MIGO PID design method (see Section 4.2) on the test batch
in Fig. 2.1 to find optimal PI and PID controllers. Curve fitting was then
employed to find tuning rules for PI and PID control with respect to FOTD
parameters derived with the 63%-rule. The AMIGO PI tuning rule is

K = 0.15
Kp

+
(

0.35− LT

(L + T)2
) T

KpL
,

Ti = 0.35L +
13LT2

T2 + 12LT + 7L2 ,
(4.10)

and the PID rule for the parallel form is

K = 1
Kp

(

0.2+ 0.45T
L

)

,

Ti =
0.4L + 0.8T
L + 0.1T L,

Td =
0.5LT
0.3L + T .

(4.11)

Finally, the AMIGO rule for integrating processes is

K = 0.45
KvL

, Ti = 8L, Td = 0.5L, (4.12)

where Kv is the integral gain. [Padula and Visioli, 2011] presents PID
tuning rules that are similar to the AMIGO rules, but are instead based
on IAE minimization with respect to maximum sensitivity on FOTD pro-
cesses alone. This design method can also be used to find fractional-order
PID controllers.
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4.2 Optimization-based methods

Four parameter tuning rules

The number of tuning rules that also take the noise sensitivity problem
into consideration is still small. The methods presented in [Kristiansson
and Lennartson, 2002; Kristiansson and Lennartson, 2006] are an excep-
tion. They use an H∞-based optimization approach to find several tuning
rules for both the PID parameters and the noise filter. The filter time
constant is chosen such that the closed-loop performance and robustness
are barely affected.
In [Romero Segovia et al., 2014a; Romero Segovia et al., 2014b] second-

order measurement filters are designed in combination with three com-
mon tuning rules for PID control. The authors relate trade-offs for perfor-
mance, robustness and noise sensitivity to find tuning rules such that the
filter has little influence on the original, unfiltered, control performance
and robustness. A similar method was presented in [Leva and Maggio,
2011] where ideal PID parameters, given by an arbitrary design method,
are converted into a PID with derivative filter (1.15). The filter is chosen
in relation to closed-loop cut-off frequency or high-frequency gain such
that the effect on nominal performance and robustness is limited.

4.2 Optimization-based methods

Over the past two decades, optimization-based PID design methods have
started to gain attention. There are, however, still rather few studies in
comparison to those dealing with tuning rules. Some of the optimization-
based methods that are important in relation to the proposed design
method are summarized in this section. Some other PID optimization
methods of interest are proposed by e.g. [Liu and Daley, 1999; Syrcos and
Kookos, 2005; Toscano, 2005; Alfaro and Vilanova, 2013].

MIGO design and similar methods

M constrained integral gain optimization (MIGO) tuning of PI and PID
controllers was presented in [Åström et al., 1998; Panagopoulos et al.,
2002]. The designed controllers are the result of an IE minimization sub-
ject to the Ms robustness constraint given in (3.5). The PID control opti-
mization problem is also complemented by additional constraints on the
shape of the loop transfer function L(s) = P(s)C(s) to give the load dis-
turbance response better damping.
The series form PID design method presented in [Sanchis et al., 2010;

Romero et al., 2011] also considers IE minimization, but instead with
respect to classical amplitude and phase margins. They also impose the
limitation that the two controller zeros have to be equivalent. The more
recent methods by [Hast et al., 2013; Boyd et al., 2014] present a more
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general framework of convex-concave optimization which can be solved
very quickly, but it is still based on IE minimization with robustness
constraints. [Grimholt and Skogestad, 2015], on the other hand, presents
a fast algorithm for minimization of input and output disturbance IAE
with respect to the robustness constraints in (3.5). This new method is
thus very similar to the next one presented here.

SWORD

A MATLAB®-based software tool for robust PI and PID design is pre-
sented in Paper II. This tool extends the one presented in [Nordfeldt and
Hägglund, 2006], and solves a modified version of Eq. (3.12) without the
noise sensitivity constraint. The optimization problem is

minimize
K ,Ti,Td∈R+

∞
∫

0

pe(t)pdt,

subject to pS(iω )p ≤ Ms,
pT(iω )p ≤ Mt, ∀ω ∈ R

+,

pS(iω s)p = Ms, and/or
pT(iω t)p = Mt,

(4.13)

where ω s are frequencies for which the open-loop frequency response is
tangent to the Ms-circle and vice versa for ω t and the Mt-circle. Either
ω s or ω t could be an empty set, but not simultaneously. As a direct result
of these additional equality constraints, at least one of the inequality
constraints will be active, thus forcing the solution to have contact with at
least one of the Ms- and Mt-circles. This makes the optimization problem
easier to solve than the problem with only inequality constraints. The
drawback is that there could be a controller with greater robustness that
yields better performance. Several studies by [Garpinger, 2009; Grimholt
and Skogestad, 2012; Garpinger et al., 2014] do, however, indicate that the
solution to the optimization problem (4.13) is, in most cases, optimal also
without equality constraints just as long as the robustness is reasonable
with Ms and Mt roughly below 1.8. The low-pass filter time constant, T f , is
fixed in this optimization problem such that the controllers are designed
for the process and filter combination P(s)F(s). This design method is
called SWORD (Software-based optimal robust design) and it needs a
stable linear process model as well as specified values of Ms, Mt and T f to
work. A more detailed description of the program is given in Paper II. Also
note that the tool can easily be modified to deal with e.g. discrete-time
PID control, other performance measures and different low-pass filter
configurations. The software tool is freely available at:
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http://www.control.lth.se/project/PID

Other similar design methods can be found in [Oviedo et al., 2006;
Harmse et al., 2009; Sadeghpour et al., 2012], which present software tools
that can be readily used for constrained optimization of the PID parame-
ters. This collection of methods will here be referred to as Software-based
optimal design methods. Notice that MATLAB® has a PID optimization
tool of its own [MathWorks®, 2015].

Four parameter optimization methods

The optimization-based methods presented so far, except [Panagopoulos
et al., 2002], have in common that performance and robustness are their
main focus. They exploit constrained optimization, but they do not ex-
plore the noise sensitivity problem. Studies by [Šekara and Mataušek,
2009; Larsson and Hägglund, 2011; Micić and Mataušek, 2014] show how
constrained optimization can be used to design PID controllers and noise
filters of different orders. The methods do, however, only describe how
the optimization can be carried out, and they do not present any software
tools for solving their respective optimization problems.
The method for design of PID controllers and noise filters proposed in

Paper IV is based on the method from [Garpinger, 2009]. The original idea
uses the MATLAB® toolbox presented in the previous subsection to solve a
constrained optimization problem for the design of robust PID controllers.
The noise filter time constant is fixed each time a new controller is de-
signed and the closed-loop noise sensitivity is then constrained through
repeated PID design, similar to the method presented in [Panagopoulos
et al., 2002]. With this approach there is no need to keep the performance
close to the unfiltered, nominal, case. An increase of the filter time con-
stant does not affect the robustness as it would in the earlier mentioned
methods by [Romero Segovia et al., 2014a; Romero Segovia et al., 2014b;
Kristiansson and Lennartson, 2002; Kristiansson and Lennartson, 2006].
Noise sensitivity is measured by the variance gain from measurement
noise to control signal (see Eq. 3.7), and Simulink® simulations are used
to calculate this measure by the use of process noise data.
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5

Friction stir welding

The author of this thesis has had the opportunity to work on the tempera-
ture control of an industrial friction stir welding (FSW) process. While the
given machine is not part of any process industry, it is still a good exam-
ple of a process where PID control is sufficient. One of the measurement
signals used in the final cascade controller also includes a lot of noise,
which makes the process suitable for analysis of the proposed control de-
sign technique. The first controller tuning made for the FSW process is
described in Paper V and uses the design method proposed in the author’s
licentiate thesis [Garpinger, 2009]. A supplement has been added to Pa-
per V in this thesis, to show that the design procedure proposed in Paper
IV is better to use.

5.1 Background

FSW is a thermo-mechanical solid-state process that was invented in 1991
at The Welding Institute (TWI) [Thomas et al., 1991]. A rotating non-
consumable tool, consisting of a tapered probe and shoulder, is plunged
into the weld metal and traversed along the joint line, see Fig. 5.1. Fric-
tional heat is generated between the tool and the weld metal, causing
the metal to soften, normally without reaching the melting point, and al-
lowing the tool to traverse the joint line. The three most common input
parameters are (see Fig. 5.1)

1. Tool rotation rate

2. Welding speed along the joint

3. Axial force

Temperature control could be an important part of the FSW process if it
has non-uniform thermal boundary conditions or if it is used on a material
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5.2 FSW of thick copper canisters for nuclear waste

Figure 5.1 Illustration of the friction stir welding process.

with a smaller allowed temperature range, the so-called process window.
If the welding temperature gets too high for a longer period of time, there
is a risk for probe fracture. Similarly, too low temperatures may result in
discontinuities in the weld. A previous study by [Cederqvist et al., 2008]
has shown that the rotation rate is the best suited control signal for weld
temperature control and is used here.
As of today, most friction stir welds are made on plates with rather

uniform thermal boundary conditions. For this reason, there are currently
only a small, although growing, amount of FSW applications using tem-
perature control. [Fehrenbacher et al., 2008] have approached closed-loop
control of the welding temperature by manipulation of the welding speed
and more recently by adjusting the tool rotation rate [Fehrenbacher et al.,
2010]. Another study [Mayfield and Sorensen, 2010] suggests a cascaded
control strategy similar to that previously presented in [Cederqvist et al.,
2009] and in Paper V. Recently, there have been two more studies on
temperature control, see [De Backer et al., 2014; Ross, 2014].
The need for reliable control of the welding temperature should in-

crease as FSW is used on metals like titanium and steels. In addition,
more complex geometries of welding objects will result in non-uniform
thermal boundary conditions and thus also a need for temperature con-
trol.

5.2 FSW of thick copper canisters for nuclear waste

The Swedish Nuclear Fuel and Waste Management Company (SKB) plans
to join at least 12,000 lids and bases to the extruded copper tubes con-
taining Sweden’s nuclear waste, using FSW. The canisters produced (5
m height, 1 m diameter) are a major component of the Swedish system

45



Chapter 5. Friction stir welding

T

Figure 5.2 The cascaded control structure proposed for the FSW process.

for managing and disposing nuclear waste. They will be stored in the
Swedish bedrock and must remain intact for 100,000 years. A corrosion
barrier of 5 cm thick copper and a cast iron insert are used to meet this
requirement.
The friction stir welding machine currently used to seal the copper

canisters measures the welding temperature [○C] and the torque [Nm]
required to maintain the tool rotation rate. Another important variable
is the power input [kW] which is proportional to the tool rotation rate
multiplied with the torque. [Cederqvist et al., 2008] showed that the power
input is well correlated to the welding temperature.
Of all process outputs, the welding temperature is the most crucial one

to control. It is, therefore, very important to keep the temperature within
the process window, which is roughly between 790 and 910○C for FSW
on the copper canisters, when measured inside the probe. Several aspects
of the welds make the temperature challenging to control. Depending on
the position of the tool, a full weld cycle can be divided into five separate
sequences each with challenges of different nature. For example, the start-
up typically contain a lot of fast and high-magnitude torque disturbances.
Other disturbances are caused either by the tool moving in and out of
preheated areas or by greater heat conduction at the joint line compared
to the lid. Each of these disturbances has to be counteracted to make sure
the temperature stays within the process window.

5.3 PID design for an FSW process

A cascaded control strategy seems ideal for the characteristics of this
specific FSW application with its fast torque disturbances, and slower
temperature counterparts. It was, therefore, decided to use the controller
structure displayed in Fig. 5.2. The process has been divided into two
subsystems. Process G1 holds the dynamics from the tool rotation rate,

46
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u (rpm), to the power input, P (kW). Step response modeling resulted in
the process model

G1(s) = 0.12 ⋅
4.62

s2 + 2 ⋅ 0.8 ⋅ 4.6s+ 4.62 . (5.1)

This system mainly holds the servo characteristics of the spindle motor
that drives the probe. The outer process, G2, on the other hand, describes
how the power input is related to the probe temperature, T (○C). This
process model,

G2(s) =
11.6

(7s+ 1)2 e
−5s, (5.2)

was also derived using step response modeling as described in Paper V.
The process was originally controlled by two PI controllers, C1 and C2,

which were sufficient to keep the temperature within the process window,
see Paper V. The design procedure was based on the one proposed in
[Garpinger, 2009], but no low-pass filters, Cf1 or Cf2 , were used in the
control solution. Since Paper V was written, the PID design procedure has
been updated, see Paper IV. In the Supplement to Paper V it is shown how
an inner I controller and outer PID controller, with low-pass filter Cf2(s),
can be derived using the updated design procedure in order to improve
the temperature control at the joint line.
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Thesis contributions

6.1 Thesis objectives

In industry, PID control is by far the most common control strategy and
more advanced control techniques are often rejected due to lack of time
and personnel with the required knowledge. In an effort to present PID
tuning methods for the industry, most PID researchers strive to develop
tuning rules which can easily be used by practitioners. This has led to
several methods that are good at finding robust PI controllers. However,
these methods often fail to design controllers with respect to optimal per-
formance as well as noise sensitivity.
The objectives of this thesis are to propose new tools for design and

analysis of PID controllers. These should show advantages of tuning based
on constrained optimization as well as how and when to use it. This is
a standpoint that recognizes both the academic efforts on constrained
optimization and the industry in which the PID algorithm is likely to
remain for many years to come.

6.2 Contributions

The low order of the PID controller makes it easier to analyze, with respect
to the different controller criteria, than more complex control strategies.
This property is exploited in Paper I, where new trade-off plots are pre-
sented. Performance and robustness level curves are drawn as functions
of the PID parameters. This is a tool that can provide tuning insight and
intuition for practitioners as well as students. It is also used to show
weaknesses and strengths of different PI tuning rules.
The trade-off plots are also used to show the set of optimal controllers

for different robustness values. This set can be derived directly by the
MATLAB®-based software design method which was briefly mentioned
in Section 4.2 (i.e. SWORD). It is thoroughly described in Paper II. As far
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as the author of this thesis knows, this is the only freely available PID
design tool that minimizes IAE with respect to robustness constraints.
The usefulness of the software is demonstrated in Papers III–V, both for
controller analysis and PID design on real processes. So far, the program
has mainly been used for academic purposes, but similar software-based
optimal design methods should be commercially viable in the future. How-
ever, as shown in Paper III, it is important to find a modeling method that
works well together with the optimal PID design. FOTD models based on
the 63%-rule (see Section 2.2) are e.g. not good enough to use together
with SWORD neither for PI nor PID control and several common tuning
rules share this weakness, at least in the PID case. It is shown that a
moderate amount of process knowledge, concentrated around single phase
angles, is enough to provide both PI and PID control close to optimal.
Knowing that the closed-loop robustness variation can be decreased com-
pared to other tuning methods, it is also pointed out that Ms and Mt can
be increased to improve performance even further.
The design method presented in Paper IV shows how SWORD can be

used to find optimal or near-optimal PID controllers also with respect
to control signal noise sensitivity. The procedure uses the low-pass filter
time constant T f and the integral gain ki as tuning variables to create a
set of PID, PI and I controllers. For example, Bode magnitude plots of a
set of 17 PID, 7 PI, and 7 I controllers, derived for the balanced process,

P(s) = 1
(s+ 1)4 , (6.1)

with Ms = Mt = 1.4, are shown in in Fig. 6.1. Such a set of controllers
can also be used to slow down the closed-loop system if it is deemed
too fast. In Paper IV, performance and noise sensitivity trade-off curves
are plotted for different robustness levels and give insight into design
with respect to all three criteria. The article also presents a new method
for quantifying the benefit of the derivative part, by comparing optimal
PI and PID controllers with the same robustness and noise sensitivity
constraints. Besides these major contributions, which the thesis author
believe are novel, the paper ends with a comparison of tuning rules and
software-based optimal design. The main conclusions from this compari-
son are that even though tuning rules are a good tool for present use in
industry, software-based optimal tuning has a greater research potential.
In Paper V, the SWORD method is used to design two PI controllers

in a cascade-loop for control of a friction stir welding process. As far as
the thesis author knows, this is the first time that a cascade controller
has been systematically designed and applied to the temperature con-
trol problem of an FSW process. Since the PID design procedure used
in Paper V is older than the one presented in Paper IV, a supplement
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Figure 6.1 Bode magnitude plots of a set of PID (blue), PI (green), and
I controllers (red), with Ms = Mt = 1.4, derived for the balanced process
(6.1).

has been added just after the main paper to show the improvements of
the updated method. The results also give some nice insights about the
noise content of the control signal showing that PI controllers should be
used together with a low-pass filter, at least in this application. Besides
the design of PID controllers, Paper V also contributes with strategies
for control during the start and end of the welds, a task that presents
much greater challenges than the control during the joint line sequence.
One should also remember that for this specific FSW process, the choices
of cascade control and strategies during start-up are much more crucial
for the overall temperature control than the choices of parameters for the
individual PID controllers. For the sake of the thesis, however, one could
instead view the FSW process as part of e.g. a chemical factory. If all
controllers of the factory were optimized like this single process, it would
be reasonable to expect synergy effects benefiting the factory as a whole.
Unfortunately, the level of such benefits is rather difficult to predict and
likely part of the reason why optimal PID control has not already been
developed in the industry.
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6.3 Visions and future work

In this thesis, it is suggested that software-based optimal PID design
methods are the future. The future, however, is not here yet, and the
question is what is missing to fulfill the prediction. The most important
key still missing is a modeling method that is tailor made for optimal
PID control. Some desired properties of such a method have already been
suggested. It should ideally be as fast as possible and therefore provide
just the process information that is absolutely necessary for the control
design. Closed-loop identification experiments, like relay tests, are pre-
ferred, since they are less sensitive to disturbances than their open-loop
counterparts. A reasonable approach would be to first develop something
that works for PI control and then move on to more general alternatives.
The software behind the SWORD method is just one suggestion of how

such a tool could work, and some improvements are necessary before the
proposed design procedure from Paper IV can be employed in industry. For
example, it would be desirable to obtain faster solutions to the optimiza-
tion problem. That way it would be possible to quickly determine a whole
set of PID controllers, both with respect to noise sensitivity and robust-
ness. A possible way to speed up the solver is to simplify the optimization
problem even further. What matters is that the software reliably provides
PID controllers and low-pass filters that are decently close to optimal,
with at least one robustness constraint (e.g. Ms).
Experienced control engineers are probably able to use optimization-

based design techniques as stand-alone methods. But in order to attract
a broader audience and to speed up controller tuning, they should ideally
be part of future autotuners together with the desired modeling method.
One suggestion is to let modeling experiments be run by a PLC (Pro-
grammable Logic Controller) or DCS (Distributed Control System), while
system identification and optimal PID design could be handled by an ex-
ternal unit, like a laptop or tablet computer. The autotuning could then
be scheduled to run either periodically by an operator or when changes
have been made to the process. This routine should preferably be reliable
enough to use without the need of careful supervision.
There should be plenty of possibilities to add new interesting features

to future versions of the SWORD software. For example, it would be de-
sirable to add optimization of other PID and filter forms, like the series
form (1.14) and the derivative filter (1.15). It should also be possible to
change the cost function to e.g. minimize ISE (3.3) or ITAE (3.4), both
with respect to input and output disturbances. In industrial applications
it is important to have a strategy for set-point changes, and the final soft-
ware should thus include some options to design the reference weights
or a reference filter. For educational purposes, it seems like a good idea

51



Chapter 6. Thesis contributions

to combine the optimal PID control design software with functions from
pedagogic software tools, like the one presented in [Guzman et al., 2008].
Finally, it is important that software-based optimal PID design meth-

ods are tested on more industrial applications and that their functions
are discussed together with experienced control engineers. This will help
facilitate the acceptance of such methods in the industry.
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Paper I

Performance and robustness
trade-offs in PID control

Olof Garpinger Tore Hägglund Karl Johan Åström

Abstract

Control design is a rich problem which requires consideration of many
issues such as load disturbance attenuation, set-point tracking, ro-
bustness with respect to process variations and model uncertainty,
and effects of measurement noise. The purpose of this paper is to
provide insight into the trade-offs between performance and robust-
ness explicitly. This is accomplished by introducing plots that show the
trade-offs for PI and PID control. These also provide valuable under-
standing of design compromises used for common PI design methods.

©2014 Elsevier. Reprinted, with permission, from Journal of Process Con-
trol, 24:5, pp. 568–577, 2014.
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1. Introduction

A rational way to design a controller is to derive a process model and a
collection of requirements. Constrained optimization can then be applied
to make a trade-off between often conflicting requirements. Tuning of
PID controllers is typically not done in this way since the large number
of PID loops encountered limits the effort that can be devoted to a single
loop. Methods for design of PID controllers have instead focused on devel-
opment of simple tuning rules based on process models characterized by
few parameters, like the first-order time-delayed (FOTD) model.
Requirements typically include specifications on load disturbance at-

tenuation, robustness to process uncertainty, measurement noise and set-
point tracking. Load disturbance attenuation is a primary concern in pro-
cess control where steady-state regulation is a key issue, see [Shinskey,
1996], while set-point tracking is a major concern in motion control. Set-
point tracking can, however, be treated separately by using a control archi-
tecture having two degrees of freedom, which is simply done by set-point
weighting in PID control, see e.g. [Åström and Hägglund, 2005] for more
information. The set-point response will thus not be treated in this paper.
The trade-off between performance and robustness is a key issue in

control design. In this paper we introduce new trade-off plots for PID con-
trol that show explicitly how performance and robustness depend on the
controller parameters. The plots give both insight and tuning intuition,
useful for practitioners as well as students. For example they show that
IE and IAE are similar in some parameter regions and different in other.
The trade-off plots also show the effect of the controller parameters that
in some regions the integral gain controls performance while proportional
gain controls robustness.
The plots are also useful to understand the properties of different

tuning methods. We use them to compare some popular tuning methods:
Lambda tuning, Skogestad’s SIMC tuning and the AMIGO tuning rules.
The trade-off plots show clearly the strengths and the weaknesses of the
different methods and they also indicate how they can be improved.
The trade-offs depend on the nature of the process dynamics. In PID

tuning it has been common to separate processes with and without in-
tegral action. We show that a more refined classification can be made
based on the normalized time delay, which is in the range between 0 and
1. Trade-off plots are presented for three illustrative types of processes;
processes that are lag-dominant, processes that are delay-dominant, and
processes with a balance between lag and delay. The insight provided by
these plots clearly demonstrates that there are significant differences in
the trade-offs for these processes. By obtaining e.g. a first-order time-
delayed model of the process, one can then choose the corresponding plot
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for tuning analysis.
Since the PID controller has three parameters, three-dimensional

trade-off plots are required to get full insight. To avoid this complica-
tion, two-dimensional projections are presented with the derivative gain
kept constant. The paper ends with a discussion of how to incorporate the
requirements on measurement noise attenuation using filtering in the
trade-off plots.

2. Controllers and design criteria

A PI controller can be parametrized either in terms of proportional gain
kp and integral gain ki or in terms of kp and integral time Ti. A PID
controller includes either the derivative gain kd or derivative time Td. We
will consider ideal PI and PID controllers

CPI(s) = kp +
ki

s
= kp

(

1+ 1
sTi

)

,

CPID(s) = kp +
ki

s
+ kds = kp

(

1+ 1
sTi

+ sTd
) (1)

with first- or second-order filtering of the measured signal

G f (s) =
1

1+ sT f
, G f (s) =

1
1+ sT f + s2T2f /2

. (2)

The transfer function of the controller and filter combination becomes

C(s) = CPI(s)G f (s), C(s) = CPID(s)G f (s) (3)

An advantage with filtering the measured signal instead of the common
procedure of filtering only the derivative term is that one can account
for filtering by designing ideal controllers for the combination PG f of
process dynamics P and the filter G f . Computer control can be dealt with
by adding the transfer function of the sample and hold.
The PID controller in (1) is on parallel form. The series form is an-

other parametrization which is convenient for design based on lead-lag
compensation, see e.g. [Franklin et al., 2010].
Control performance can be characterized by the integrated error and

the integrated absolute error

IE =
∫ ∞

0
e(t)dt, IAE =

∫ ∞

0
pe(t)pdt, (4)

where e is the control error due to a unit step load disturbance. The load
disturbance may enter at many different places, we will investigate the
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extreme cases when they enter at the process input or at the process out-
put, respectively. For a system with error feedback the error response to a
disturbance at the process output is equivalent to the set-point response.
The integrated error for a unit step disturbance at the process input

is the inverse of the controller integral gain, IEid = 1/ki, see e.g. [Åström
and Hägglund, 2005, p 129]. For a unit step output disturbance it is in-
stead IEod = 1/(Kpki), where Kp is the static gain of the process. When
the closed-loop system is well damped, IE and IAE are approximately the
same. The criteria IE and IAE are widely used in process control applica-
tions but other criteria such as the integrated square error, ISE, and the
integrated time-weighted absolute error, ITAE, have also been suggested
by e.g. [McMillan, 1983; Marlin, 1995].
Robustness to process uncertainty can be captured by the sensitivity

functions

S(iω ) = 1
1+ Gl(iω )

, T(iω ) = Gl(iω )
1+ Gl(iω )

, (5)

where Gl(s) = P(s)C(s) is the loop transfer function. We will use

Mst = max
ω
(pS(iω )p, pT(iω )p), ∀ω ∈ R

+ (6)

as our robustness measure. Reasonable values of Mst are in a range be-
tween 1.2 and 2.0, which correspond to gain margins between 6 and 2 and
phase margins between 49○ and 29○.
The control actions generated by measurement noise should not be

large. The transfer function from measurement noise to control action is

Gun(s) =
C(s)

1+ Gl(s)
. (7)

The impact of this transfer function depends on many factors, the con-
troller parameters and the low-pass filter being particularly important.
To determine the magnitude of the fluctuations of the control signal we
must also know the characteristics of the measurement noise, for example
its power spectral density. Such detailed information is rarely available
and simpler measures must then be used. The high frequency gain of the
transfer function (7) is essentially determined by kp and T f for PI control
and kd and T f for PID control. More detailed discussions of the effect of
measurement noise are given in e.g. [Isaksson and Graebe, 2002; Kris-
tiansson and Lennartson, 2006; Garpinger, 2009; Larsson and Hägglund,
2011; Romero Segovia et al., 2013].
Summarizing, our criteria for performance, robustness and noise in-

jection are IAE, Mst and some characterization of Gun. Under certain con-
ditions IAE can be approximated by 1/ki and criteria for noise injection
by kp (PI control) and kd/T f (PID control).
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3. The trade-off plot

Fig. 1 shows trade-off plots for PI control of processes with the transfer
functions

P1(s) =
1

(s+ 1)(0.1s+ 1)(0.01s+ 1)(0.001s+ 1) , (8)

P2(s) =
1

(s+ 1)4 , (9)

P3(s) =
1

(1+ 0.05s)2 e
−s. (10)

The plots show the level curves for performance (IAE) during input distur-
bances and robustness (Mst) as functions of proportional (kp) and integral
gain (ki).
In process control, process models are often approximated by the FOTD

model

P(s) = Kp

1+ sT e
−sL. (11)

Two methods for FOTD modeling are presented in Section 4.1. Processes
can be characterized based on the normalized time delay τ = L/(L + T),
which ranges from 0 to 1. A process is lag-dominated if τ is small, delay-
dominated if τ is large, and balanced if τ is around 0.5. There are no sharp
boundaries between these three categories, but reasonable limits are 0 ≤
τ ≤ 0.2 for lag-dominated, 0.2 < τ < 0.7 for balanced, and 0.7 ≤ τ ≤ 1.0
for delay-dominated processes. Process P1 is lag-dominated (τ = 0.067),
P2 is balanced (τ = 0.33), and P3 is delay-dominated (τ = 0.92).
The shaded areas represent controller parameters that give unstable

closed-loop systems. The solid blue contours are the level curves of IAE,
whose values are related to 1/ki. For example, an IAE level along the
line ki = 0.1 corresponds to IAE = 1/0.1 = 10. Therefore, the reader
must beware the non-linear scale of the IAE levels. Level curves of IE
would have been horizontal lines in the plots since IE = 1/ki. Thus, level
curves for IE would be identical to IAE in the lower central parts of the
graph where the IAE curves are horizontal. The IAE is greater than the
IE outside these regions where the controller parameters give closed-loop
systems with oscillatory time response to load disturbances.
The solid red, parabola-shaped, contours are loci for constant Mst. High

robustness (low values of Mst) are obtained for small values on the con-
troller gains. The Mst values are indicated by numbers in the plots. Con-
troller parameters that minimize IE for a given robustness correspond to
the maxima of the robustness curves since they give the greatest ki.
Controller parameters that minimize IAE for a given robustness are

indicated by a green dash-dotted line in the graphs. Parameters that give
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Figure 1. Trade-off plots for PI control of the processes P1, P2 and P3
with the transfer functions (8)-(10). Level curves of IAE for a step dis-
turbance at the process input are shown in blue and loci of constant Mst
in red. IAE-values are equal to 1/ki in the region where the levels are
horizontal. The dash-dotted line gives the locus of controller gains that
minimize IAE.
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the smallest IAE are indicated by green dots. The trade-off plots show the
compromise between performance and robustness directly.
Controller parameters obtained by the Ziegler-Nichols step method

are indicated with squares (✷) while those given by the Ziegler-Nichols
frequency method are marked with stars (⋆). These and other tuning
methods will be presented in more detail in Section 4.

3.1 Controller parametrization

PI controllers can be parametrized in terms of kp, ki or kp,Ti = kp/ki. The
trade-off plot gives an interesting insight into the different parametriza-
tions.
Figure 1 shows that the integrated absolute error is close to 1/ki ex-

cept for low and high values of proportional gain. There is, however, a
difference between processes with lag-dominated and delay-dominated dy-
namics. For delay-dominated processes robustness is reasonable even for
relatively low values of kp, but processes with lag-dominated dynamics
have very poor robustness for low kp. For fixed integral gain, robustness
increases when the proportional gain is increased from kp = 0, it reaches
a maximum and will then decrease as the proportional gain increases.
There is a region for low values of kp where the level curves for the per-
formance have vertical tangents. Any changes of kp within this region will
thus have a great influence on the closed-loop performance.
Now consider controllers parametrized in kp and Ti = kp/ki. A constant

integral time Ti corresponds to a line through the origin in Fig. 1 with
the slope 1/Ti. The figure shows that there is a choice of Ti that gives
good balance between robustness and performance. A conservative choice
is the value of Ti for the controller that gives the absolute minimum of
IAE.
If Ti is fixed, kp can be used as a parameter that controls both robust-

ness and performance. Increasing kp increases performance and decreases
robustness. This is not the case for the kp − ki parametrization since a
change in kp does not influence ki. It is thus safer to use kp and Ti as
parameters for PI hand-tuning even though kp and ki give trade-off plots
that are easier to interpret.
We will now discuss the features of the different processes in Fig. 1 in

more detail.

3.2 PI control of processes with different dynamics

Table 1 summarizes controller parameters, IAE, and Mst that give the
absolute minimum of IAE for each process P1, P2, and P3. The maximum
values of Mst for which IE = IAE are also specified in the table. The
trade-off plot for process P1, which has lag-dominated dynamics, is shown
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Table 1. Controller parameters koptp and k
opt

i , that gives the absolute IAE
minimum, IAEopt, with robustness M optst for the processes P1, P2 and P3.
M IEst denotes the largest value of Mst for which IE = IAE.

k
opt
p k

opt
i IAEopt M

opt
st M IEst

P1 54.7 110.9 0.0102 7.68 1.95
P2 1.64 0.4 2.8 2.75 1.5
P3 0.36 0.69 1.49 1.9 1.6

in the top graph of Fig. 1. The unconstrained minimum is obtained for
Mst = 7.68, which corresponds to a closed loop with very poor robust-
ness. Minimization of IE and IAE give the same results if the maximum
sensitivity is less than Mst = 1.95, which is a larger region than for the
other two processes. For lag-dominant processes, the gains are so large
that it is necessary to take measurement noise into account. Assume for
example that the robustness requirement is Mst = 2. The controller that
minimizes IE has kp = 10. Measurement noise of 1% of the signal span
then results in control signal variations of about 10% of the signal span.
The large control actions can be reduced by filtering or by requiring lower
controller gain kp. A natural way is to specify the largest proportional gain
kp that is acceptable from the view point of measurement noise and to
pick the integral gain ki from the dash-dotted line. The Ziegler-Nichols
step response method gives a controller with low IAE, but poor robustness
Mst > 3. The Ziegler-Nichols frequency method gives an unstable closed
loop system.
The trade-off plot for process P2, which has balanced dynamics, is

shown in the middle graph in Fig. 1. The absolute minimum of IAE is 2.8,
which also corresponds to poor closed-loop robustness with Mst = 2.75.
IAE is decreased from 10 to 5.2 when Mst is increased from 1.2 to 1.4,
indicating that there is an incentive to do frequent tuning or adaptation.
Figure 1 shows that minimization of IE and IAE give the same results
for Mst lower than 1.5. For larger values of Mst, minimization of IAE
gives higher values of kp and lower values of ki. IE optimization will then
start inducing worse oscillations than IAE tuning. Ziegler-Nichols step
method results in both very poor robustness and bad performance, while
the frequency response method gives controller parameters that are close
to the parameters that minimize IAE.
The trade-off plot for the delay-dominated process P3 is shown in the

lower graph in Fig. 1. The green dot shows that the absolute minimum
IAE = 1.49 occurs when the maximum sensitivity is Mst = 1.9, which
corresponds to reasonable robustness. Minimization of IAE and IE give
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the same controller parameters if the robustness is restricted to Mst < 1.6.
The figure shows that there is significant freedom in choosing controller
gains. For example, if ki = 0.2 then proportional gains between 0 and
0.26 give Mst smaller than 1.4. Measurement noise is of little concern for
this process since the controller gains are so small. Ziegler-Nichols step
rule gives a controller with very low gains and thus performance is bad.
Ziegler-Nichols frequency method on the other hand chooses a controller
with high proportional gain, but low integral gain. This results in decent
robustness, but the same performance can be achieved for a much smaller
value on the maximum sensitivity.

3.3 Output disturbance

So far, we have only investigated load disturbances that enter at the pro-
cess input. To assess what happens when disturbances enter the process
differently we will explore the other extreme case, when the disturbances
enter at the process output. This case is identical to tuning for the set-
point response.
Figure 2 shows trade-off plots for PI control of P1, P2 and P3 where

IAE is minimized with a robustness constraint for a unit step disturbance
at the process output. The grey, dash-dotted, curves show the optimal pa-
rameters, for comparison we have also plotted the locus of the parameters
that optimized performance for a step disturbance at the input, in green.
Notice that there is practically no difference between the case of input and
output disturbance for the delay-dominated process but a large difference
for lag-dominated systems. The same result was reported by e.g. [Alcán-
tara et al., 2013]. Minimization for an output disturbance gives higher
proportional gains and lower integral gains if the robustness requirement
is the same.
The plots are similar to the corresponding plots for an input distur-

bance in Fig. 1, but there are larger differences between controllers that
minimize IE and IAE, particularly for processes with lag-dominated dy-
namics. Notice that the absolute minima for output disturbance control
give closed-loop systems with reasonable robustness, Mst = 1.92 for P1,
Mst = 1.83 for P2 and Mst = 1.90 for P3.

4. Tuning methods

In Section 3 we showed that the trade-off plots can give good qualitative
insight into the relations between controller gains, process dynamics and
design criteria. In Section 5 we will show that the trade-off plots can give
guidance to the properties of different tuning methods as well. Before
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Figure 2. Trade-off plots for PI control of the processes P1 (8), P2 (9)
and P3 (10). Level curves of IAE for a step disturbance at the process
output are shown in blue, and the loci of constant Mst in red. IAE-values
are equal to 1/ki in the region where the levels are horizontal. The grey,
dash-dotted line shows the loci of optimal controller parameters. The green
dash-dotted line shows the optimal parameters for an input disturbance.
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discussing this in detail we will briefly summarize some common modeling
and tuning methods for PI controllers.

4.1 Modeling

Many tuning rules are based on the FOTD model (11) and typically have
two ingredients: a method to determine the model parameters, Kp, L
and T , and a method to determine controller parameters from the model
parameters. Both ingredients influence the behavior of the closed-loop
system and it is therefore important to be aware of both aspects.
A common way to determine Kp, T and L is based on an open-loop

step response of the process. The gain Kp is the steady state gain. The
apparent time delay L is the t-coordinate of the intersection of the steepest
tangent with the time axis, and L+T is the time when the step response
has reached 63% of its steady state value. We call this method the 63%-
rule.
The Ziegler-Nichols step response method for PI and PID design uses

only two parameters, Kv and L. These are determined from a step re-
sponse where Kv is the steepest slope and L is the intersection of the
steepest tangent with the time axis. L is therefore the same as in the
63%-rule.
The Ziegler-Nichols frequency response method is based on a closed-

loop test with a P controller. The proportional gain is increased until the
process is on the border to instability. This proportional gain is called the
ultimate gain, Ku, and the oscillation period is called the ultimate period,
Tu.
Skogestad’s design methods are based on reduction of an accurate pro-

cess model [Skogestad, 2003]. The gain Kp is the static gain. The apparent
time constant T is the largest time constant of the process plus half of the
largest neglected time constant. The apparent time delay L is the sum
of the true time delay, half of the largest neglected time constant and all
other time constants. The rule is called the half-rule because the largest
neglected time constant is distributed evenly to the apparent delay and
the apparent lag. A nice feature of Skogestad’s method is that it can also
be used to obtain models of second order. A drawback is that it requires
an accurate process model.
FOTD approximations of the processes (8)–(10) by the 63%-rule and

the half-rule are given in Table 2. Notice that there are significant dif-
ferences in the parameters for process P2 which has balanced dynam-
ics. When comparing tuning methods it is important to be aware of the
method used to obtain the model parameters. The Z-N-rules only use two
process parameters and cannot distinguish between processes having lag-
dominated or delay-dominated dynamics.
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Table 2. Apparent time delay L, apparent time constant T and normal-
ized time delay τ for the processes P1 (8), P2 (9) and P3 (10) obtained by
the 63%-rule and Skogestad’s half-rule (1/2).

P1 P2 P3

63% 1/2 63% 1/2 63% 1/2

L 0.075 0.061 1.42 2.50 1.014 1.025
T 1.041 1.050 2.93 1.50 0.093 0.075
τ 0.067 0.055 0.33 0.63 0.92 0.93

4.2 The Ziegler-Nichols methods

The Ziegler-Nichols methods are included only for historical reasons. Ro-
bustness to process uncertainty and measurement noise were not consid-
ered. The step response method give the controller parameters

kp =
0.9
KvL

, ki =
0.3
KvL2

, Ti = 3L. (12)

The frequency response method is tuned to give quarter amplitude
damping of load disturbance responses and is given by

kp = 0.4Ku, ki =
0.5Ku
Tu

, Ti = 0.8Tu. (13)

As we have seen in Fig. 1, the Ziegler-Nichols methods result in poor
control for all three processes P1, P2 and P3. We should revere the Ziegler-
Nichols rules for the original ideas, but they are not useful for practical
PID tuning and there are better methods to teach in e.g. basic control
courses.

4.3 Lambda tuning

Lambda tuning originated in early computer control [Dahlin, 1968;
Higham, 1968], was rediscovered in connection with the development of
internal model control [Rivera et al., 1986] and is today widely adopted in
the industry, see e.g. [Sell, 1995; Bialkowski, 1996]. Modeling is typically
based on measured step responses and the 63%-rule is used to obtain
an FOTD model. The desired closed-loop time constant Tcl is used as a
tuning parameter. In the original work by Dahlin, Tcl was called λ , which
explains the name of the tuning method. This parameter admits a com-
promise between performance and robustness. For PI control the tuning
formulas are

kp =
T

Kp(Tcl + L)
, ki =

1
Kp(Tcl + L)

, Ti = T (14)
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The process time constant is canceled by the controller zero which gives
sluggish load disturbance responses for processes with lag-dominated dy-
namics. There are several suggestions for choosing Tcl, some can be found
in [Sell, 1995; Bialkowski, 1996]. We will mark the original choices of
Tcl = T , 2T or 3T in the trade-off plots, but the whole set of possible con-
trollers will also be plotted as a line through these three choices. Tcl = T
corresponds to aggressive tuning and Tcl = 3T to robust tuning.

4.4 Skogestad’s methods

Skogestad [Skogestad, 2003] introduced modifications of the Lambda tun-
ing method called SIMC that improves performance especially for lag-
dominant processes. The FOTD model is obtained by model reduction of
a high-order process model using the half-rule.
SIMC is closely related to Lambda tuning. Unlike the original Lambda

tuning, however, the desired closed-loop time constant Tcl is chosen as a
factor of the apparent time delay L. Skogestad recommends Tcl = L as
the primary choice which typically gives a sensitivity close to Mst = 1.6.
Less aggressive tuning is obtained for larger values of Tcl such as 2L and
3L. In the trade-off plots we will examine these three choices of Tcl. The
parameters in the tuning rules were obtained by fitting to controllers that
were optimized both for input and output disturbances.
The proportional gain is chosen as kp in (14) and the integral time as

Ti = min(T , 4(Tcl + L)). (15)

This choice avoids cancellation of a slow process pole by a controller zero
when T > 4(Tcl + L).
A modified method, here called SIMC+, was introduced in [Skogestad

and Grimholt, 2012] to improve performance for delay-dominated systems
where the SIMC rule results in controllers with too low proportional gain.
Proportional gain and integral time were instead chosen as

kp =
T + L/3
Kp(Tcl + L)

, Ti = min(T + L/3, 4(Tcl + L)). (16)

For delay-dominated and balanced systems, the integral gain is the same
as for SIMC, the proportional gain kp and integral time Ti are larger than
for SIMC.

4.5 Constrained optimization - AMIGO

The MIGO tuning method presented in [Panagopoulos et al., 2002] mini-
mizes IE subject to the robustness constraint Mst ≤ 1.4. AMIGO [Åström
and Hägglund, 2005] is a design method obtained by applying MIGO to
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a large test batch of process models and using simple parameter fitting.
The parameters of the model are determined by the 63%-rule. The AMIGO
tuning rule is

kp =
0.15
Kp

+
(

0.35− LT

(L + T)2
) T

KpL

Ti = 0.35L +
13LT2

T2 + 12LT + 7L2

(17)

5. Assessment of tuning methods

The trade-off plots will now be used to assess the tuning methods for PI
control described in Section 4. The processes P1 (8), P2 (9) and P3 (10) will
be used to represent processes with lag-dominated, balanced and delay-
dominated dynamics, and we will consider controllers that minimize IAE
for unit step load disturbances at the process input. Figure 3 is similar
to Fig. 1 but the scales are different to show the parameter ranges of
interest for tuning more clearly. The parameters corresponding to the
different tuning rules are shown in the diagram.
The Ziegler-Nichols rules fall outside the plots except for the process

with delay-dominated dynamics in the case of the step response method,
see Fig. 1. Both Lambda tuning, marked λ , and the SIMC rules, marked
S and S+ respectively, use the tuning parameter, Tcl. These rules are
represented by lines with marks for the choices of the design parameter
given in Sections 4.3 and 4.4. The AMIGO rule is marked with a blue
cross and the letter A. The black line marked with triangles show the
following approximation

ki =
kp + 0.1Kpk2p
0.3L + 0.7T (18)

of the optimal, dash-dotted line. The approximation is valid for sensi-
tivities Mst ≤ 1.6 and the model parameters L and T are given by the
63%-rule.

5.1 Lag-dominated dynamics

The trade-off plot for the system P1 with lag-dominated dynamics is shown
in the top plot of Fig. 3. Lambda tuning, with Tcl = T , 2T , 3T gives closed-
loop systems with very low gains. The sensitivities are all less than 1.1,
but the performance is poor because the gains are much too low. Lower
values on Tcl give better performance, but it is still poor compared to
the optimal controllers. Comparing the set of controllers obtainable using
Lambda tuning with the output disturbance optimal curve in Fig. 2, how-
ever, shows that they are almost identical. Both SIMC rules give similar
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Figure 3. Trade-off plots for PI control of the processes P1, P2 and P3
with controller parameters obtained with the tuning methods: Lambda
tuning (λ), SIMC (S), modified SIMC (S+) and AMIGO (A). IAE-values
are equal to 1/ki in the region where the levels are horizontal. The black
lines, marked by triangles, show a parametrization of the dash-dotted lines
for reasonable robustness given by (18).
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performance with the choices Tcl = L, 2L and 3L. The sensitivity for the
nominal design is Mst = 1.7 which is close to the design value 1.6. The
controller gains are generally higher than the constrained IAE-optimal
controllers. The AMIGO method provides a controller which is close to its
design value Mst = 1.4.

5.2 Balanced dynamics

The trade-off plot for the system P2 with balanced dynamics is shown in
the center plot of Fig. 3. Lambda tuning gives closed-loop systems with
good performance and robustness, but the proportional gains are a little
too high compared to the optimal controllers. SIMC gives good controllers,
but the proportional gains are a little too low. SIMC+ gives close to opti-
mal performance, but the sensitivities are lower than the design values.
Notice, however, that by using SIMC and SIMC+ on the FOTD model
derived using the 63%-rule, with Tcl = L, the resulting controllers would
have the gains kp = 1.04, ki = 0.36 and kp = 1.20, ki = 0.36 respectively.
Both controllers give poor closed-loop robustness with Mst > 2, showing
how important it is to use the recommended modeling procedure together
with the design method. AMIGO tuning gives a controller close to that of
the Lambda tuning with a robustness slightly higher than the designed
value.

5.3 Delay-dominated dynamics

The trade-off plot for the system P3 with delay-dominated dynamics is
shown in the bottom plot of Fig. 3. The original Lambda tuning choices of
Tcl = T , 2T and 3T give closed-loop systems with very poor robustness.
The sensitivities are all larger than 2. Choosing a smaller value of Tcl
gives better robustness, but the proportional gains are still too low and
the integral gains too high compared with the optimal controllers. The
SIMC rule gives robustness that agrees well with the design value, but
the proportional gains are much too low. SIMC+ have the same integral
gains, but larger proportional gains than SIMC. The performance is close
to optimal while the sensitivity for the case Tcl = L is slightly lower than
the design value. The AMIGO rule gives a controller close to optimal with
Mst = 1.46, to compare with the design value 1.4.

5.4 Parametrization of optimal controllers

The green line that corresponds to optimal tuning is close to a straight
line through the origin for balanced and delay-dominated systems and
it is slightly curved for systems with lag-dominated dynamics. Choos-
ing a Ti that corresponds to that line is a convenient way of describing
how performance and robustness varies simply by changing the gain. The
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parametrization (18) of optimal controllers provides an even better match
and it is possible to relate it to a certain Mst-value with the following
iteration:

1. Choose a desired robustness value Mdst

2. Determine an FOTD model with the 63%-rule

3. Iterate over kp to determine ki and Mst with respect to the FOTD
model, M FOTDst , for every choice of kp until M FOTDst ( Mdst

The Swedish pulp and paper industry has a standard for control opti-
mization [SSG, 2004], where they recommend the noise level for mechanic
actuators to be at most 0.5% of its total span. kp can then be set to the
minimum value of the kp that gives Mdst and the kp that gives a noise level
of 0.5%.

6. PID control

The trade-off plot is a simple useful representation for PI control because
there are only two controller parameters. The situation is more compli-
cated for PID control because the controller has three parameters and
a proper representation will require three-dimensional plots. To avoid
this complication we will present two-dimensional projections where the
derivative gain is constant. Another complication is that the robustness
region has boundaries with edges. In the two-dimensional projection the
edges show up as contours with discontinuous derivatives, see [Åström
and Hägglund, 2005; Åström et al., 1998]. Since derivative action has
practically no benefit for systems with delay-dominated dynamics (see
e.g. [Hägglund and Åström, 2004]) we will focus on systems with lag-
dominated and balanced dynamics.

6.1 Lag-dominated dynamics

Trade-off plots for the lag-dominated process P1 with transfer function (8)
is shown in Fig. 4, with derivative gains kd = 3, 4.5, and 6. These deriva-
tive gain values were chosen with respect to the optimal PID controller
when Mst = 1.4 for which kd = 4.59. Comparing with the corresponding
plot for PI control, i.e. the top plot in Fig. 1, we find that the gains are sig-
nificantly larger. The absolute minima of IAE correspond to controllers
with sensitivities above 3.5 in all three cases. Minimizing IAE without
a robustness constraint thus gives systems with poor robustness, even
though it is better than in the PI case. The level curves for the sensitivi-
ties have edges for sensitivities 2 and lower.
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Figure 4. Trade-off plots for PID control of the process P1(s) = 1/((s+
1)(0.1s + 1)(0.01s + 1)(0.001s + 1)), and derivative gains kd = 3 (lower
graph), kd = 4.5 (middle graph), and kd = 6 (top graph). The dash-dotted
lines are the loci of controller gains that minimize IAE for a given ro-
bustness. IAE-values are equal to 1/ki in the region where the levels are
horizontal.
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If we require that the maximum sensitivity is Mst = 1.4, Fig. 4 shows
that the controllers with kd = 3, 4.5 and 6 have the IAE values 0.0021,
0.0013, and 0.0016. The constrained minimum is IAE = 0.0013 for kp =
89.48, ki = 1037.5, and kd = 4.59. The IAE value can be compared with
the corresponding value for PI control IAE = 0.1175. Adding derivative
action thus improves performance by a factor 90. Since the gains are large
it is important to consider the effect of measurement noise and it may
therefore be essential to either impose constraints on the proportional
and derivative gains or add a noise filter. The dash-dotted lines in the
trade-off plots give guidance for detuning.

6.2 Balanced dynamics

Fig. 5 presents trade-off plots for the process P2 with derivative gains
kd = 1, 2, and 3. The derivative gains were chosen with respect to the
optimal PID controller when Mst = 1.4 for which kd = 1.78. Comparing
with the corresponding plot for PI control, the center plot in Fig. 1, we
find that the plots are similar. The gains are larger with derivative ac-
tion and the sensitivity curves have peaks with discontinuous derivatives.
The absolute minima of IAE without robustness constraint correspond to
controllers with poor robustness, the sensitivities are close to 2.5 in all
three cases. If we require that the sensitivities are less than 1.4, Fig. 5
shows that the controllers with kd = 1, 2 and 3 have the IAE values 2.5,
2.2 and 3.5. The constrained minimum for Mst = 1.4 is IAE = 2.14 for
kp = 1.33, ki = 0.63, and kd = 1.78. The IAE value can be compared
with the corresponding value for PI control, IAE = 4.4, adding derivative
actions thus improves performance by a factor 2.
Figure 5 also shows that minimization of IE and IAE do not give the

same controllers except if the robustness constraint requires very low
sensitivity. The dash-dotted line which corresponds to the constrained
minimum has a plateau for large values of kd, giving it quite a different
shape than for PI control. Notice that the dash-dotted line is close to
the robustness constraint levels for small values of the sensitivities. This
means that the performance can be improved quite a bit almost without
costing anything in terms of robustness. This was also the case for process
P1 in Fig. 4.

6.3 Measurement noise filtering

One reason why derivative action is not so commonly used in process
industry is that undesired valve motions are created by measurement
noise. The effect can be reduced by filtering the measurement signal, but
good rules for finding the filter time constant are missing. As pointed

79



Paper I. Performance and robustness trade-offs in PID control

1.4 1.5

1.6

1.7

1.7

1.8

1.8

2

2

2.2

2.2

2.4

2.4

2.6

2.6

0 0.5 1 1.5 2 2.5 3 3.5
0

0.2

0.4

0.6

0.8

1

1.2

1.4

kp

k
i

P2 - Balanced dynamics with kd = 3

1.3

1.5

1.7

1.7

1.9

1.9

2.1

2.1

2.3

2.3

2.5

2.5

0 0.5 1 1.5 2 2.5 3
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

kp

k
i

P2 - Balanced dynamics with kd = 2

1.2
1.4

1.6

1.8

2

2

2.2

2.2

2.4

2.4

2.6

2.6

0 0.5 1 1.5 2 2.5
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

kp

k
i

P2 - Balanced dynamics with kd = 1

Figure 5. Trade-off plots for PID control of the process P2(s) = 1/(s+1)4,
and derivative gains kd = 1 (lower graph), kd = 2 (middle graph), and
kd = 3 (top graph). The dash-dotted lines are the loci of controller gains
that minimize IAE for a given robustness. IAE-values are equal to 1/ki in
the region where the levels are horizontal.
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out by Isaksson and Graebe [Isaksson and Graebe, 2002], the filter time
constant should be included in the control design.
To illustrate the effect of measurement noise, we consider the balanced

process, P2, with discrete-time white Gaussian measurement noise with
standard deviation σ n = 1% and a sampling time of 0.01 seconds. The
PID controller designed for Mst = 1.4 in Section 6.2 has the parameters
kp = 1.33, ki = 0.63 and kd = 1.78. Using a first-order filter on the
derivative part with filter time constant T f = Td/N, and the common
choice N = 10, we get T f = 0.13. A Matlab Simulink simulation gives
the standard deviation of the control signal σu = 14.4%. The maximum
sensitivity increase to Mst = 1.52 from 1.4 because of the added dynamics,
at the same time as the IAE-value for an input disturbance improves to
IAE = 2.07 from 2.14. A greater N-value would give better noise filtering,
but at the same time also give worse robustness.
Garpinger’s PID tuning method in [Garpinger, 2009] can deal with

filtering and at the same keep the robustness constraints satisfied. As-
suming that we want to decrease the variation in the control signal from
σu = 14.4% to σu = 0.5%, as suggested in Section 5.4, we can proceed
as follows. Introduce a second order measurement filter with fixed filter
dynamics and perform the controller optimization. Then iterate on T f un-
til the standard deviation of the control signal satisfies the constraints.
Using this procedure, we find that T f = 0.38, kp = 0.91, ki = 0.40 and
kd = 1.22, with IAE = 3.18, fulfill both the robustness and the noise
criteria. The trade-off plot with kd = 1.22 and T f = 0.38 is shown in
Fig. 6. As one could expect, the controller gains are lower than without
filtering, however, the level curves look similar to those without filtering.
Notice that T f is significantly larger than the value obtained by the rule
of thumb N = 10. The IAE-value is 49% higher than with the unfiltered
controller. The best PI controller has IAE = 5.2, 63% higher than the
filtered PID controller, and σu = 0.43%. This shows that there is a lot to
gain from using derivative action, even when measurement noise is taken
care of.

7. Conclusions

A graphical tool which provides insight into the trade-offs between perfor-
mance and robustness for PID control has been introduced. The trade-off
is represented by charts which show the level curves of performance, ex-
pressed by integrated absolute error (IAE), and robustness, expressed by
the maximum sensitivity (Mst), as functions of proportional and integral
gain. For PID control the charts are drawn for fixed values of the deriva-
tive gain. The trade-off charts are useful to provide intuition about tuning,
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Figure 6. Trade-off plot for PID control of the balanced process P2(s) =
1/(s+1)4, with derivative gain kd = 1.22 and low-pass filter time constant
T f = 0.38. IAE-values are equal to 1/ki in the region where the levels are
horizontal.

both for practitioners and students. They can also show the difference be-
tween tuning criteria based on input and output disturbances.
The level curves of performance are practically horizontal in large ar-

eas of the plots, which indicate that the integral gain is directly related
to performance and the proportional gain directly related to robustness.
These areas have interesting properties: IAE is a monotone function of
ki and close to IE, Mst is a function of kp with a maximum for each ro-
bustness value. For fixed integral time, controllers are represented by
straight lines in the plots, and adjustments of the proportional gain then
influence both robustness and performance. This fact can be used empir-
ically by exploring a few values of the proportional gain. There is also a
parametrization of controllers (18) that corresponds to optimal tuning for
input disturbances, which can be related to a certain robustness through
iteration over kp.
In process control it has been a tradition to separate processes with

and without integral action. A more graduated separation can be obtained
by introducing the normalized time delay τ , which is in the range 0 to
1. For an FOTD model we have τ = L/(L + T). Analysis of the trade-
off charts shows that there is a significant difference between processes
with lag-dominant (τ ≤ 0.2), balanced 0.2 < τ < 0.7, or delay-dominant
(τ ≥ 0.7) dynamics. By obtaining an FOTD model e.g. with the 63%-rule
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one can then calculate τ and choose a corresponding plot to analyze. The
benefit of derivative action is marginal for processes with delay-dominated
dynamics but significant for processes with lag-dominated dynamics. The
proportional gain is typically high for processes with lag-dominated dy-
namics indicating the necessity to take measurement noise into account
even with PI control. With PID control the proportional gains are high
even for processes with balanced dynamics indicating the necessity of fil-
tering the measured signal. The trade-off plot with filtering is similar to
the unfiltered case, but the gains are smaller.
The trade-off plots were used to compare different tuning methods

for PI control. For input disturbances, Lambda tuning only gives good re-
sults for processes with balanced dynamics, although it is close to optimal
for output disturbances on lag-dominant processes. The weakness of the
Lambda method lies in the choice Ti = T , which gives a set of controllers
with the slope 1/T . As the plots indicate, this slope deviates significantly
from the set of optimal controllers. For delay-dominant processes, Lambda
tuning will either give poor robustness or poor performance, depending
on the choice of Tcl. SIMC gives decent results for at least lag-dominant
and balanced processes. SIMC+ is a real improvement since it gives close
to optimal tuning also for systems with delay-dominated dynamics. Both
SIMC methods depend on having an accurate process model which is re-
duced using Skogestad’s half-rule. The predicted sensitivity of Mst = 1.6
for Skogestad’s rules with Tcl = L is close to the truth. The AMIGO
method is based on FOTD models, where the parameters are determined
using the step response method. It gives controllers with sensitivity close
to the specified value Mst = 1.4.
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Paper II

A software tool for robust PID
design

Olof Garpinger Tore Hägglund

Abstract

This paper presents a fast, interactive and easily modifiable software
tool for robust PID design. The MATLAB®-based program is supposed
to give people with moderate knowledge on PID control a possibility to
learn more and also be a future part of an autotuner. The PID design
is made by minimizing the integrated absolute error value during a
load disturbance on the process input. The optimization is performed
with H∞-constraints on the sensitivity and complementary sensitiv-
ity function, providing a robust closed-loop system. Nelder-Mead op-
timization is used with the AMIGO method providing an initial con-
troller. The proposed method works well, and is very efficient, on a
large batch of systems common in process industry. The design tool
is also shown to work on a highly oscillatory process model.

©2008 IFAC. Reprinted, with permission, from Proceedings of the 17th
IFAC World Congress, Seoul, South Korea, 2008.
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1. Introduction

The PID controller is by far the most common controller in industry today.
Even so, a lot of these controllers are poorly tuned. Two of the main
reasons for that is lack of knowledge and time among the operators. As
a consequence, many controllers are set to default values. In other cases,
the derivative part is turned off because it was not used correctly, giving
noisy signals. It would therefore be a good idea to educate the operators in
the possibilities of the PID controller and to provide them with simple and
fast design tools. This paper describes a program that achieves both goals
and should be useful for people in the industry as well as for academics.
There are many PID design methods available today and some of the

most famous are collected and analysed in [Åström and Hägglund, 2005].
Of these, the MIGO and AMIGO methods (also see [Panagopoulos et al.,
2002] and [Hägglund and Åström, 2004]) are probably those most worth
mentioning in connection to this paper. They are based on optimization of
load disturbance rejection under robustness constraints. A further devel-
opment of the MIGO method, and largely based on the same method as
used in this paper, was presented in [Nordfeldt, 2005]. An advantage with
Nordfeldt’s method is that it also works for some more advanced process
structures. This paper focuses on the software that solves the optimiza-
tion problem and how it can be used to increase people’s understanding
of PID control.
The proposed PID control design method is incorporated in several

MATLAB® functions. There are many good reasons to have a software
based tool for control design and analysis. In [Åström and Hägglund, 2001]
it is pointed out that it would be of great value to have software that can
give persons with moderate knowledge on PID controllers a possibility to
experiment on those and at the same time be able to use the program to
build controllers for a real plant, by incorporating it into an autotuning
procedure. For simulation experiments and real use purposes, the pre-
sented software is able to provide a well working controller with analysis
tools in just a few seconds time. The advanced user should also be able
to modify the optimization problem to broaden the possibilities. Besides
the proposed program, which is intended to be free of charge and down-
loadable, there are already several commercial software packages able to
provide PID design tools using a variety of methods. Many of these are
collected in [Li et al., 2006] and another one with very similar features to
the proposed is presented in [Oviedo et al., 2006].
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C(s) P (s)
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yue
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ΣΣ

Figure 1. A load disturbance, d, and measurement noise, n, act on the
closed-loop system with process P(s) and PID controller C(s).

2. Design criterion

The proposed PID controller design tool is mainly meant to work well
for systems common in process industry. The kind of plants encountered
there are often stable, monotone and primarily affected by low frequency
load disturbances.
In order for the controller design to work well on a process, P(s), it

is important to take all system signals into consideration, especially if
optimization is used. Figure 1 shows a block diagram of the system that
the PID controller, C(s), is designed for. There are two external signals
entering the system, namely load disturbance d (mainly low frequency)
and measurement noise n (assumed high frequency). Of the closed-loop
transfer functions, those of greatest interest for this paper are the com-
plementary sensitivity function T(s) and the sensitivity function S(s),
defined as

T(s) = P(s)C(s)
1+ P(s)C(s) , S(s) =

1
1+ P(s)C(s) .

The PID controller is on parallel form with a second order low pass filter

C(s) = K
(

1+ 1
sTi

+ sTd
)

⋅
1

1+ sT f + (sT f )2/2
,

on the measurement signal. T f , is chosen to weight the degree of mea-
surement noise rejection.
The objective of the proposed PID design method is to find the PID

controller giving the least integrated absolute error (IAE) value when a
load disturbance d, modelled as a step, is acting on the closed-loop system.
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The optimization is done under the constraints that the closed-loop system
is stable and that the open loop Nyquist curve is tangent to one or two
prespecified circles in the complex plane without entering either of them
(see Fig. 2), thus maximizing the gain. These two circles are called the
Ms- and Mt-circles, which sizes and positions are given by

Ms = max
ω
pS(iω )p, Mt = max

ω
pT(iω )p,

hence the names. The resulting, non-convex, optimization problem can be
written as

min
K ,Ti,Td∈R+

∞
∫

0

pe(t)pdt = IAEload (1)

subject to pGo(iω ) − CMs p2 ≥ R2Ms ∀ω ∈ R
+,

pGo(iω ) − CMt p2 ≥ R2Mt ∀ω ∈ R
+,

pGo(iω s) − CMs p2 = R2Ms ,
pGo(iω p) − CMt p2 = R2Mt ,

where e(t) is the control error, Go(iω ) is the open-loop frequency response,
ω s are frequencies for which Go(iω ) is tangent to the Ms-circle and vice
versa for ω p on the Mt-circle. Either ω s or ω p could be an empty vector,
but not at the same time. The radius and centre point of the Ms-circle
are denoted by RMs and CMs respectively, with corresponding measures
for the Mt-circle, RMt and CMt . Small Ms- and Mt-values result in large
circles. In the software, the maximum allowed Ms- and Mt-values can be
prespecified by the user (Ms = Mt = 1.4 is default, resulting in 41.8○ phase
margin). The Ms- and Mt- criterions are known to set the closed-loop
robustness towards process variations, disturbances and nonlinearities
as described in [Åström and Hägglund, 2005]. MIGO on the other hand
uses a simplified robustness criterion called the M -circle, defined as the
smallest circle that can be drawn around both the Ms- and Mt-circle.

3. Algorithm overview

The main goal of the new design algorithm was to develop a fast, inter-
active and easily modifiable software tool for robust PID design.
A non-convex optimization problem like (1) may have many local min-

ima. It is therefore hard to guarantee that the solution obtained always is
the global solution. It is also difficult to draw any general analytical con-
clusions as the problem is far from trivial. The method of gridding does
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Figure 2. The Ms-circle (dashed), Mt-circle (dash-dotted) and the open-
loop Nyquist curve (solid) when the optimization criterions are fulfilled.

however give a possibility of drawing surface plots of the cost function.
These can be used to determine whether or not it is likely that a given
solution is in fact the global minimum. This is also the major reason why
gridding is an optional optimization method in the proposed design pro-
gram.
Analysis of many cost function surfaces have shown that if not all,

then at least a lot of them only have one minimum. This finding gave the
idea to use a faster and more advanced optimization tool than gridding,
called the Nelder-Mead (NM) method, [Nelder and Mead, 1965], in order
to find the minimum in the Ti-Td plane, see below.
The new algorithm can be summarized by

1. Given a linear transfer function, initial PID parameters are chosen
using the AMIGO method.

2. NM optimization finds the PID controller giving the minimum cost
function in the Ti-Td plane.
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a) For each Ti-Td couple, a proportional gain, K , is found such
that the constraints are fulfilled.

b) Simulink® simulations are used to calculate IAE-values in the
points through which the NM method proceeds.

An interactive program menu has been added to make it possible for
the user to change a number of settings in the algorithm as well as for
the presentation of the results. When the program is run in MATLAB®,
the menu will come up unless the opposite is stated by the user. New
default values for the optimization can also be set as input parameter.
This is especially useful for batch runs, when you may want to choose the
settings before a number of program runs are started. An experienced
user should easily be able to modify the program, to for instance, change
the optimization method or at least to change the cost function.

4. Algorithm details

In this section, the optimization algorithm will be explained in further
detail.

4.1 The Nelder-Mead method

Nelder-Mead optimization belongs to the subclass of optimization methods
called direct search methods. The main theme among these is that they
only use function values without creating approximations of the function
gradients explicitly. These methods are especially useful if, for instance,
the cost to evaluate the function is high and if it is impossible to derive the
exact gradient. These statements apply to the optimization problem (1).
Whenever the cost function is evaluated, the feasible proportional gains
must be calculated and Simulink® simulations run. The simulations are
particularly costly if the given PID parameters, at a certain grid point,
gives a very sluggish closed loop.
The Nelder-Mead method is a simplex-based method. There are many

papers and books which describe in detail how the NM algorithm works
(see for instance [Walters et al., 1991] and [Lagarias et al., 1998]). Two of
the reasons why the method is popular are that it is easy to both under-
stand and implement. It is only necessary to look at two dimensional NM
optimization in this paper as (1) can be viewed as an unconstrained min-
imization problem in R

2, when K is chosen separately. Two dimensional
NM optimization can be interpreted as triangle search progression with
variable area. In order to begin the NM optimization, an initial triangle
has to be specified. The function to be minimized - lets call it f - is eval-
uated at all three edges and the points are sorted in the order: B (best,
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Figure 3. The Nelder-Mead progression in one iteration. The initial sim-
plex is the one with corners in B, G and W. The simplex will change it’s
shape depending on function evaluations in closely situated points.

lowest function value f (B)), W (worst, highest function value f (W)) and
G (good, function value, f (G), in between the other two). From this point,
the algorithm will alter the shape of the triangle to give a new one with
less total cost. These steps are well explained in the given sources and
will not be presented in further detail here. Figure 3 gives a hint of pos-
sible new simplexes. When a new simplex has been determined - again
with corners B, G and W - the algorithm will iterate until a termination
condition has been fulfilled.

4.2 Initial values

It is preferable to have a good initial guess of where the minimum is
located to have fast convergence of the optimization. Another reason is
that there is a chance - although not so big when solving (1) - of ending
up in a local minimum. The method used to receive an initial controller
in the proposed algorithm is called AMIGO, which is a tool for robust
PID (and PI) synthesis. To understand AMIGO, it is also important to
understand the MIGO method for PID design.
The optimization problem that the MIGO design deals with is very
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similar to (1). But instead of minimizing over the IAE-value, it uses the
Integrated Error,

IEload =
∞
∫

0

e(t)dt,

as cost function and the M -circle as robustness constraint, to determine
the PID parameters. The IE cost is proportional to 1/ki = Ti/K , which
reduces the problem to maximizing the ki-gain over the robustness area.
The AMIGO design is basically a set of formulas yielding K , Ti and

Td. In order to determine these, the MIGO method was run on a large
number of systems common in process industry (with Ms = Mt = 1.4).
Secondly, each and every process in the batch was approximated as a
first-order system with time delay (FOTD)

Gp(s) =
Kp

sT + 1 e
−sL. (2)

The PID-parameters were then plotted versus the normalized time de-
lay, τ = L/(L + T), and parameter fittings were made on these curves
resulting in the formulas.
In the proposed PID design method, the system of interest is approx-

imated as a FOTD system, (2), through a step response test and the
AMIGO parameters are then determined. Let the index A denote the
AMIGO PID parameters. The AMIGO parameters provided are used as
one of the corners, (T Ad ,T Ai ), in the initial Nelder-Mead simplex. Taking
into account that the evaluation time is usually greater far out in the
Ti-Td plane, the two remaining corners have been set to (0.4T Ad ,T Ai ) and
(T Ad , 0.4T Ai ).

4.3 Determining the proportional gain K

The key idea to find K in every point (Td,Ti), is to determine all K -values
putting the open-loop Nyquist curve on a circle in the complex plane (at
every frequency point ω ), resulting in a function K (ω ). Since the method
is numerical, the frequency span is divided into a finite number of points
ω k, k = 1, 2, .... In order to determine K (ω ), let us first assume that the
open-loop frequency response, Go(iω ), can be written as

Go(iω ) = K (X (ω ) + iY(ω )), (3)

where X (ω ) and Y(ω ) are the real and imaginary parts of G′o(iω ) =
Go(iω )/K . From the optimization problem (1) we have the constraint

pGo(iω ) − Cp2 = R2, (4)
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for any circle with center in C and radius R. Using (3) and (4), but
changing K to K (ω ), will lead to

(K (ω )X (ω ) − C)2 + (K (ω )Y(ω ))2 = R2 [

K (ω )2 − 2CX (ω )
X (ω )2 + Y(ω )2 K (ω ) +

C2 − R2
X (ω )2 + Y(ω )2 = 0. (5)

The two solutions correspond to the gains for which the open-loop Nyquist
curve will cross the front and back side of the circle respectively (see
Fig. 4)

K1,2(ω ) =
CX (ω ) ±

√

R2(X (ω )2 + Y(ω )2) − C2Y(ω )2)
X (ω )2 + Y(ω )2 . (6)

K1,2(ω ) could for instance look like the plots in Fig. 5. For some fre-
quency points, (6) will assume imaginary or negative numbers, which
are discarded. In the intervals for which K assumes positive real values,
there can be multiple minima and maxima.
There are a few observations needed in order to conclude which K -

values will fulfill the constraints in (1).
THEOREM 1
The open-loop Nyquist curve, (3), of an arbitrary controlled process, will
be tangent to a circle in the complex plane, given by the center point C
and radius R, if and only if

dK1(ω )
dω

= 0 or dK2(ω )
dω

= 0 (7)

Proof In vector form, the open-loop frequency response becomes

Go(iω ) = K
(

X (ω )
Y(ω )

)

. (8)

There are two conditions that has to be fulfilled in order for the open-
loop Nyquist curve to be tangent to the circle at a given frequency point
ω ∗. The open-loop Nyquist curve should lie on the circle determined by

(K X (ω ∗) − C)2 + (KY(ω ∗))2 = R2, (9)

while the tangent of the open-loop Nyquist curve and the vector between
the center point and Nyquist curve should be orthogonal

(

dGo(iω ∗)
dω

)T (
K X (ω ∗) − C
KY(ω ∗)

)

= 0. (10)
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Figure 4. Proportional gain functions K1(ω k), K2(ω k), for which
K jG

′
o(iω k), j ∈ [1, 2], is tangent to a circle in the complex plane. G ′o(iω k) is

the open-loop frequency response with K = 1 and ω k denotes the discrete
frequency points.

Denoting X ′(ω ) = dX (ω )/dω , Y ′(ω ) = dY(ω )/dω , (10) can be rewritten
as

(

K X ′(ω ∗)
KY ′(ω ∗)

)T (
K X (ω ∗) − C
KY(ω ∗)

)

=

K 2X (ω ∗)X ′(ω ∗) − KCX ′(ω ∗) + K 2Y(ω ∗)Y ′(ω ∗) = 0,

and in turn, by solving for K , we end up with

K = CX ′(ω ∗)
X (ω ∗)X ′(ω ∗) + Y(ω ∗)Y ′(ω ∗) . (11)

Let us now go back to Eq. (5). Taking the derivative with respect to ω ,

96



4 Algorithm details

0.8 1 1.2 1.4 1.6 1.8
0

2

4

6

8

10

12

14

16

18

ω (rad/s)

P
ro

po
rt

io
na

l g
ai

n 
K

Figure 5. A constructed sketch of how the functions K1(ω ) (solid) and
K2(ω ) (dashed) could look for a time-delayed system. Only K -values
unique in ω - i.e. the first two minima and first maximum in this case
- will fulfill the circle constraints in (1).

given that K ′(ω ) = dK (ω )/dω , leaves us with

2KK ′X 2 + 2K 2X X ′ − 2CK ′X − 2CK X ′+
2KK ′Y2 + 2K 2YY ′ = 0, (12)

with ω omitted. Using K ′(ω ) = 0, results in

K (ω )X (ω )X ′(ω ) − CX ′(ω ) + K (ω )Y(ω )Y ′(ω ) = 0[

K (ω ) = CX ′(ω )
X (ω )X ′(ω ) + Y(ω )Y ′(ω ) , (13)

which is identical to (11) in ω ∗. Since (9) is fulfilled for all frequencies in
K (ω ), the proof is concluded. ✷

Go(iω ) can, however, be tangent to the circle on both the inside or
outside, but still have points within (thus giving an infeasible solution).
To explain why, it is a good idea to once again view Fig. 4. At a given fre-
quency point ω k, it is obvious that all proportional gains between K1(ω k)
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and K2(ω k) will place Go(iω ) inside the circle, thus resulting in infeasible
K . Looking at Fig. 5, this means that only the minima and maxima, for
which K is unique in ω , are feasible. For this particular case, it corre-
sponds to the first two minima and first maximum.
Once all possible K -values have been determined (the two minima and

the maximum from Fig. 5 for example), closed-loop stability is evaluated.
If there is stability, the optimal proportional gain at a given point in the
Ti-Td plane, is then given by the K resulting in the lowest IAE-value
(determined by Simulink® simulations).
Up to now it has been assumed that it is just one circle in the com-

plex plane that the open-loop Nyquist curve may be tangent to. Since the
constraints of (1) demands that the Nyquist curve is located outside both
the Ms- and Mt-circles, the algorithm has to be run twice.

5. Examples

In this section there will be a few examples highlighting the benefits of
the proposed program and algorithm compared to other methods. It will
also show that the new method is reliable in many design cases.

EXAMPLE 1—THE AMIGO TEST BATCH

The AMIGO formulas, [Hägglund and Åström, 2004], were derived using
MIGO on a test batch, which includes 134 essentially monotone systems
common in process industry.
In order to compare with the MIGO PID designs on the batch, the PID

design software presented in this paper was modified to use the M -circle
as constraint. It took the program just more than one hour to run through
all sub-batches except some integrating processes. This gives an average
time of 30 seconds per process in the batch. The batch was however run
to get a high accuracy on the optimal solution rather than optimized for
a fast design. If speed is of essence, the average design time per process
could be cut by at least two thirds of the time. The designs was run on
an Intel® Dual-Core™, 2.13 GHz with 1 GB RAM and Fedora™ 7 using
MATLAB® 7 R2007a. The only two parameters that had to be modified
from the default values (depending on the process) in order for the batch
to run through properly, were T f and the frequency grid.
The PID parameters derived by the proposed algorithm were compared

to those given by the MIGO method. Since the MIGO method was not
derived to minimize IAE, the proposed method should give lower values
at all times. The MIGO method is however a good indicator to see if the
new algorithm works or not. The batch run showed that the two methods
are very similar. In average, the new controllers resulted in IAE values at
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Figure 6. IAE values comparison for the testbatch using the M -circle
constraint alone or both the Ms- and Mt-circles. The plot displays 100 ⋅
IAEMs ,Mt/IAEM as a function of τ .

95% of what the MIGO controllers gave over the whole batch. This gives
both a strong indicator that the new program works properly and that the
MIGO method gives essentially IAE minimized controllers for the batch.
To see the benefit of using the Ms- and Mt-circles instead of the M -

circle, the whole batch was compared when the two different constraints
were used respectively. Figure 6 shows that the biggest percentual gain
is given for low values on the normalized time delay, τ , while more delay
dominated systems are less dependent on the choice of the constraints.
This indicates that the IAE can be decreased a great deal without chang-
ing the essential robustness constraints.
The one subbatch where the newly proposed PIDs gave IAE values

with the most deviation from the MIGO ones was

P(s) = 1
(s+ 1)((sT)2 + 1.4sT + 1) , (14)

with T = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0.,

i.e. processes with complex poles. In particular, when T = 0.1, the new
IAE is as small as 62.5% of the MIGO IAE, corresponding to a significant
improvement. Figure 7 shows the output signal, y, and control signal, u,
when a load disturbance, d (see Fig. 1), is acting on this process. The
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Figure 7. The output (y) and control signal (u), during a load distur-
bance, for three different designs on (14), T = 0.1. Dashed line: MIGO
PID; Solid line: Proposed PID with M -circle constraint; Dash-dotted line:
Proposed PID with the Ms- and Mt-circle constraints.

dashed curves correspond to the MIGO controller (K = 3.96, Ti = 0.46,
Td = 0.08), the solid lines to the proposed controller with the M -circle
constraint (K = 5.42, Ti = 0.29, Td = 0.16) and the dash-dotted line
to the new design method with the Ms- and Mt-constraints (K = 6.53,
Ti = 0.22, Td = 0.16). The open-loop Nyquist curves for the three cases
are shown in Fig. 8. It is known that the MIGO method discards solutions
that touches the M -circle twice. This example shows that this choice may
be overly conservative. It is also evident that the substitution of the M -
circle to the Ms- and Mt-circles gives a much lower IAE-value in this
case. ✷

EXAMPLE 2—AN OSCILLATORY PROCESS
Consider an oscillatory system with the linear transfer function

P(s) = 9
(s2 + s+ 9)(s+ 1) , (15)

which has two poles with a relative damping of ζ = 0.17. An IE-cost func-
tion is not suitable for PID design when the system is oscillatory, ruling
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Figure 8. The open-loop Nyquist curves when three different design
methods were used on (14), T = 0.1. Dashed line: MIGO control; Solid
line: Proposed design with M -circle constraint; Dash-dotted line: Proposed
design with the Ms- and Mt-circle constraints.

out use of the MIGO method. The proposed design algorithm, however,
can derive a PID design without problems. For Ms = Mt = 1.4 the pro-
gram gave the parameters: K = 0.37, Ti = 0.23, Td = 0.80. Figure 9
shows the control- and output signals. ✷

6. Conclusions

This paper has presented a new software tool that can help educate peo-
ple in PID control systems as well as provide them with controller designs
in short time. The controller designs are made to minimize the integrated
absolute error during a load disturbance on the process input. The opti-
mization is constrained by robustness conditions on two of the sensitivity
functions. The finding that a lot of processes only give one unique mini-
mum solution to the optimization problem lead to the use of the Nelder-
Mead method. The initial simplex is provided by the AMIGO method, a

101



Paper II. A software tool for robust PID design

0 5 10 15
-0.2

0

0.2

0.4

0.6

Time (s)

y

0 5 10 15

-1

-0.5

0

Time (s)

u

Figure 9. The output signal, y, and control signal, u, when the proposed
design method was used to find a controller for the oscillatory process (15).
Ms = Mt = 1.4.

choice made rather for the speed of the algorithm than it being necessary
to find the global minimum.
The software tool was shown to give reasonable controllers on a large

batch of processes common in process industry. The use of IAE as cost
function also give the possibility to run the program on highly oscillatory
systems, as was shown in an example.
Future research should provide a better way of handling the effect of

measurement noise on the control signal, providing a sophisticated way of
choosing the filter constant T f . It may also be needed to include even more
constraints in the optimization problem in order to, e.g, give robustness
to time delay uncertainty. With these modifications it should be possible
to use the program for PID controller design on real plants.
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Paper III

Modeling for optimal PID design

Olof Garpinger Tore Hägglund

Abstract

Even though PID controllers have been around for a long time, few
industrial controllers use derivative action and the remaining PI con-
trollers are often designed with formula-based tuning rules rather
than through computer-based optimization. This paper will delve into
some of the reasons behind these choices and show potential benefits
of instead using software-based PID tuning. Three commonly used
tuning rules are compared to software tuning with respect to perfor-
mance and robustness over a large process batch. The study shows
the importance of combining a fast, accurate modeling tool with the
software design method and gives guidelines for future modeling tools
with regards to desired process information. With moderate process
knowledge it is possible to design controllers that are much closer
to optimal than the three tuning rules, with significant performance
improvements as a result.

©2014 IFAC. Reprinted, with permission, from Proceedings of the 19th
IFAC World Congress, Cape Town, South Africa, 2014.

105



Paper III. Modeling for optimal PID design

1. Introduction

The low order of the PID controller is well-suited for use in the process
industry where tuning time is of the essence. A good PID tuning method
should thus both be fast and easy to carry out for the large number of
control loops in a factory. This has led to the great popularity of formula-
based tuning rules, which typically need some basic knowledge or model
of the process. In [O’Dwyer, 2009], there are 1,730 PI and PID tuning
rules collected. We will, however, compare some commonly used tuning
rules to computer-driven optimization and argue that there should be at
least one more tuning method.
Although the benefits of derivative action are well-known, it is most

often turned off in industrial PID controllers. Reasons for this include
increased noise sensitivity, variety of controller structure, and the dif-
ficulty of tuning 1–2 more parameters including noise filter design. To
hand-tune a PID controller quickly is thus rather difficult, and there are
no PID tuning rules that have gained wide acceptance in industry. In this
paper, we will show the importance of combining the tuning method with a
suitable modeling tool, similar to the results by [Leva and Schiavo, 2005].
Together with our software-based design tool we will also show the poten-
tial benefits of using such a tuning method both in terms of robustness
and performance.

2. Theory

A PI controller is often parametrized in terms of proportional gain K and
integral time Ti, while a PID controller also includes the derivative time
Td. In this paper we will mainly consider ideal PI and PID controllers

CPI(s) = K
(

1+ 1
sTi

)

, (1)

CPID(s) = K
(

1+ 1
sTi

+ sTd
)

, (2)

without noise filtering.

2.1 Criteria for control comparison

Closed-loop requirements typically include specifications on load distur-
bance attenuation, robustness to process uncertainty, measurement noise
and set-point tracking. Load disturbance attenuation and robustness are
primary concerns in process control and will therefore be in focus here
when comparing the different tuning methods. The set-point response can
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be handled separately, see e.g. [Åström and Hägglund, 2005], and the ef-
fect of noise will only be discussed briefly in the end of this paper.
Minimization of the integrated absolute error (IAE)

IAE =
∫ ∞

0
pe(t)pdt, (3)

will define optimal control performance in this paper, where e(t) is the
control error due to a unit step load disturbance, d(t), on the process
input.
Robustness to process uncertainty can be captured by the sensitivity

functions

S(iω ) = 1
1+ Gl(iω )

, T(iω ) = Gl(iω )
1+ Gl(iω )

, (4)

where Gl(s) = P(s)C(s) is the loop transfer function with process P(s)
and controller C(s). We will use

pS(iω )p ≤ Ms, pT(iω )p ≤ Mt, ∀ω ∈ R
+ (5)

to constrain IAE optimization, and

Mst = max(pS(iω )p, pT(iω )p), ∀ω ∈ R
+ (6)

to provide a robustness measure of the closed-loop system. Mst will vary
depending on process model and tuning method. Reasonable robustness
is given for Mst ranging between 1.2–2.0.

2.2 Modeling

Since the modeling time should be as short as possible, it is reasonable
to believe we only have time for quick experiments that provides limited
process knowledge. We will therefore assume that our models are of low
order, either a first-order time-delayed (FOTD) system

Pm(s) =
Kp

sT + 1 e
−sL, (7)

or a second-order time-delayed (SOTD) model

Pm(s) =
Kp

(sT1 + 1)(sT2 + 1)
e−sL, (8)

with the special case T1 = T2. Processes can be characterized based on
the normalized time delay τ = L/(L+T) (FOTD) or τ = L/(L+T1+T2)
(SOTD), ranging from 0 to 1. A process is lag-dominated if τ is small,
delay-dominated if τ is large, and balanced if τ is around 0.5.
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A common way to determine Kp, L and T in (7) is based on an open-
loop step response of the process. Kp is the steady state gain. The apparent
time delay L is the t-coordinate of the intersection of the steepest tangent
with the time axis, and L + T is the time when the step response has
reached 63% of its steady state value. We call this method the 63%-rule.
Another way to determine either an FOTD or SOTD model is through

reduction of a higher-order process model with the so called half-rule, see
[Skogestad, 2003].
A relay test is made in closed loop where the control signal switches

amplitude whenever the process output crosses a certain hysteresis
threshold. This method is less sensitive to disturbances than the step test
and keeps the process closer to its set-point during the modeling exper-
iment. However, it typically only gives information about one frequency
point in the process spectrum and it is seldom used for deriving models
like (7) and (8).

2.3 Tuning methods

We have chosen to compare our own software-based tuning method with
three commonly used tuning rules: Lambda tuning; SIMC; and AMIGO.

Lambda tuning Lambda tuning is today widely adopted in the process
industry, see e.g. [Sell, 1995]. Modeling is typically based on measured
step responses and the 63%-rule is used to obtain an FOTD model. The
desired closed-loop time constant Tcl is used as a tuning parameter, for
which we have used the classic choice Tcl = T in this paper even though
there are better recommendations for delay-dominated processes. Lambda
tuning does not refer to any specific robustness, but here we have chosen
to compare it to IAE-optimal controllers with Ms = Mt = 1.4.

SIMC [Skogestad, 2003] introduced modifications of the Lambda tun-
ing method called SIMC, that improves performance especially for lag-
dominant processes. An FOTD (PI) or SOTD model (PID) is obtained by
model reduction using the half-rule. SIMC is closely related to Lambda
tuning, but uses the desired closed-loop time constant Tcl = L, which
typically gives a sensitivity close to Mst = 1.6.
A modified method for PI control, here called SIMC+, was presented

in [Skogestad and Grimholt, 2012] to improve performance for delay-
dominated systems. For PI control we therefore use SIMC+ and for PID
control we use the original SIMC rule.

AMIGO The AMIGO method, [Hägglund and Åström, 2004], was ob-
tained by applying constrained optimization to a large test batch of pro-
cess models and then use parameter fitting to find the tuning rules. The
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parameters of an FOTD model are determined by the 63%-rule. The con-
troller is tuned for a robustness of Ms = Mt = 1.4.
SWORD Our own Software-based optimal robust design (SWORD) of
PI and PID controllers was first introduced in [Garpinger and Hägglund,
2008]. Using a linear process model of any order and any robustness con-
straints on the sensitivity and complementary sensitivity functions, one
can find the IAE-optimal controller. Here, we will choose Ms = Mt for
simplicity. The user can also specify a first (PI) or second-order (PID)
measurement noise filter before the optimization. This can then be used
to set an upper limit for the control signal activity due to measurement
noise, as shown in [Garpinger, 2009].

3. Comparison of the tuning methods

3.1 Approach

It is reasonable to believe that the four tuning methods would be used
together with the 63%-rule in practice since the step response test is
the most common modeling experiment in industry. SIMC and SWORD
will also be compared when used on perfect process models, which means
that SWORD will use an exact model of the process while SIMC will use
models derived with the half-rule from the exact model. Given the need
for modeling speed, however, it is unlikely that one would have access to
an accurate model in every process case.
The four tuning methods will be compared with respect to IAE and Mst

for the batch of processes common in process industry, that was presented
in [Hägglund and Åström, 2004] and used to derive the AMIGO rules.
The integrating processes in the batch are left out of our study since the
Lambda tuning method does not handle such systems.
For each process in the batch, we have derived one 63%-rule FOTD

model to use with all tuning methods, as well as half-rule FOTD and
SOTD models to also use with the SIMC method. PI and PID controllers
were derived based on these models, after which Mst and IAE were de-
rived with respect to the nominal process. The IAE-values were com-
pared with the PI and PID controllers giving minimal IAE = IAEopt with
Ms = Mt = 1.4 for Lambda tuning, AMIGO, SWORD and Ms = Mt = 1.6
for the SIMC-methods. The measure 100⋅IAE/IAEopt was used to compare
performance to the optimal (100%).

3.2 Comparison

The results from the comparison of PI controllers are collected in Fig. 1.
The variation in both closed-loop robustness and performance is large for
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Figure 1. Comparison of the four different tuning methods for PI con-
trol. The upper plots compare robustness with respect to the nominal pro-
cess. The lower plots compare nominal closed-loop performance to optimal
performance given a robustness associated with the specific methods. 1/2
denotes controllers derived from half-rule models and 63% denotes con-
trollers given by 63%-rule models. Notice the log-scaled performance plot
for the Lambda method.

the Lambda method, even if we disregard delay-dominant processes. On
the other hand, it seems quite easy to predict both of them if the normal-
ized time delay, τ , is known. If SIMC+ is used together with the half-rule
(1/2), the robustness will vary roughly between 1.4 and 1.8. Assuming
use of 63%-rule (63%) models instead, the robustness will vary between
1.45 and 2.45, resulting in poor robustness for quite a few processes. The
variation in the performance of the SIMC+ method, on the other hand,
does not depend that much on the modeling method. Even though the
AMIGO method does not need as advanced models as SIMC+, the ro-
bustness varies less, between 1.2 ≤ Mst ≤ 1.5 with performance on par
with SIMC+. On the other hand, AMIGO does not come with a tuning
parameter like SIMC+, Lambda tuning and SWORD, which means that
one can not trade robustness for better performance and vice versa. Using
SWORD with a perfect process model gives controllers that are exactly as
good as the optimal controllers. However, if 63%-rule models are used, the
robustness will instead vary between 1.4 and 1.85. Notice that there is a
clear correlation between loss in robustness and gain in performance.
The results from the PID controller comparison are collected in Fig. 2.

Lambda tuning results in poor performance for τ < 0.3 and poor robust-
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Figure 2. Comparison of the four different tuning methods for PID con-
trol. The upper plots compare robustness with respect to the nominal pro-
cess. The lower plots compare nominal closed-loop performance to optimal
performance given a robustness associated with the specific methods. 1/2
denotes controllers derived from half-rule models. Notice that several plots
have log-scales.

ness for τ > 0.5. Since SIMC needs an SOTD model to work, we have
only used the half-rule for the comparison. The spread in both robustness
and performance is on par or better than AMIGO, but the need for a
good model is still very limiting for this method. For most processes, the
robustness of the AMIGO method is within ±0.2 from the design values
Ms = Mt = 1.4. Performance is good for τ > 0.3, but almost as widespread
as the Lambda method for τ ≤ 0.3. SWORD is obviously in need of a dif-
ferent modeling method than the 63%-rule.

3.3 Visions for better tuning methods

The comparison shows that there is a great deal of variation in both
robustness and performance for all four tuning methods. PI control can be
improved considerably and it is easy to understand why people in industry
hesitate to use PID control. Lambda tuning is intuitive and easy to use,
but varies too much in quality. The SIMC methods and SWORD needs
too accurate models to work properly and, while AMIGO is the best out
of the four tuning methods it still lacks a tuning variable. Clearly, there
is room for an improved tuning method.
A properly working SWORD method, with Mst close to the design

values and almost optimal IAE, would have great benefits. One could
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use Ms = Mt as a tuning variable and get much better control perfor-
mance than the other methods given the same maximum value of Mst.
The biggest challenge is to find a fast, robust and simple modeling tool
that provides good enough models for the tuning method to work. Step
response modeling seems to limit the four tuning methods and we will
therefore investigate possibilities to use relay modeling instead. The aim
is to handle tuning with robustness constraints from Ms = Mt = 1.4 to
1.8 and provide guidelines for autotuning of PI and PID controllers.

4. Model quality

Ideally, we would like a process model that preserves closed-loop robust-
ness as well as performance. For simplicity, we will focus on robustness in
this article and hope that good performance follows. We would thus like
our models to be as accurate as possible around the frequency for which
Mst is given with optimal control.
Assume that our relay test can give us process knowledge around a sin-

gle phase angle, φ ○, of the process, which should it be? Say that we derive
FOTD models (7) and SOTD models (8), with T1 = T2, using exact process
information about the static process gain, Kp, and around the phase φ .
The static gain is only used to simplify the modeling and we would have
preferred if the model was based only on information around φ . To see
how important the static gain information is, we have also investigated
models with a 10% static gain error, Pm(0) = 1.1Kp, and found little to
no difference in the results. Therefore, the rest of the study will assume
perfect knowledge about the static gain, Kp. Such FOTD and SOTD mod-
els were derived for phase angles φ = −105,−110, ...,−250,−255○ on a
representative subset of the process batch and SWORD was used to ob-
tain IAE-optimal PI and PID controllers for each model with the design
values Ms = Mt = 1.4. The closed-loop robustness Mst was calculated
for each relay-based model and the intervals of phase angles for which
1.35 ≤ Mst ≤ 1.45, were noted. Figure 3 shows these intervals for PI and
PID control. For PI control, only FOTD models were used and for PID
control SOTD models, with T1 = T2, were used for all processes except for
the FOTD processes. The red circles in the plots show the largest phase
angle, within the range of investigated φ , that satisfies the given robust-
ness interval, while the blue crosses indicate the least phase angle. All
process models within this interval will thus also satisfy the robustness
interval. For PI control, this means that all process models based on phase
angles between at least −105○ and −130○ will give accurate closed-loop
robustness. For PID control, the dependence is more complex, but prior
knowledge of τ can help.
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Figure 3. The plots (PI upper, PID lower) show phase angle intervals
between the blue crosses (lower boundary) and red circles (upper bound-
ary) for which the phase angle models need to be accurate to preserve Mst.
The green dash-dotted lines show reasonable phase angle functions φ(τ ).
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Given the information from the plots, we want process knowledge
somewhere around the phase angles

φ(τ ) = −125○, τ ∈ [0, 1] (9)

for PI control and

φ(τ ) = min(135τ − 235,−125)○, τ ∈ [0, 1] (10)

for PID control. These functions are plotted as green, dash-dotted, lines
in Fig. 3. The reason why the functions are closer to the lower boundary
(crosses) than the upper (circles) is because we want our tuning method
to work for Ms- and Mt-values larger than 1.4. Such closed-loop systems
will typically have greater bandwidth and should thus use lower values
of φ . In the next Section, we will show that these two choices of functions
are reasonable.

5. Results

Equation (9) was used to determine relay FOTD models for the whole
process batch in the same way modeling was carried out in Section 4. PI
controllers with Ms = Mt = 1.4, 1.6 and 1.8 were then determined through
SWORD and compared with IAE-optimal PI controllers for the same ro-
bustness values. The results are plotted in Fig. 4 and show that the choice
of the phase angle φ is almost perfect for PI control with Ms = Mt = 1.6.
The robustness varies between 1.58 ≤ Mst ≤ 1.62 and the performance
is within 10% higher than the optimum. For Ms = Mt = 1.4 the perfor-
mance variation is the same, but Mst varies between 1.4 ≤ Mst ≤ 1.45.
The design choice of Ms = Mt = 1.8, will also have reasonable variations
with 1.72 ≤ Mst ≤ 1.8 and IAE less than 30% worse than optimum. Notice
that for Ms = Mt = 1.4 we have slightly more aggressive controllers than
optimum, while for Ms = Mt = 1.8 we are more conservative.
PID control was handled in the same way as PI control, but with

equation (10) and SOTD models (T1 = T2) for all processes except the
FOTD processes. The results are shown in Fig. 5. For the design choice
Ms = Mt = 1.4 robustness varies between 1.37 ≤ Mst ≤ 1.53 and IAE
between 90 − 165% of the optimal. The corresponding values for Ms =
Mt = 1.6 are 1.57 ≤ Mst ≤ 1.80 and 80 − 165%, and for Ms = Mt = 1.8
they are 1.76 ≤ Mst ≤ 2.04 and 75−180%. The robustness variation is thus
almost the same in all three cases while performance variation is greater
for higher values of Ms and Mt. Thus, unlike PI control, both robustness
and performance deteriorates at the same time. Even so, the robustness
is kept within the boundaries for decent robustness 1.2 ≤ Mst ≤ 2.0 for
all cases except one.
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Figure 4. Results in terms of robustness (upper plot) and performance
(lower plot) when using SWORD to design PI controllers for the process
batch with three design choices, Ms = Mt = 1.4 (blue crosses), 1.6 (red
circles), 1.8 (green diamonds) on phase angle models derived using process
knowledge given by (9).
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Figure 5. Results in terms of robustness (upper plot) and performance
(lower plot) when using SWORD to design PID controllers for the process
batch with three design choices, Ms = Mt = 1.4 (blue crosses), 1.6 (red
circles), 1.8 (green diamonds) on phase angle models derived using process
knowledge given by (10).
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6. Conclusions

The comparison of the four tuning methods showed some severe short-
comings. For PI control, closed-loop robustness and performance varies a
lot, especially for the Lambda method. The SIMC and SWORD methods
need accurate models to work well and the AMIGO method lacks a tun-
ing parameter. Furthermore, none of the methods give satisfactory PID
control since the performance varies too much.
The biggest benefit of finding a method with less robustness variation

is that an increase in Ms and Mt will still guarantee the same Mst as
the other methods and at the same time improve the performance. Accu-
racy in performance will of course add further to this. We have focused
our study on a software-based tuning method because it can easily adapt
itself directly to the process when trying to find the optimal controller.
Finding a good tuning rule is hard because it needs to describe every
possible case, which is a difficult task especially for PID control. With
the optimization software one can also use robustness as a tuning vari-
able. Improving the robustness will thus give worse performance and vice
versa, which makes it possible to trade one for the other directly and still
guarantee good enough robustness. It is thus our belief that a robust soft-
ware optimization tool is the future for PI and PID tuning, the question
is just how it needs to be built to work properly.
Even if a really good PID software tool is available, it is imperative

that it is combined with a fast modeling method that provides good enough
models. In this paper, we have shown that the amount of process knowl-
edge needed for both less robustness and performance variation is quite
modest. An FOTD model (7) accurate around the phase φ = −125○, with
decent static gain knowledge, is enough to provide PI control very close
to optimum when used together with SWORD tuning on the whole pro-
cess batch. PID controller tuning is more complex since SOTD models (8)
are needed and because the necessary process knowledge depends on the
normalized time delay, τ . Adding a noise filter after the process modeling
will also alter τ , thus posing even greater demands on model accuracy.
Finding a tuning method that works for both PI and PID control will also
present a challenge since the suggested phase angles are different for the
two choices.
We have suggested use of relay-based modeling even though there is

little research done on relay methods for transfer function modeling. Work
by [Friman and Waller, 1997] as well as [Soltesz and Hägglund, 2011],
however, suggest that it should be possible to concentrate the relay tests
around the suggested phase angles by use of alternative strategies. One
important advantage of the relay test to other more advanced modeling
methods is that it is already implemented in many commercial control
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systems and thus readily used.
The main purpose of this article has been to show the potential for

future tuning methods rather than to present a method ready to use.
SWORD is our choice of design tool, but the ideas can be used together
with any other software-based tuning method. It may even provide guide-
lines for making better tuning rules for those who wish to continue on
that track. No matter the method, however, we think that the key to de-
velop a really good tuning method is to combine both modeling and design
in the research and find balance in model accuracy and tuning speed.
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Paper IV

Software-based optimal PID design
with robustness and noise
sensitivity constraints

Olof Garpinger Tore Hägglund

Abstract

Even though PID control has been available for a long time, there are
still no tuning methods including derivative action that have gained
wide acceptance in industry. Also, there is still no general consensus
for when one should use PID, PI or even I control on a process. The
focus of this article is to present a new method for optimal PID con-
trol design that automatically picks the best controller type for the
process at hand. The proposed PID design procedure uses a software-
based method to find controllers with optimal or near optimal load
disturbance response subject to robustness and noise sensitivity con-
straints. It is shown that the optimal controller type depends on max-
imum allowed noise sensitivity as well as process dynamics. The de-
sign procedure thus results in a set of PID, PI and I controllers with
different noise filters that the user can switch between to reach an
acceptable control signal activity. The software is also used to com-
pare PI and PID control performance with equivalent noise sensitivity
and robustness over a large batch of processes representative for the
process industry. This can be used to show how much a particular
process benefits from using the derivative part.

Submitted to Journal of Process Control.
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1. Introduction

The derivative part (D-part) of the proportional integral derivative (PID)
controller has been available for a long time, but most process control
applications still only exploit proportional and integral action. However,
process control experts like Shinskey [Shinskey, 1996, p 105], Isaksson
and Graebe [Isaksson and Graebe, 2002] agree that the derivative part
can add considerable value in many control applications. [Isaksson and
Graebe, 2002] lists several reasons why the D-part is seldom used in
industry:

• The D-part can lead to extensive control signal activity, i.e. high
noise sensitivity.

• The many ways in which the PID controller can be implemented
must be matched with the parameters given from the PID design
method.

• The lack of a simple four-parameter controller design method that
determines both the noise filter parameter and the controller pa-
rameters.

In [Garpinger and Hägglund, 2014] it is also pointed out that:

• High performing PID control requires better models than PI control.

First-order time-delayed models derived from step response tests were
for example shown to be especially unsuitable for the design of PID con-
trollers on lag-dominated processes and could simultaneously lead to poor
robustness and performance.
The most common way to handle noise sensitivity in industry is to

low-pass filter either the derivative part alone or the whole measurement
signal. The filter is typically designed either before or after the modeling
experiments and controller design. Both approaches have their disadvan-
tages. With the first method it is difficult to decide on a reasonable filter
without knowing how it affects the closed-loop dynamics. In the latter
method the final controller will be different from the one designed, which
could lead to worse robustness and performance than intended. As [Isaks-
son and Graebe, 2002] points out, the filter should ideally be designed at
the same time as the PID controller parameters. However, there are still
few methods that support such an approach and none of these have gained
wide acceptance in industry. This is also one of the reasons why the D-
part is so seldom used. In this article we will argue that software-based
optimal PID design has several advantages over commonly used tuning
rules like Lambda and IMC tuning [Dahlin, 1968; Rivera et al., 1986],
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especially when designing the D-part and low-pass filter. In Section 7 we
summarize both advantages and disadvantages of both approaches with
respect to the results presented in this article.
Several studies, like [Åström et al., 1998; Panagopoulos et al., 2002;

Hast et al., 2013; Alfaro and Vilanova, 2013], exploit constrained opti-
mization to determine the PID parameters, but their main objective was
not to explore the noise sensitivity problem. Other studies like [Nordfeldt
and Hägglund, 2006; Oviedo et al., 2006; Harmse et al., 2009; Sadegh-
pour et al., 2012], present software tools that can be readily used for
constrained optimization of the PID parameters, but they too are little
concerned with the noise sensitivity problem. In [Romero Segovia et al.,
2014a; Romero Segovia et al., 2014b] second-order measurement filters
are designed in combination with three common tuning rules for PID
control. The authors relate trade-offs for performance, robustness and
noise sensitivity to find tuning rules such that the filter has little influ-
ence on the original, unfiltered, control performance and robustness. A
similar method is presented in [Leva and Maggio, 2011] where ideal PID
parameters, given by an arbitrary design method, are converted into a
PID with derivative filter. The filter is chosen in relation to closed-loop
cut-off frequency or high-frequency gain such that the effect on nominal
performance and robustness is limited. However, neither of these meth-
ods [Romero Segovia et al., 2014a; Romero Segovia et al., 2014b; Leva
and Maggio, 2011] use controller optimization. The methods presented in
[Kristiansson and Lennartson, 2002; Kristiansson and Lennartson, 2006],
on the other hand, use constrained optimization to find several tuning
rules for both the PID parameters and the noise filter. They too choose
the filter time constant such that performance is barely affected. Stud-
ies by [Šekara and Mataušek, 2009; Larsson and Hägglund, 2011; Micić
and Mataušek, 2014] show how constrained optimization can be used to
design PID controllers and noise filters of different orders. These meth-
ods only describe how the optimization can be carried out, they do not
include derivation of tuning rules nor do they present any software tools
for solving their respective optimization problems.
In this article we will base our method for design of PID controllers

and noise filters on the one presented in [Garpinger, 2009]. The original
idea uses the MATLAB® toolbox presented in [Garpinger and Hägglund,
2008] to solve a constrained optimization problem for design of robust
PID controllers. The noise filter time constant is fixed each time a new
controller is designed and the closed-loop noise sensitivity is constrained
through repeated PID design. In this method there is no need to keep
the performance close to the unfiltered, nominal, case. An increase of
the filter time constant does not affect the robustness like it would in the
earlier mentioned methods [Romero Segovia et al., 2014a; Romero Segovia
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et al., 2014b; Leva and Maggio, 2011; Kristiansson and Lennartson, 2002;
Kristiansson and Lennartson, 2006]. Noise sensitivity is measured by the
gain in variance from measurement noise to control signal and Simulink®

simulations are used to calculate this measure by use of process noise
data. In this study we will determine a set of PID, PI and I controllers that
the user can switch between to select the best performing controller that
still gives an acceptable level of control signal variation. Noise sensitivity
is thus only defined by the variation of the control signal such that there is
no need to collect noise data nor to model the noise in any other way. The
user can thus find a preferred controller only through use of the software
and visual feedback of the control signal activity. In this article, we also
show that the preferred controller type follows naturally from the trade-off
between performance and noise sensitivity, given a fixed robustness level.
While the optimization toolbox solves an optimization problem that is not
concerned with noise sensitivity, we show that repeated PID design give
optimal or near optimal controllers also with noise sensitivity in mind. The
noise sensitivity for which the transition from PID to PI control occurs
is shown to depend on the process dynamics. By plotting the relative
performance between PID and PI control for different noise sensitivities,
we can also reveal how much or how little a process benefits from using
derivative action.

2. Theoretical background

2.1 The closed-loop system

The closed-loop system in Fig. 1 will be used to set up a constrained
optimization problem for design of PID controllers. The process, P(s), is
manipulated by a controller, C(s), such that the controlled variable, z, is
kept as close as possible to a set-point, r, in order to minimize the control
error, e. The process is affected by a load disturbance, d, on the process
input. The measurements of the controlled variable, y, typically contain
noise, n, and are fed through a low-pass filter, F(s), to keep the noise
sensitivity of the control signal, u, low.
The choice of letting the load disturbance act on the process input is

supported by e.g. [Shinskey, 1996, p 5] that claims that this is the usual
case in process control. For research on the output disturbance case, see
e.g. [Alcántara et al., 2013] and [Garpinger et al., 2014].

2.2 Controller transfer functions

While some process control applications benefit less from the integrator
part, we have chosen to focus on the majority that does. Therefore, we
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Figure 1. A load disturbance, d, measurement noise, n, and set-point,
r, act on the closed-loop system with process P(s), PID controller C(s) and
measurement filter F(s).

will consider I, PI and PID controllers in this article. The I controller

CI(s) =
ki

s
(1)

is the easiest to characterize since it only has one parameter, the integral
gain ki. This is also the simplest controller that will ensure zero steady
state error after a step load disturbance d. The PI controller

CPI(s) = K ⋅

(

1+ 1
Tis

)

(2)

has two parameters, the proportional gain K and the integral time Ti.
We have chosen to study the parallel form of the PID controller

CPID(s) = K ⋅

(

1+ 1
Tis

+ sTd
)

, (3)

which adds a derivative part to the PI controller with the derivative
time Td. The series form is another parametrization of the PID controller
which is convenient for design based on lead-lag compensation, see e.g.
[Franklin et al., 2010]. The parallel form is, however, more general since
the controller can have complex zeros. Hägglund and Åström [Hägglund
and Åström, 2004] among others have previously shown that this is pre-
ferred for many processes. For conversion formulas between some common
PID controller forms, see [Alfaro and Vilanova, 2012].
The low-pass filter is an important component of the PID controller

since the derivative part is very noise sensitive. There are several ways
in which filtering can be implemented, but it is common practice to use
filters of order one either on the derivative part alone or on the whole
measurement signal, see e.g. [Isaksson and Graebe, 2002; Sadeghpour
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et al., 2012; Leva and Maggio, 2011; Kristiansson and Lennartson, 2002;
Šekara and Mataušek, 2009]. An advantage with the measurement signal
filter is that one can design controllers for the combination P(s)F(s). We
have thus chosen this approach, but decided to use a second-order filter

FPID(s) =
1

(sT f )2/2+ sT f + 1
, (4)

for PID control in order to guarantee amplitude roll-off for high fre-
quencies. Some other studies [Larsson and Hägglund, 2011; Micić and
Mataušek, 2014; Garpinger, 2009; Romero Segovia et al., 2013] also ex-
plore higher-order low-pass filters for PID control. For PI control we have
chosen to use a first-order filter

FPI(s) =
1

sT f + 1
, (5)

also for the sake of high-frequency roll-off. The filter time constant T f is
the only parameter that needs to be set in both FPI and FPID . They would
have been more general with two or more parameters, but this form was
chosen to keep the amount of controller parameters as low as possible.
FPID has two complex poles with relative damping ζ = 1/

√
2, which is the

smallest damping ratio for which there is no amplitude increase caused by
the filter. Larsson and Hägglund [Larsson and Hägglund, 2011] showed
that the filters FPI and FPID are well suited for the closed-loop system in
Fig. 1 and that filters of lower and higher order are not likely to give any
performance benefits for equivalent noise sensitivity when using white
Gaussian noise. I control has natural roll-off, so FI(s) = 1.

2.3 Constrained optimization for PID design

Closed-loop requirements typically include specifications on load distur-
bance attenuation, set-point tracking, robustness to process uncertainty
and measurement noise sensitivity. Set-point and load disturbance con-
trol can be handled separately as shown in e.g. [Åström and Hägglund,
2005]. Furthermore, Shinskey [Shinskey, 1996, p 11] indicates that most
set-points remain constant in continuous process control. For these two
reasons we have chosen to focus on load disturbance attenuation, robust-
ness and noise sensitivity in this article, leaving the set-point r = 0.
We choose to minimize the integrated absolute error (IAE)

IAE =
∞
∫

0

pe(t)pdt (6)
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during a unit step load disturbance, to optimize closed-loop performance.
The variable t denotes time in [s] and the IAE-value is equal to the total
area of the load disturbance response. Shinskey [Shinskey, 1996, p 17]
points out that the IAE is a valuable performance measure since it can
be related to the economic cost of adding either too much or too little of an
expensive ingredient. Other criteria for control performance such as the
integrated square error, ISE, and the integrated time-weighted absolute
error, ITAE, have also been suggested by e.g. [McMillan, 1983; Marlin,
1995].
According to e.g. [Åström and Hägglund, 2005, pp 112–116] and [Zhou

and Doyle, 1998, pp 142–143] robustness can be captured by the sensitivity
function

S(s) = 1
1+ P(s)C(s)F(s) , (7)

and the complementary sensitivity function

T(s) = P(s)C(s)F(s)
1+ P(s)C(s)F(s) . (8)

We choose to set robustness constraints on the maximum values of these
functions

pS(iω )p ≤ Ms, pT(iω )p ≤ Mt, ∀ω ∈ R
+, (9)

where ω is the frequency in [rad/s] and R
+ denotes the set of all non-

negative real numbers. As shown in [Åström and Hägglund, 2005, pp 116–
117] this corresponds to the open-loop Nyquist curve of P(iω )C(iω )F(iω )
not entering the Ms- or Mt-circles shown in Fig. 2. The circles expand
with decreasing values of Ms and Mt, resulting in greater closed-loop ro-
bustness. Ms- and Mt-values ranging between 1.2 and 2.0 give reasonable
robustness and correspond to gain margins between 6 and 2, as well as
phase margins between 49○ and 29○.
Large control signal activity generated by measurement noise could

cause undesirable actuator wear and tear. The transfer function from
measurement noise to control action is

Sc(s) =
C(s)F(s)

1+ P(s)C(s)F(s) , (10)

and its impact depends on many factors, with the controller parameters
and low-pass filter being particularly important. In this article we have
chosen to constrain the H2-norm of Sc(s)

qSc(s)q2 ≤ κu, (11)
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Figure 2. The robustness constraints in (9) are fulfilled if the open-loop
Nyquist curve (solid) does not enter the Ms-circle (dashed) or the Mt-circle
(dash-dotted).

to limit closed-loop noise sensitivity with κu as the upper limit of con-
trol signal variation. qSc(s)q2 can be directly related to the control signal
magnitude via the control signal standard deviation due to measurement
noise, σu, which should be easy for practitioners to relate to. To determine
σu we must also know the characteristics of the measurement noise, for
example its power spectral density. For the purpose of analysis we will,
therefore, assume continuous-time white Gaussian measurement noise
with unit spectral density. qSc(s)q2 is derived using the integral formula

qSc(s)q2 =

√

√

√

√

√

1
2π

∞
∫

−∞

pSc(iω )p2dω . (12)

For real processes, where the noise characteristics is typically different, it
makes more sense to use σu as the measure of noise sensitivity. However,
one of the biggest advantages with the proposed PID design procedure, is
that there is no need to derive σu explicitly for real processes. See Section
5 for more information on this.
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Taking all three criteria of performance, robustness and noise sensitiv-
ity into consideration, we can now formulate a constrained optimization
problem

minimize
K ,Ti,Td,T f∈R+

∞
∫

0

pe(t)pdt,

subject to pS(iω )p ≤ Ms,
pT(iω )p ≤ Mt, ∀ω ∈ R

+,

qSc(s)q2 ≤ κu,

(13)

which can be used to design any of the controllers C(s) given in Eqs. (1–
3) as well as the filters in Eqs. (4–5). However, the non-convexity of this
optimization problem makes it difficult to solve directly.

2.4 A software tool for robust PID design

A MATLAB®-based software tool for robust PID design was presented in
[Garpinger and Hägglund, 2008]. This tool solves a modified version of
Eq. (13) without the noise sensitivity constraint

minimize
K ,Ti,Td∈R+

∞
∫

0

pe(t)pdt,

subject to pS(iω )p ≤ Ms,
pT(iω )p ≤ Mt, ∀ω ∈ R

+,

pS(iω s)p = Ms, and/or
pT(iω t)p = Mt,

(14)

where ω s are frequencies for which the open-loop frequency response is
tangent to the Ms-circle and vice versa for ω t and the Mt-circle. Either
ω s or ω t could be an empty set, but not simultaneously. As a direct result
of these additional equality constraints at least one of the inequality con-
straints will be active, thus forcing the Nyquist curve to touch either one
or both robustness circles. This makes the optimization problem easier to
solve than the problem with only inequality constraints. The drawback is
that there could be a controller with greater robustness that yields better
performance. Several studies by [Garpinger, 2009; Garpinger et al., 2014;
Grimholt and Skogestad, 2012] do, however, indicate that the solution
to the optimization problem (14) is, in most cases, optimal also without
equality constraints just as long as the robustness is reasonable with Ms
and Mt roughly below 1.8. The low-pass filter time constant, T f , is fixed in
this optimization problem such that we design controllers for the process
and filter combination P(s)F(s).
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We have chosen to call this PID controller tuning method Software-
based optimal robust design (SWORD). The software tool needs a stable
linear process model as well as specified values of Ms, Mt and T f to work.
The optimization problem is solved using a simplex-based algorithm called
the Nelder-Mead method, see e.g. [Walters et al., 1991; Lagarias et al.,
1998]. The simplex propagates through the space of (Ti,Td) for PID control
and (Ti) for PI control. The proportional gain K is chosen such that each
open-loop Nyquist curve fulfills either or both equality constraints. The
IAE-value is derived through Simulink® simulations for every controller
that the algorithm propagates through. More detailed descriptions of the
program are given in [Garpinger, 2009; Garpinger and Hägglund, 2008].
The software tool is freely available at:

http://www.control.lth.se/project/PID

2.5 A process batch for controller evaluation

A batch of 134 stable processes with monotonous step responses, represen-
tative for the process industry, was presented in [Hägglund and Åström,
2004]. These processes will be utilized here to show which types of pro-
cesses have the greatest benefit of the derivative part of the PID con-
troller. The nine different process types from the batch can be found in
Fig. 3, while the parameter values used are the same as in [Hägglund and
Åström, 2004]. Each process has been assigned a symbol in the figure that
will later be used in plots.
Notice that the process gains will affect the value of qSc(s)q2. According

to [Shinskey, 1996, p 99] many processes have static gains in the range
1−10. It is reasonable to believe, however, that integrating processes (like
P6) could have much smaller integral gains e.g. for large tanks. In this
article we have chosen to set both static and integral process gains to 1 for
the batch. Like the characteristics and intensity of the noise, we believe
that these gains vary more or less randomly from process to process. In our
controller comparisons in Section 6, we will make conclusions with regards
to this assumption. However, processes with e.g. high noise intensity, a
sensitive actuator or small process gain, will always be more sensitive to
noise throughput.
The processes in Fig. 3 will be approximated with first-order time-

delayed (FOTD) models

Pm(s) =
Kp

sT + 1 e
−sL, (15)

in order classify them using the normalized time delay,

τ = L

L + T , (16)
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Figure 3. Test batch of processes representative for the process industry.
The parameter values used are the same as in [Hägglund and Åström,
2004]. Notice that each type of process has been assigned a symbol in
parenthesis.

which ranges from 0 to 1. We define a process as lag-dominated if 0 ≤ τ ≤
0.2, balanced if 0.2 < τ < 0.7, and delay-dominated if 0.7 ≤ τ ≤ 1.0. The
FOTD model parameters have been derived through step response tests
using the 63%-rule, described in e.g. [Garpinger and Hägglund, 2014]. In
this article we will mainly run SWORD with the actual process models,
not the FOTD models. The principal reason for doing so is because we
want to analyze the control at its maximum potential, using other models
would lead to comparisons that has as much to do with the modeling
method as it has to do with controller design. In Section 5, however, we
will briefly comment on why the step response models should not be used
together with SWORD. For a more thorough discussion on modeling for
optimal PID control, see [Garpinger and Hägglund, 2014].
We will use three processes from the batch to further analyze the

trade-offs between performance, robustness and noise sensitivity. The first
process

PI(s) =
1

(s+ 1)(0.1s+ 1)(0.01s+ 1)(0.001s+ 1) , (17)

is lag-dominated (τ = 0.067), the second process

PI I(s) =
1

(s+ 1)4 , (18)
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is balanced (τ = 0.33), and the third process

PI I I(s) =
e−s

(0.05s+ 1)2 , (19)

is delay-dominated (τ = 0.93).

3. Performance and noise sensitivity trade-off

In Section 5 we suggest a PID design method where robustness is set to
a fixed value M = Ms = Mt, with Ms equal to Mt for simplicity. For now,
we will assume M = 1.4, see Section 4 for a discussion on how the ro-
bustness level affects PID controller design. The filter time constant, T f ,
is varied to create a set of controllers given by the SWORD method. Fig-
ure 4 shows how the IAE-value depends on qSc(s)q2 for an example set of
PID controllers on the process PI I(s), (18). As pointed out in [Garpinger,
2009], there is little to gain in terms of performance for small values
on T f , but it costs a lot in terms of noise sensitivity. For low values on
qSc(s)q2 the opposite holds, where decreasing noise sensitivity quickly de-
teriorates performance. A good trade-off between performance and noise
sensitivity for the curve in Fig. 4 would be to choose the controller that
gives qSc(s)q2 ( 10. A different approach is to pick the controller that re-
sults in a specified maximum allowed noise sensitivity, κu. Figure 5 shows
how performance (top plot) and noise sensitivity (bottom plot) depend on
T f . The filter has a major impact on the PID controller and the closed-
loop performance for filter time constants roughly between T f = 0.1− 10.
In discrete-time control, sampling will also act as a filter which will limit
the best possible performance and the maximum noise sensitivity, see e.g.
[Garpinger, 2009].
The transfer functions of the controller and filter combinations will be

CI , CPIFPI and CPIDFPID . As the filter time constant T f increases, the
PID controller will gradually become similar to a PI controller, while the
PI controller becomes similar to an I controller. The PI and PID forms
are fundamentally different since the PI controller will not use a second-
order filter and because it has no D-part. However, in order to simplify
our analysis we will say that the combination CPIDFPID becomes a PI
controller when its proportional, derivative and filter parts

K ⋅ (1+ sTd) ⋅
1

(sT f )2/2+ sT f + 1
, (20)

have no phase greater than 0○, i.e. if

arctan(ωTd) − arctan
(

ωT f
1− 0.5ω 2T2f

)

≤ 0,∀ω ∈ R
+. (21)
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Figure 4. Varying the filter time constant T f in SWORD, for a given
robustness M = Ms = Mt, results in a set of controllers, in this case PID.
For the balanced process PI I(s) and M = 1.4 both performance and noise
sensitivity will decrease along the curve as the filter time constant T f
increases. Values of T f are indicated in the plot.

The phase will always be zero for ω = 0. The arctangent function is
monotonically increasing and the order of the filter is higher than that
of a PD controller. Thus, (21) is only true if the phase has no more zero
crossings, i.e. if

Td =
T f

1− 0.5ω 2T2f
, (22)

has no solution. Solving (22) with respect to ω gives

ω =
√
2
T f

√

1− T f
Td
, (23)

which only has a solution ω > 0 if Td > T f . Therefore, our PID con-
trollers will be called PI controllers if T f ≥ Td. Notice that Td ,= 0 when
this happens. As T f increases, the PI and PID forms in (2) and (3) will
eventually converge to the same I controller (1) when the zeros of the
controllers cancel the poles of the filters. This effect can be seen in Fig. 5
for the PID case, where the performance and noise sensitivity curves are
almost flat for T f > 10. Notice that the filter time constant for the PI
controller will not be the same as for the PID controller at this point.
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when they are defined as PI controllers, i.e. when T f ≥ Td. PI (left) and
PID (right) values of T f are indicated in the plot.

In [Garpinger, 2009], optimal Youla parametrized controllers of high
order were derived for almost the same optimization problem as (13). It
was shown that the optimal controller type depends on the maximum al-
lowed noise sensitivity. Higher-order controllers are preferable for higher
noise sensitivity, while PID, PI and even I controllers become optimal as
the maximum noise sensitivity limit is gradually decreased. It was also
shown in the same thesis that for a certain value on qSc(s)q2, the PI con-
trollers from SWORD become better than the PID controllers. Figure 6
shows this effect, which stems from the different controller forms. The
set of PID controllers (3) are shown as the solid line in the figure, while
the set of PI controllers (2) are given by the dashed line. The PID con-
trollers become PI controllers (T f ≥ Td) almost at the same point as the
PI form becomes better than the PID form, around qSc(s)q2 = 0.48. As
the two controller sets approaches qSc(s)q2 = 0.29, they both converge to
the same I controller. If the noise sensitivity is still higher than specified
at this point, we suggest that the user switch to an I controller and de-
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crease the integral gain ki until qSc(s)q2 is small enough. We will explain
why in Section 4. The relative performance gain from using a PID con-
troller depends on the maximum allowed noise sensitivity. If we can allow
qSc(s)q2 = 10, the IAE-value for PI control is up to 80% higher than for
PID control, while for qSc(s)q2 = 1 the IAE value is 16% higher. These
trade-off curves will help us determine which processes have the biggest
benefits from the D-part. They will also show us when to switch from PID
to PI, and finally from PI to I control.

4. Controller optimality and robustness level selection

The SWORD method is used to design PI and PID controllers with differ-
ent values on T f . This is done by solving the optimization problem (14)
with the given controller forms (2) and (3). But, how close to optimal
will the set of controllers be with respect to the full optimization problem
(13) and how will different choices of the robustness level M affect the
design? In Section 2.4 we have already reasoned why controllers that give
active robustness constraints in most cases also give the same solution
as optimization without equality constraints. However, we still need to
examine how close the set of controllers with different T f and fixed ro-
bustness M = Ms = Mt are to the optimal of (13) for different κu. The
lag-dominated, balanced and delay-dominated processes PI(s) − PI I I(s)
(17–19) will be used to represent the batch of processes in Fig. 3, which
is motivated in [Garpinger et al., 2014]. Varying T f and M we can find all
controllers that could possibly solve (13). To be sure we have found the
optimal controller, however, there are two conditions that needs to be ful-
filled. First of all, the performance and noise sensitivity trade-off curves
should be monotonically decreasing with qSc(s)q2, i.e. as T f decreases.
Otherwise, we could miss controllers with both better performance and
lower noise sensitivity unless we examine a set of controllers large enough
to find these local minima. Secondly, we should beware that the trade-off
curves do not intersect each other for different values on M , or else there
are controllers with higher robustness that give better performance for the
same noise sensitivity. To investigate whether or not we can expect any
of these two cases when using SWORD, we have chosen to plot the trade-
off curves for PI(s) − PI I I(s) with the different robustness constraints
M = 1.2, 1.25, 1.3, 1.35, 1.4, 1.45, 1.5, 1.55, 1.6.
We will define our controllers as PID controllers if they have the form

(3) and T f < Td. PID controllers with T f ≥ Td and PI controllers (2) will
be defined as PI controllers until they converge to the same I controller for
high enough values on T f . Thereafter, all controllers will be I controllers
with different integral gains ki.
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The top plot of Fig. 7 shows the nine, tightly packed, trade-off curves
for the lag-dominated process PI(s). Blue dash-dotted curves indicate PID
controllers, green solid lines PI controllers, and red dashed curve I con-
trollers. Notice that the IAE-value generally decreases as M increases.
A closer look at the trade-off curves shows that they are all monoton-
ically decreasing. Several of the curves with the highest M -values do,
however, intersect each other when the PI controllers are close to become
I controllers. The largest relative difference in performance due to these
intersections is found between the curves for M = 1.4 and 1.6. The latter
has an IAE-value 20% higher than the former at the qSc(s)q2-value where
it becomes an I controller. Even so, we think it is fair to say that almost
all controllers derived in the nine sets are optimal or at least near optimal
for the full optimization problem (13).
The trade-off curves for the balanced process PI I(s) are shown in the

middle plot of Fig. 7. Notice that the span of PI controllers is narrower
than for the lag-dominated process in the top plot of Fig. 7. This indicates
that we gain more from using the D-part on this balanced process. Similar
to the lag-dominated process, all curves are monotonically decreasing with
qSc(s)q2. Some curves still intersect each other, but they are both fewer
and give less relative increase in IAE compared to PI(s).
The delay-dominated process PI I I(s), has PID trade-off curves that

are not monotonically decreasing. While this can be handled with our
suggested method by collecting a large enough set of controllers, we have
chosen to only consider the trade-off curves given by PI and I controllers.
Several studies have reported that derivative action has practically no
benefit for delay-dominated processes, see e.g. [Hägglund and Åström,
2004], and we will add further evidence to this standpoint in Section 6.
The nine trade-off curves for PI I I(s) are presented in the bottom plot
of Fig. 7. Notice that the highest obtainable noise sensitivity is naturally
lower than for PID controllers. All nine trade-off curves are monotonically
decreasing and the relative IAE loss due to intersecting curves is lower
than for both PI(s) and PI I(s).
Given the three examples, we now conclude that our suboptimal rou-

tine for the optimization problem (13) gives either optimal or close to op-
timal control for these three processes representing lag-dominated, bal-
anced and delay-dominated processes. At least for the case with white
Gaussian noise. Figure 7 also reveals that trade-off curves for higher
robustness are generally above those for lower robustness. This means
that M should always be set as high as possible to optimize performance,
given that the user can still feel comfortable with the choice. Notice that
the qSc(s)q2-value for which the PID to PI controller transition occurs
decreases as the robustness increases. This has to do with the PID con-
trollers having lower gains for higher robustness.
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Figure 7. Performance and noise sensitivity trade-off curves for the
processes PI(s) (top), PI I(s) (middle) and PI I I(s) (bottom) with M =
1.2, 1.25, 1.3, ..., 1.6. Blue dash-dotted curves indicate PID controllers, green
solid lines show PI controllers and red dashed curves I controllers. Notice
that the trade-off curves with higher relative IAE-values have lower rela-
tive values on M .
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5. PID design procedure

In this section we will introduce our proposed software-based PID design
method for real processes. Given the information in Sections 3 and 4, we
suggest the following procedure:

1. Determine a process model and specify a maximum allowed robust-
ness measure M = Ms = Mt. For example M = 1.4.

2. Find an initial controller along the trade-off curve and employ it on
the process.

3. Derive a set of controllers along the trade-off curve by adjusting T f
for PI and PID control and ki for I control.

4. Use e.g. a control knob for online selection of controllers along the
set until finding the best controller that keeps the high-frequency
control signal variations below a maximum allowed level.

The same set of controllers can be used to detune the controller if it is
deemed too aggressive. Here we suggest use of the SWORD method to
find the set of controllers, but it should be possible to use roughly the
same steps with other methods, e.g. the one presented in [Hast et al.,
2013]. Steps 1–3 should be easy enough to automate, but the fourth step is
preferably carried out manually. The initial controller could be determined
in several ways. If the process is either lag-dominated or delay-dominated
one option is to start with the I controller that gives the chosen robustness
M . If the process is balanced, one can instead find the best PI controller
along the trade-off curve, i.e. at the transition to PID controllers. The set
of controllers could initially contain somewhere between 10 to 20 different
controllers, with the possibility to expand it if desired. It can be expected
to take somewhere between 2–10 minutes to find the entire set of con-
trollers with SWORD on a computer with reasonable performance. If the
set of controllers is dense enough, parameters could also be interpolated
in order to derive a continuous set of parameters. The final controller
can be chosen either by visual feedback of the control signal level or by
finding a controller for which the losses in performance and noise sen-
sitivity are balanced. There should also be some information to the user
on how much of the nominal performance is lost when selecting different
controllers from the set.
We will illustrate the design procedure with an example. Assume that

we want to find a controller for the balanced process PI I(s) that gives
good closed-loop performance with the constraints that M = 1.4 and the
control signal amplitude should be roughly below 5. Using SWORD on
PI I(s) we derive an initial PID controller with T f = 0.5, called PID1.
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Table 1. A set of PID, PI and I controller parameters derived for the
process PI I(s) using the constraint M = 1.4 in SWORD.

Controller K Ti Td ki T f IAE qScq2
PID1 0.84 2.32 1.36 - 0.50 3.47 3.31
PID2 0.72 2.39 1.43 - 0.78 4.10 1.61
PID3 0.59 2.59 1.75 - 1.50 5.40 0.70
PI1 0.39 2.57 - - 1.00 7.34 0.40
PI2 0.47 4.29 - - 3.70 9.10 0.31
I1 - - - 0.05 - 20.00 0.17

The reason for choosing an initial PID is just to show monotonous de-
creases in both control signal activity and control performance. The top
plot of Fig. 8 shows the performance and noise sensitivity trade-off plot for
PI I(s). PID1 is marked with the blue triangle furthest to the right in the
trade-off curve. This controller results in the solid blue load disturbance
response in the middle plot and the control signal noise response furthest
to the left (0–200 seconds) in the bottom plot. The measurement noise re-
sponse was simulated in MATLAB® Simulink® using band-limited white
measurement noise with unit spectral density and a sampling period of
h = 0.01 seconds. From this response, we see that the control signal am-
plitude is greater than our specification allows. Next we derive five more
controllers, two PID controllers with T f = 0.78 (PID2) and T f = 1.50
(PID3), two PI controllers with T f = 1.00 (PI1) and T f = 3.7 (PI2), as
well as an I controller (I1) with ki = 0.05. This gives us a total set of six
controllers with the parameters, IAE and qSc(s)q2-values given in Table 1.
In Fig. 8 (top plot) the PID controllers are marked with blue triangles,
PI controllers with green squares and the I controller with a red circle.
The load disturbance responses are collected in the middle plot with the
same color scheme as the top plot. I1, PI1 and PID1 are marked with solid
lines, PI2 and PID2 with dash-dotted lines, while PID3 is marked with a
dashed line. The measurement noise responses are shown within the time
intervals: 0− 200 (PID1), 200− 400 (PID2), 400− 600 (PID3), 600− 800
(PI1), 800−1000 (PI2), and 1000−1200 seconds (I1). Since PID2 satisfies
our noise sensitivity specification of a control signal amplitude roughly
below 5, we finally select this controller for our process.
Notice that we have used a perfect model of PI I(s) in the example. In

[Garpinger and Hägglund, 2014], it was pointed out that SWORD should
not be combined with FOTD models derived from step responses, as de-
scribed in the same paper. For the process batch in Fig. 3, such models
result in robustness values on Ms and Mt between 1.4− 2.3 for the choice
of M = 1.4. For the previous example, the resulting Ms-values would be
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Figure 8. Given the process PI I(s) and the constraint M = 1.4, the
performance and noise sensitivity trade-off curve is shown in the top plot
where the six different controllers in Table 1 are marked with triangles
(PID), squares (PI) and a circle (I). The load disturbance and control signal
noise responses are shown in the middle and bottom plots respectively. PID
controllers are shown in blue, PI controllers in green and the I controller
in red. From this information, the user can select the best performing
controller that gives the maximum acceptable noise sensitivity.
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1.70 (PID1), 1.65 (PID2), 1.58 (PID3), 1.55 (PI1), 1.47 (PI2), 1.17 (I1).
In [Garpinger and Hägglund, 2014], it is also shown that the same step
response models work poorly together with PID tuning rules like Lambda
tuning [Dahlin, 1968], AMIGO [Hägglund and Åström, 2004] and SIMC
[Skogestad, 2003]. It is thus highly desirable to find modeling methods
that work well together with PID design methods.

6. Benefits of the derivative part

As we could see in Fig. 7, the qSc(s)q2-values for which the transitions
between PID, PI and I controllers occur depends on the process and the
robustness constraints. To investigate which processes have the most to
gain from using the D-part of the PID controller, we will assume a ro-
bustness of M = 1.4 and examine where the controller transition from
PI to PID occurs for the processes in Fig. 3. We will also compare the
performance of the PI and PID controllers for qSc(s)q2 = 0.7, 2, 10, which
will be referred to as low, medium and high noise sensitivity respectively.
Hägglund and Åström [Hägglund and Åström, 2004] used the in-

tegrated errors of PI and PID controllers derived with the method in
[Panagopoulos et al., 2002] to show which processes in the test batch have
the most to gain from using the derivative part. This study showed that
lag-dominated processes have the most to gain from using the D-part
although the variation in relative performance increase is large. These
controllers were, however, designed without any filter or noise sensitivity
constraint. A PID/PI performance plot, similar to the one in [Hägglund
and Åström, 2004], could be made with SWORD if it is run with low values
on the filter time constant T f , but we believe that the addition of a noise
sensitivity constraint is the key to reveal when the control really benefits
from the D-part. Figure 9 shows how the value of qSc(s)q2 for which the
PI controller is as good as the PID controller, qSc(s)q2 = κ eq, varies with
normalized time delay τ over the process batch. Most processes seem to
follow the same general pattern that κ eq increases as τ decreases. This
shows that many lag-dominated processes should be controlled with PI
controllers even if we can allow relatively high values on the noise sensi-
tivity. There are, however, some processes that deviate from this pattern.
The integrating processes in P6 with τ = 0 have low values on κ eq, sug-
gesting that they have a lot to gain from the D-part. The second-order
time-delayed processes with identical poles, P2 in the same figure, obtain
the smallest values on κ eq as τ decreases. This indicates that they too will
benefit a lot from the D-part. The processes in P3 that resembles second-
order processes, P4, and P8 with larger values on α also have slightly
lower κ eq than most other processes.
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Figure 9. Variation of the noise sensitivity for which PI controllers per-
form equally well to PID controllers, qSc(s)q2 = κ eq, with normalized time
delay τ . The different symbols are associated with the processes of the
batch as shown in Fig. 3.

The SWORD method gives either a PI or a PID controller and it is
useful to know when to switch from PID to PI form. Figure 10 shows
how T f /Td, for which the PI form in (2) performs equally well to the
PID form (3), varies with normalized time delay τ . The function f (τ ) =
0.43τ 2 + 0.45τ + 0.78 is marked as a dashed green line in the figure and
provides a lower limit for the test batch. If the ratio between T f and Td
surpasses this function, one should start comparing PID controllers with
PI controllers or perhaps even switch over to PI control altogether.
While Fig. 9 indicates which processes have the best potential to ben-

efit from the D-part, it says nothing about the relative performance gain
one can expect when going from PI to PID. To give a measure of this, we
have calculated the IAE-values of the PI and PID controllers for three spe-
cific noise sensitivities, qSc(s)q2 = 0.7, 2 and 10. These will correspond to
low, medium and high noise sensitivity. This study covers the whole test
batch, but we will start by looking at the process types P1 and P2. Fig-
ure 11 shows the relative performance loss in using PI control compared
to PID control for the first-order time-delayed processes P1. The circles
along the red line show the ratios for qSc(s)q2 = 0.7, the green squares
show the same for qSc(s)q2 = 2, and the blue triangles show the benefits
for qSc(s)q2 = 10. For the low noise sensitivity, there is nothing to gain for
any of the processes in P1. With medium noise sensitivity, processes with
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PID control for the first-order time-delayed processes in P1 when the noise
sensitivity is qSc(s)q2 = 0.7 (red circles), qSc(s)q2 = 2 (green squares) or
qSc(s)q2 = 10 (blue triangles).
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Figure 12. The relative performance loss from using PI control instead
of PID control for the second-order time-delayed processes in P2 when
the noise sensitivity is qSc(s)q2 = 0.7 (red circles), qSc(s)q2 = 2 (green
squares) or qSc(s)q2 = 10 (blue triangles). Notice the logarithmic scale for
the performance ratio.

τ = 0.3 − 0.9 have the most to gain from using the D-part. The relative
gains are, however, rather low for all processes. The process with τ = 0.77
has the biggest performance loss ratio, with its PI controller having 30%
worse IAE than the PID controller. For the high noise sensitivity, pro-
cesses with τ = 0.1− 0.8 have the most use of the D-part. This covers the
whole field of balanced processes. The highest relative losses in IAE from
PID to PI are, however, still quite modest. It is obvious from looking at
Fig. 11, that the most lag-dominated and delay-dominated processes have
very little to gain from using the D-part. These lag-dominant processes
could, however, benefit from the D-part if the noise sensitivity is allowed
to be very high. Given that PI control is not more than 43% worse than
PID control for any of the processes with any of the three noise sensitivi-
ties, one could argue that PI control could be used for all processes with
essentially first-order time-delayed dynamics unless noise is not an issue.
Figure 12 shows the relative performance losses for second-order pro-

cesses with identical poles, P2. The processes and relative noise sensi-
tivities are marked with the same signs and color schemes as in Fig. 11.
Notice the logarithmic scale for the performance loss ratio. For τ = 0.5−1,
the three curves are similar to those for P1, although there is now also a
slight benefit in going from PID to PI for the low noise sensitivity. The
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main difference between process type P1 and P2 is, however, what happens
for the most lag-dominated second-order processes. For qSc(s)q2 = 0.7,
there is as much as a 225% performance loss in using PI controllers in-
stead of PID. The same numbers for qSc(s)q2 = 2 and 10 are 464% and
1590% respectively. This shows that process dynamics with two identi-
cal poles and small relative time delay have a lot to gain from using the
D-part.
Figure 13 displays how IAEPI/IAEPID varies over the whole test batch

in Fig. 3, for qSc(s)q2 = 0.7 (top plot), qSc(s)q2 = 2 (middle plot) and
qSc(s)q2 = 10 (bottom plot). Notice the different scales for the perfor-
mance loss ratios. As expected, process types P2 and P6 stand out of all
three plots as those where PID control is the most beneficial. We have al-
ready described the pattern for P2 and for P6 the processes with least time
delay give the largest performance loss ratios. Notice, however, that for
integrating processes with low values on the integral gain, this effect will
be much smaller. These could be compared with the most lag-dominated
processes in P1 if these are approximated as integrating processes with
Kv = 1/T . For low noise sensitivity, process types P4 and P8 also stand
out as those where PID is preferred. For the rest of the process types there
is more of a general pattern that differs over the three noise sensitivities.
The conclusions are, however, pretty much the same as those for P1 alone.
Lag- and delay-dominated processes, besides P2 and P6, have little to gain
from using PID control. Processes roughly in the interval τ = 0.1 − 0.8
have somewhat more to gain, but for processes with requirements on low
noise sensitivity there seems to be generally little to gain from using the
D-part. Second-order processes with similar poles and little time delay as
well as second-order integral processes are, however, worthwhile to design
PID controllers for even in these cases.

7. Conclusions and discussion

In this article, we have stated a non-convex optimization problem (13) for
design of optimal PID controllers with respect to robustness and noise
sensitivity constraints. We have also shown how to derive optimal or near
optimal controllers for this problem by repeated use of a MATLAB®-based
software method called SWORD. Variation of the noise filter time con-
stant, its order and the controller form for the least acceptable robust-
ness, lead to a set of PID, PI and I controllers which the user can switch
between until the control signal activity is acceptable. This way, the op-
timization can be handled without any noise modeling. The same set of
controllers can also be used to detune the controller if it is deemed too
aggressive for the actuator. Even though we have chosen to only use our
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Figure 13. The relative performance loss from using PI control instead
of PID control for the test batch in Fig. 3 when the noise sensitivity is
qSc(s)q2 = 0.7 (top plot), qSc(s)q2 = 2 (middle plot) or qSc(s)q2 = 10
(bottom plot). Notice the different scales for the performance loss ratios,
especially the logarithmic scale in the bottom plot. The different symbols
are associated with the processes as shown in Fig. 3.
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own PID design tool in this study, it seems reasonable to believe that the
same method could also work with other toolboxes like those presented in
e.g. [Oviedo et al., 2006; Harmse et al., 2009; Sadeghpour et al., 2012].
The H2-norm of the sensitivity function between measurement noise

and control signal is used as a measure of the closed-loop noise sensitivity.
We show that by deriving the PI and PID controllers that give equivalent
noise sensitivity, one can compare how useful the derivative part is for a
certain process. A batch of processes representative for the process indus-
try was used to highlight some types of processes that benefit more from
the D-part as well as some processes that benefit less. The same method
should also work to determine which processes gain the most from us-
ing even higher-order controllers if the PI controllers are exchanged for
e.g. optimal Youla parametrized controllers derived in the same way as
in [Garpinger, 2009]. From our study of PI and PID controllers, one can
conclude that the optimal controller type depends on both the maximum
allowed noise sensitivity of the closed-loop system and the process dynam-
ics. For example, many lag-dominated processes benefit very little from
the D-part unless the noise sensitivity is allowed to be very high. In ac-
cordance with other studies, delay-dominated processes are also shown to
have little use of the D-part, even for high values on the noise sensitivity.
Balanced processes have more to gain from the derivative action. How-
ever, of the processes examined the two process types that have shown to
have the biggest benefit of the D-part are:

• Second-order processes with two identical poles and small relative
time delay.

• Second-order integrating processes with high integral gain and little
delay.

These two process types are both lag-dominated, which separate them
from the rest of the lag-dominated processes that benefit less from the
D-part. We believe that this has to do with the difference in relative order
between the processes since the other lag-dominated processes are essen-
tially first-order systems. For this reason there seems to be room for an
even better classification of process dynamics than what can be done with
the normalized time delay, τ . The fact that PID control is superior to PI
for these two process types also makes it highly desirable to be able to
distinguish them from other processes. There should be a lot to gain from
using the D-part on these processes even if non-optimal control design is
used.
Tuning rules, like Lambda and IMC tuning, are the most commonly

used methods for systematic PID tuning in the process industry. In this
article we have proposed a new software-based optimal design method for
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Table 2. Pros and cons of software-based tuning and tuning rules

Tuning Rules Software Tuning

Pros 1. Fast 1. Optimality
2. Intuitive 2. Three criteria
3. Easy to use 3. Pedagogic tool

Cons 1. Less than three criteria 1. Need better models
2. Not optimal 2. Need autotuning

3. Poor availability

PID controllers and in Table 2 we have summarized some of the most im-
portant advantages (pros) and disadvantages (cons) of both tuning rules
and software-based optimal design. Tuning rules have the advantages
that they are fast, intuitive and simple to use, at least the ones mentioned.
These properties make them popular in the process industry where gen-
eral control knowledge often is poor and there is little time to spend on
tuning each loop. It is, on the other hand, very difficult to capture all
three criteria of performance, robustness and noise sensitivity in just a
couple of simple formulas and they can thus be quite far from optimal,
see e.g. [Garpinger et al., 2014]. As soon as the complexity and number
of tuning rules needed to tune a process increase, people will stop using
them. Tuning rules are thus not so suitable for design of controllers with
derivative action and a low-pass filter. As we have shown in this arti-
cle, software-based optimal design methods are able to provide optimal
controllers with respect to performance, robustness and noise sensitivity.
They are also pedagogic tools that can help us understand PID design bet-
ter, for example by showing which processes benefit the most from the D-
part. In [Garpinger and Hägglund, 2014] we also showed that optimal PID
control design needs better models than what is typically given in process
industry today. The level of control knowledge needed to understand and
use software-based optimal design methods together with this demand on
more accurate models make us believe that the methods should rather
be part of a new generation of autotuners than stand-alone methods. The
lack of such tools in industry rules out current use of software-based op-
timal design methods, at least on a broader scale. We do, however, believe
that the development potential is much greater for software-based opti-
mal design than for tuning rules and that the key to success in the field
is to find fast modeling tools that provide just enough process knowledge
to work with optimal control design, see [Garpinger and Hägglund, 2014].
For these reasons, we believe that easy to use software tools for optimal
controller design will be the future for PID control rather than tuning
rules.
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Paper V

Cascade control of the friction stir
welding process to seal canisters for

spent nuclear fuel

Lars Cederqvist Olof Garpinger Tore Hägglund
Anders Robertsson

Abstract

This article presents the development to reliably seal copper canisters
containing the Swedish nuclear waste, using friction stir welding. To
avoid defects and welding tool fractures, it is important to control the
welding temperature within a span of 790 to 910○C. A cascade con-
troller is used to efficiently suppress fast power input disturbances
reducing their impact on the temperature. The controller is tuned us-
ing a recently presented method for robust PID control. Results show
that the controller keeps the temperature within ±10○C during the
40 minute long joint line sequences. Apart from the cascaded control
structure, good process knowledge and control strategies adapted to
different weld sequences have contributed to the successful results.

©2012 Elsevier. Reprinted, with permission, from Control Engineering
Practice, 20:1, pp. 35–48, 2012.
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Figure 1. Protection barriers in the Swedish method for nuclear waste
management.

1. Introduction

1.1 Background

The Swedish Nuclear Fuel and Waste Management Company (SKB) plans
to join at least 12,000 lids and bases to the extruded copper tubes con-
taining Sweden’s nuclear waste, using friction stir welding (FSW) as de-
scribed by [Thegerström, 2004]. The canisters produced (5 m height, 1 m
diameter, made out of oxygen-free copper) are a major component of the
Swedish system for managing and disposing of radioactive waste. They
will be stored in the Swedish bedrock and must remain intact for 100,000
years. A corrosion barrier of 5 cm thick copper and a cast iron insert for
mechanical strength are used to meet this requirement. Figure 1 illus-
trates the barriers that will jointly prevent the radioactive substances in
spent fuel from spreading into the environment.
To ensure that high quality welds are produced repeatedly during more

than 40 years of production, there is an evident need for automated weld-
ing instead of the past procedure depending on a skilled welding operator.
A correctly tuned controller will not only be able to react to process dis-
turbances faster, but also produce a more reliable process throughout the
approximately 45 minute long weld cycles.

1.2 Friction stir welding

FSW is a thermo mechanical solid-state process that was invented in 1991
at The Welding Institute (TWI) in Cambridge, England [Thomas et al.,
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2 Process description

Figure 2. Illustration of the friction stir welding process to seal copper
canisters.

1991]. A rotating non-consumable tool, consisting of a tapered probe and
shoulder, is plunged into the weld metal and traversed along the joint line,
see Fig. 2. For thick section welds (e.g. the copper canisters), a pilot hole
has to be drilled to make the plunge sequence possible without significant
probe wear. Frictional heat is generated between the tool and the weld
metal, causing the metal to soften, normally without reaching the melting
point, and allowing the tool to traverse the joint line. Deeper knowledge
of FSW and its applications in industry can be gained from reading e.g.
[Mishra and Mahoney, 2007], [Nandan et al., 2008] and [Lohwasser and
Chen, 2009].

2. Process description

2.1 Technical data

In 2003, a purpose-built machine from ESAB was installed at SKB’s Can-
ister laboratory in Oskarshamn (see Fig. 3). In this machine, the welding
head rotates up to 425 degrees around the canister, which is clamped with
a force of 3200 kN. The lid is pressed down with a force of 390 kN.
All welds are carried out under force control, i.e. constant axial force

(input 3 in Fig. 2) throughout the weld cycle. For more information on
the machine, see e.g. [Ronneteg et al., 2006].

2.2 Available control and measurement signals

One reason for the fast (and growing) implementation of FSW in industry
is that the method has few input variables. The input parameters, that
can be modified during the copper canister welds, are listed according to
Fig. 2; 1. tool rotation rate, 2. welding speed along the joint, and 3. axial
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Figure 3. Purpose-built FSW machine for copper canister welding.

force (controls the position of the tool in relation to the canister surface,
i.e. the tool depth). The measured variables are the welding (tool) temper-
ature, the torque required by the spindle (that drives the tool rotation) to
maintain the tool rotation rate, and the depth of the tool into the welded
material.
There are also some elementary relationships between the signals that

are important to understand. The tool rotation rate multiplied with the
spindle torque is equal to the power input in units of kW. In addition
to this, the heat input (J/mm) can be derived by dividing the power in-
put with the welding speed. Both quantities are closely correlated to the
welding (tool) temperature.

2.3 Argon shielding gas

[Upadhyay and Reynolds, 2010] investigated the effects of varying thermal
boundary conditions by for example, welding under water. Similarly, the
process stabilizing effect that argon gas has on the copper canister welds,
was described by [Cederqvist et al., 2010a]. Today, all welds are produced
in argon gas by placing a gas chamber over the tool. The main reasons for
using argon as a shielding gas are to achieve a weld zone with minimal
oxide inclusions and to get a more robust process, partly thanks to less
shoulder wear. As a direct result of this, the spindle torque variations
are smaller and the controller will thus have an easier task obtaining its
objectives.
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2 Process description

Figure 4. Placements of the three thermocouple sensors used to mea-
sure the welding temperature.

2.4 Temperature measurements and process window

Measuring the welding temperature is not a trivial matter. The sensors,
so called thermocouples, should ideally be placed such that the tempera-
ture response has as little delay as possible, but they should also correlate
well with weld quality. Typically, the sensors are placed in the welding
tool. Figure 4 shows the tool in profile and the location of the three ther-
mocouples currently used to measure the welding temperature (ID and
OD stands for Inner and Outer Diameter, respectively). All three ther-
mocouples have reaction times that are less than 620 ms, and calibration
errors of 0.1%, i.e. < 1○C. The probe sensor is situated 10 mm from the
surface, while the shoulder ID and OD sensors are only 1 and 2 mm
away, respectively. It should also be mentioned that the probe material
is a nickel-based superalloy called Nimonic 105. The shoulder material,
on the other hand, is made of a tungsten alloy called Densimet D176.
Depending on the sensor position and the probe/shoulder material, the
measurement signals will have slightly different dynamic relations to the
input signals of the process. In terms of delay, the probe temperature
takes the longest time to react, followed by the shoulder OD and then the
shoulder ID, which has the least dead time.
If the welding temperature gets too high, for a longer period of time,

there is a risk for probe fracture resulting in a rejected canister with both
extensive and expensive work to take out the nuclear waste. Similarly,
too low temperatures may result in discontinuities in the weld (so called
wormholes) that could, depending on size, also lead to a rejected canister.
It is, in other words, very important to keep the temperature within this,
so called, process window. The process window for FSW on the copper can-
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Figure 5. Sequences during a full weld cycle.

isters is roughly between 790 and 910○C (probe sensor), which has been
determined through minimum and maximum temperature tests together
with non-destructive testing [Ronneteg et al., 2006].

2.5 The weld cycle

The simplest weld cycle (in terms of constant thermal boundary conditions
and controller requirements) would have been if the weld had started and
ended at the joint line. However, since a probe-shaped exit-hole is left
when the tool is retracted, the weld cycle needs to end above the joint
line where it will not affect the 5 cm thick corrosion barrier. In addition,
the weld is started above the joint line to further reduce the risk of defect
formation at the joint line. This also makes it possible to abort the process
in case of malfunction during start-up. Another weld will then be made
in a new pilot hole without rejecting the canister.
A full circumferential weld can be divided into several different se-

quences as illustrated in Fig. 5. The sequences are:

1. The dwell sequence, that is used to bring the welding temperature
high enough for the tool to start moving

2. The start sequence, in which the tool is accelerated to a constant
welding speed and run until achieving a welding temperature close
to the reference value

3. The downward sequence, where the tool moves down to the joint line

4. The joint line sequence, in which the tool runs along the joint for
360 degrees

5. The parking sequence, where the tool moves back into the lid so it
can be withdrawn
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Figure 6. Varying power input requirements for multiple circumferen-
tial welds, using manual control. The different sequences are indicated by
vertical lines and numbers in parentheses.

These will be indicated by a number from 1–5, in parenthesis, every time
a sequence is referred to. This includes some of the plots.
The different sequences in a weld cycle results in non-uniform thermal

boundary conditions throughout the weld. As a consequence, the power
input requirement to keep the welding temperature within the process
window varies throughout the 45 minute long weld cycle (see Fig. 6).

2.6 Known process disturbances

During a full weld cycle, there are three types of disturbances typically en-
countered. Two of these can be directly related to the temperature signal,
while the third is spotted in the torque measurements. These disturbances
(including the variable thermal boundary conditions due to the path of
the weld cycle) motivates why closed-loop control of the process is needed.
Temperature disturbances The first type of temperature disturbance
is associated with the tool moving to or from areas that have been sig-
nificantly heated already. During, e.g., the dwell sequence (1) the tem-
perature increases while the tool still have not started moving. This will
mainly affect the immediate area around the tool which is later left be-
hind when the tool starts moving. Such disturbances are also encountered
during the joint line sequence (4) as the tool constantly moves towards
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a warmer area after approximately half the cycle. Due to the relatively
slow welding speed (86 mm/min), this kind of disturbance is rather low
frequent in nature. Figure 6 shows how the power input varies during 5
full weld cycles in order to keep a constant probe temperature. Note espe-
cially how the mentioned temperature disturbance requires the power to
drop (in order to keep a constant temperature) from around 200 degrees
around the lid and forward. In addition to this, the power input require-
ment profile will vary from weld cycle to weld cycle according to the same
figure. Reasons for these variations can be; different properties in the
manufactured components (tubes and lids), wear in spindle gear and/or
replaced spindle (necessary several times during a production period of
40+ years). As a result, it is not advisable to control towards a preset
power input requirement for every weld cycle like the early proposed reg-
ulator [Cederqvist et al., 2009], but to have an adjustable power input
requirement.
The second type of temperature disturbance occurs during the down-

ward and parking sequences (3 and 5) and is caused by greater heat
conduction at the joint line compared to the lid. A consequence of this
is that the power input will have to increase by a fair amount during
the downward sequence (3). Similarly, during the parking sequence (5),
the power input will have to drop instead. Together with the first type of
temperature disturbance, this explains why the power inputs will need to
drop rather fast at the end of the welds in Fig. 6 (360 degrees and on-
wards). Even though these conduction disturbances are rather slow, they
will still have quite an impact on the temperature profile. The main rea-
son is that they are relatively large in magnitude. The results of this will
be described thoroughly in Section 5.3.

Torque disturbances The torque required by the spindle to maintain
the tool rotation rate will vary depending on the properties of the ma-
terial. The tool is, e.g., more likely to penetrate a bit deeper into the
copper in areas that have been significantly preheated, thus resulting in
a higher torque value. The slightly different characteristics of the tube
and lid will also give rise to such torque variations that will primarily af-
fect the power input, but secondarily also the welding temperature. While
these disturbances appear in all five sequences, it is only during the joint
line sequence (4) that they are relatively insignificant. Figure 7 shows
an abrupt torque disturbance that takes place during the downward se-
quence (3) (occurs at time t = 127 seconds in the figure, which is 13
seconds before the joint line sequence (4) starts). If such a disturbance is
not compensated for, by changing the tool rotation rate, the power input
will drop by approximately 8%, causing the probe temperature to change
in the order of −40○C. While this particular disturbance is both faster and
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Figure 7. Torque disturbance during the downward sequence (3). The
tool depth signal confirms that the torque disturbance is not related to a
sudden change in the tool position.

of larger magnitude than most torque variations, it still gives a hint of
what one can expect will happen occasionally during production. Consid-
ering that 1 degree in Fig. 6 corresponds to 6 seconds, it is also evident
how much faster these disturbances are compared to their temperature
counterparts. In Section 5.3, Fig. 18, it is shown how well this particular
disturbance was handled by the current controller (in terms of power and
temperature changes).

3. Controlling the FSW process

3.1 Background on FSW control

As of today, most friction stir welds are made on plates with more uniform
thermal boundary conditions than cylinders (as well as other complex ge-
ometries), and in aluminum, that has a relatively large process window,
compared to steel, nickel and titanium alloys. For these reasons, there
are currently only a small (although growing) amount of FSW applica-
tions using temperature control. The welding temperature is, for instance,
rarely even measured. Instead, a welding operator might just decrease ax-
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ial force if the tool depth increases as the tool and plate get hotter at the
end of a long weld cycle.
Robotic FSW applications face several challenges that the process de-

scribed in this article does not share; e.g. axial force control that is influ-
enced by limited force capacity and deflection in the linkages and joints
of the robot (see e.g. [Soron, 2007]). [Longhurst et al., 2010], on the other
hand, use torque control to control tool depth instead of axial force con-
trol. With this method, they also present an alternative way of controlling
the power input and thus also the temperature indirectly, although the
axial force remains uncontrolled.
[Fehrenbacher et al., 2008] have approached closed-loop control of the

welding temperature through non-uniform boundary conditions (varying
backing plate materials) by manipulation of the welding speed, and more
recently by adjusting tool rotation rate [Fehrenbacher et al., 2010]. A new
study by [Mayfield and Sorensen, 2010] suggests development of a cas-
caded control strategy similar to those presented by [Cederqvist et al.,
2009] and in this article. [Wang et al., 2004] control the spindle torque
within limited values by adjusting the depth of the tool into the welded
material.
Furthermore, the need for reliable control of the welding temperature

should increase as FSW is used on metals like titanium and steels that
will have much smaller process windows. In addition, more complex ge-
ometries of welding objects will result in non-uniform thermal boundary
conditions and thus also a need for welding temperature control.

3.2 Past and present control of the current process

While open-loop control may be a suitable solution for aluminum plate
welding, it is just not sufficient for welding the copper canisters described
in this article. Such an approach would suffer from the many disturbances
occurring during a full weld cycle, possibly bringing the welding temper-
ature outside the process window. A series of 20 high quality welds of the
copper canisters have, however, already been produced thanks to manual
changes of the tool rotation rate by a skilled welding operator [Cederqvist
and Öberg, 2007]. Still, to not be dependent on such an operator for 40+
years of production, an automatic welding procedure needs to be devel-
oped. A well-tuned controller will, in addition, react faster to disturbances
and be more reliable and repeatable than a welding operator.
A previously used cascaded control strategy, controlling both towards

a fixed power input and temperature reference, was examined by [Ced-
erqvist et al., 2009]. The current control strategy, presented in this arti-
cle, has a clearer control design method as well as a better suited cascade
structure (further described in Sections 3.5 and 3.6).
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3.3 Controller objectives

The main objective of the controller is to minimize the risk of the tem-
perature ending up outside the process window. It is particularly crucial
that the probe does not break and, therefore, necessary to keep the probe
temperature below 910○C. The temperature disturbances occurring dur-
ing the downward sequence (3) will, however, generally make it easier
to end up close to the lower limit of the window rather than the upper.
During the parking sequence (5), the opposite will hold. Taking all these
observations into consideration, it has been decided to generally use a
temperature reference slightly below the middle of the process window.
Another option would be to vary the set-point depending on the sequence.
This is utilized during the parking sequence (5).
To make sure that the controller can fulfill its main objective, it is

important that it can suppress disturbances in the spindle torque and
temperature efficiently. In addition, the controller should be able to re-
spond quickly enough to reference tracking during the start-up and park-
ing sequences (1–3 and 5) without experiencing any significant under or
overshoots.

3.4 Choice of control- and measurement signals

A previous study by [Cederqvist et al., 2008] investigated the significance
of tool rotation rate, axial force and welding speed on the most important
output variable, the welding temperature (measured in the probe). It was
clear that changes in the tool rotation rate had the largest effect, which
makes sense since it is directly proportional to heat and power inputs
(defined in Section 2.2). Additionally, it was noted that power input had
better linear correlation with welding temperature than heat input. As
a direct result, changes in welding speed and/or axial force have been
deemed less useful to control the welding temperature and are, therefore,
held constant. Changes in the tool rotation rate are instead used to control
the welding temperature (and power input).
[Cederqvist et al., 2009] proposed that the controller should use the

fastest responding tool temperature measurements, i.e. from the shoulder
ID sensor (see Fig. 4). This signal has a time delay of approximately 1
second to disturbances in the power input, while the probe temperature,
on the other hand, has about 5 seconds delay. From a control theoretical
perspective it is important to have as little dead time as possible in the
process [Åström, 2000]. However, since the probe temperature measure-
ments, to current knowledge, have the best correlation with regards to
probe fractures and wormhole defects [Cederqvist, 2011], it was decided
to let the controller use this signal rather than the less delayed ones. In
addition, it has been found that the repeatability of the three tempera-
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Figure 8. Results of single-loop (solid) versus cascade control (dashed).
The different sequences are indicated by vertical lines and numbers in
parentheses.

ture measurements, between weld cycles, is not adequate [Cederqvist et
al., 2010b]. For example, even if the steady state probe temperature is
845○C two welds in a row, the shoulder ID and OD measurements can
vary by at least 40○C between the two weld cycles. Therefore, it would
be risky to control towards a fixed temperature reference on any of the
other two sensors. For these two reasons, the shoulder measurements will
only be used as back-up signals, and a future controller should be able to
switch over to these readings if necessary.
One option would be to only use temperature measurements in the

controller. This would result in a single-loop controller with simplicity as
its main advantage. Figure 8 shows the probe temperature, power input
and torque signals from two welds on the FSW process. The downward
sequences (3) start at 0 seconds and until then both welds are controlled
in the same way, but thereafter the solid curves expose what can happen
if a single-loop controller is used. The fast torque disturbances are spot-
ted much too late in the temperature signal and the controller will thus
not be able to counteract these before they have already had a major im-
pact on the probe temperature. The probe temperature drops to 800○C for
the single-loop control, while the cascade control gives a minimum probe
temperature of 835○C, to be compared with the reference value 845○C.
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T

Figure 9. The proposed cascaded control structure.

The dotted curves, on the other hand, show the potential of using feed-
back of the power input signal. The cascade controller used in this weld
is the one presented in the next section. A possible challenge with the
use of a cascaded strategy is that the power input signal is rather noisy.
If the controller design is made without taking this into consideration,
one could risk ending up with a very high control signal variance, de-
scribed by e.g. [Garpinger, 2009]. While an aggressive controller may give
optimal performance, it could also result in unnecessary wear and tear
on the equipment. Section 3.6 will include a deeper discussion on control
trade-offs.

3.5 Cascade control of the FSW process

A cascaded control strategy seems ideal for the characteristics of this
specific FSW application with its fast, multiplicative, torque disturbances
and slower temperature counterparts. It has, therefore, been decided to
use the controller structure displayed in Fig. 9. The process has been
divided into two subsystems. Process G1 holds the dynamics from the
tool rotation rate (i.e. the control signal), u (rpm), to the power input,
P (kW). This system will mainly hold the servo characteristics of the
spindle motor. The outer process, G2, on the other hand, describes how
the power input is related to the probe temperature, T (○C). If needed,
the measurements can be fed through low-pass filters, Cf1(s) and Cf2(s)
respectively, for a less noise sensitive closed loop.
The controllers C1 and C2 will be tuned in accordance with the control

objectives, such that disturbances are handled efficiently. One can assume
that the power input reference, Pr, will be low-frequent enough to not set
any major challenges on the servo qualities of the inner loop. Set-point
tracking will thus mainly be an issue for the outer loop. In case the outer,
load disturbance optimized, controller is not able to handle tracking well
enough, it will be handled separately through e.g. set-point filtering.
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3.6 Controller design principle

The decision of how to best choose controllers C1 and C2 depends on the
dynamics of G1 and G2. Since initial step response tests on the FSW
process have shown that both processes have relatively simple dynamics
(the final models are presented in Sections 5.1 and 5.2), the choice fell
on either PI or PID controllers. These controllers also have the advan-
tage that they are easier to tune and understand than more advanced
alternatives. The tuning of the controllers will be very similar to that of
a newly presented method for design of robust PI- and PID-controllers
with constrained control signal activity [Garpinger, 2009]. The technique
is based on optimization and built around a MATLAB® software tool, first
described by [Garpinger and Hägglund, 2008]. The software uses a linear
transfer function model to find the PI or PID controller (either continuous
or discrete time) minimizing the integrated absolute error (IAE)

IAE =
∞
∫

0

pe(t)pdt, (1)

during a unit step disturbance on the process input. The control error, e,
is the difference between the controlled variable and its reference value.
The IAE optimization guarantees stability and is constrained by H∞

robustness conditions

pSs(iω )p ≤ MS, pTs(iω )p ≤ MT , ∀ω ∈ R
+, (2)

pSs(iω S)p = MS and/or pTs(iωT)p = MT , (3)

where Ss(s) and Ts(s) are the sensitivity function and the complementary
sensitivity function respectively. The conditions stated in Eq. (3) force at
least one of the constraints to be active (in the frequency pointsω S and/or
ωT) and will, therefore, simplify the optimization. These constraints are
known to set closed-loop robustness towards process variations, distur-
bances and non-linearities as described by for example [Åström and Häg-
glund, 2005]. MS and MT are by default set to 1.4, known to give good
robustness (e.g. phase margin 41.8○ and gain margin 3.5), but they can
also be changed by the user if desired.
This PID design method is similar to some earlier presented methods

by [Panagopoulos et al., 2002], [Hägglund and Åström, 2004] and [Nord-
feldt, 2005]. The biggest difference is the use of the fast software that is
also robust, easy to use and freely available on the web.
The software can be used as described by [Garpinger, 2009] to limit

the control signal sensitivity to measurement noise by tuning of a low-
pass filter acting on the measurement signal (like Cf1 and Cf2 do). This
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sensitivity is measured in terms of relative variance between the control
signal and measurement noise

σ 2u
σ 2n

≤ Vk. (4)

Vk is a user-specified upper limit on the maximum allowed gain of the
control signal variance, σ 2u, due to the measurement noise (with variance
σ 2n). The method suggests that the controller design is then a trade-off
between maximum allowed wear on the equipment, robustness and control
performance. If the equipment is sensitive, one will simply have to rely
on a slower closed loop.

4. Experimental setup

4.1 Modeling and control design procedure

A significant part of the work behind this article was done to make sure
that the procedure for process modeling and controller design are both
simple and intuitive. The FSW process is expected to operate for more
than 40 years and it is likely to change during this time period. It is,
therefore, wise to retune the controllers either when the FSW process
has known modifications or if the control starts to perform worse (e.g.
determined through monitoring). A simple design method should enable
people in the industry, without deep knowledge in automatic control the-
ory, to carry out the steps needed to tune the controller if necessary. Clear
instructions and an intuitive strategy are also important for making sure
that the necessary competence can be maintained within the company.

Modeling method and challenges Step response tests have been uti-
lized for modeling the FSW process (i.e. determine G1 and G2). Two ad-
vantages of the method are that it is fast and simple. Both are properties
that make it frequently used in the process industry today. A couple of its
downsides are that it is disturbance sensitive and insufficient for iden-
tification of higher order systems. But, the FSW process can most likely
be modeled well using only low-order models and it will also be modeled
during the joint line sequence (4), when disturbances are less significant.
The FSW process is, however, also partly irreversible when using a

constant axial force. A somewhat simplified explanation of the behavior
will be presented here. For example, if the weld metal gets colder it will
result in less tool depth and hence a lower power input. This will make
the weld even colder, and so forth. Similarly, if the process gets warmer it
will lead to a softer material, a greater tool depth and thus result in an
even hotter process. This theoretical behavior, sketched in Fig. 10 (dashed
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Figure 10. Theoretical sketch of the process behaviors to open-loop
(dashed) and closed-loop (solid) power input changes.

curves), makes it rather hard to use step response tests to determine a
model directly from tool rotation rate, u, to welding temperature, T . How-
ever, since the power input responds much faster to changes in the tool
rotation rate than the temperature, it is still possible to get around these
problems by closing the inner loop. This way, it will be possible to do well-
behaved step responses from power input reference, Pr, to temperature,
T , similar to the solid curves in Fig. 10.

Controller design procedure The steps below follow the currently rec-
ommended procedure for tuning of the controllers C1 and C2.

1. Do step response tests from u to P.

Make several steps of different magnitudes in both up- and downward
direction to capture all relevant dynamics and possible non-linearities.

2. Find a linear model of G1.

Use any method available to estimate a model from step response data.
See e.g. [Åström and Hägglund, 2005] for some possible methods.

3. Extract noise data from the power input signal.

Make sure there are no trends left in the resulting noise series.
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4. Design a robust PI or PID controller, C1 (possibly with a low-pass
filter Cf1), for the inner loop.

Use e.g. the previously mentioned PID design tool to determine a robust
controller, taking the trade-off between relative noise level, Vk, and per-
formance, IAE, into consideration.

5. Close the inner loop and do step response tests from Pr to T .

Steps should be made in both up- and downward direction to reveal pos-
sible non-linearities and differences in the dynamics.

6. Derive a linear model of G2 from the step response data.

Use the power input and temperature data to derive the model.

7. If relevant, get representative noise data from the temperature mea-
surements.

Since the temperature measures contain very little noise, it could be that
the noise throughput to Pr is so small that it literally drowns in the noise
of the power measurements. If not, the procedure will be the same as for
step 3.

8. Design a robust PI or PID controller, C2 (possibly with a low-pass
filter Cf2), for the outer loop.

The design of C2 will be similar to the tuning of C1.
While some of these steps are specific for the used PID design method,

the overall procedure is far from uncommon. Similar tuning schedules
for cascade controllers are proposed by for instance [Forsman, 2005] and
[Hägglund, 2008].

4.2 Performance test procedures on the FSW process

Once the two controllers have been derived, their performance will be tri-
alled through two types of tests. The most common of these tests is the
start-up test, which normally run until about 60 seconds into the joint
line sequence (4). The main reason why these tests are so common is
that the dwell, start and downward sequences (1–3) have shown to be
the most difficult to handle from a control perspective (see Section 2.6).
Throughout the start and downward sequences (2 and 3), the temperature
disturbances will act to increase the power input needed to maintain the
temperature at its set-point. These tests will determine how well the cas-
cade controller acts to suppress the temperature reducing elements. The
disturbances do, however, not come instantly once a new sequence has
begun. So, while the controller should counteract temperature decreases,
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Figure 11. Results of high power input during start-up. The different
sequences are indicated by vertical lines and numbers in parentheses.

it must not let the power input reach too high magnitudes before the start
and downward sequences (2 and 3) begin. This is especially crucial just
before the downward sequence (3) when the temperature is close to its
set-point. Figure 11 shows the results of a weld start-up where the power
input got too high before the downward sequence (3), resulting in a tem-
perature overshoot of 48○C. In an act to eliminate this unwanted feature,
the power controller alone will be used before the downward sequence (3).
The start-up is, therefore, currently handled according to the following 3
steps:

1. Once the temperature reaches a first limit, the inner regulator starts
controlling towards a constant set-point, Pr.

2. A second temperature limit indicates when the tool should start
moving. At this moment, the power input reference, Pr, will start to
increase slowly along a linear slope.

3. The downward sequence (3) will start once a third temperature limit
has been reached (typically about 10○C from its set-point, Tr). This
is when the cascade controller is finally turned on.

Results showing the benefits of this new strategy are presented in Section
5.3.
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The second type of tests are the circumferential welds. The main rea-
son for not doing too many of these is because the copper components are
expensive. They will, however, capture all sequences and be representable
of the final application. The start-up is handled as previously described.
The joint line and parking sequences (4–5) use the cascade controller. The
temperature set-point is, however, lowered during the parking sequence
(5) in order to counteract the temperature and torque disturbances occur-
ring there.

5. Results and discussion

5.1 Design of the power input controller

Looking at weld data, it is safe to say that control signal changes affect
the torque much slower than they affect the spindle motor servo. The
dynamics of the servo are visible in measures of the tool rotation rate,
also used to calculate the power input. See e.g. Figure 12 that shows the
tool rotation rate and torque responses to a step change in the control
signal (at 0 seconds). While the tool rotation rate has a distinct change,
the torque signal is quite random. It is thus justified to only include the
dynamics of the motor servo in G1. The torque is assumed constant and
the static gain of the process will be determined by its magnitude.
In this work, two methods were utilized for modeling; comparisons

between simulation and real data, as well as an optimization method
called TRA (transient response analysis) [Wallén, 2000]. From looking
at the step responses, it was concluded that a second-order model with
well damped poles would suit the data. Since TRA does not support this
type of processes, simulation comparisons were used. Figure 13 shows the
tool rotation rate offsets during four different step response tests together
with simulated step responses of the model

4.62

s2 + 2 ⋅ 0.8 ⋅ 4.6s+ 4.62 , (5)

that has a damping ratio of 0.8 and poles in s = −3.68 ± 2.76i. The
simulation results show a good overall match with the real weld data. It
should be added that the motor servo had a steady state error of about
−2.3 rpm during the step tests. This control error will, however, neither
affect the modeling nor the resulting inner-loop control.
The torque signal will normally vary somewhere between 1000 and

1400 Nm after the start sequence (2) has begun. When the data in Fig. 13
was collected, the torque was close to 1170 Nm. This is actually a very
representative torque level for the joint line sequence (4) and it is also
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Figure 12. Changes in the tool rotation rate and torque signals to a step
change in the control signal.

fairly in the middle of the interval stated above. The power input, P (kW),
can be determined by

P = π

30000
⋅ u ⋅ τ , (6)

where τ is the torque in (Nm) and u is the tool rotation rate in (rpm).
Since the model (5) is described in u, a static gain of 0.12 seems suitable
for the process G1, such that the final model becomes

G1(s) = 0.12 ⋅
4.62

s2 + 2 ⋅ 0.8 ⋅ 4.6s+ 4.62 . (7)

Due to the torque variations, however, the gain can vary between 0.105
and 0.145.
A time series of measurement noise data was then gathered by crop-

ping parts of the step responses and then piecing them back together after
applying a linear detrending. This data could then be used in closed-loop
simulations to determine the Vk-value (see Eq. (4)) for each new controller
design.
As described in section 4.1, it is a good idea to make the tuning as

easy as possible, as long as the controller objectives are met. Therefore,
it makes sense to start out optimizing PI controllers, rather than PID,
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Figure 13. Experimental (dashed) and model (solid) step responses in
the tool rotation rate during welding and simulation. The offsets were all
close to 400 rpm.

for the process. Using Garpinger’s MATLAB® tool on the process model
in Eq. (7) showed that tuning of a low-pass filter together with the PI
controller had little effect on the relative noise throughput, Vk (previously
defined in Section 3.6). As a way to still be able to set Vk, [Garpinger, 2009]
has suggested that one can instead vary the robustness measures MS and
MT . Therefore, 10 different PI controllers, with 10 different MS- and MT -
values (from 1.015 to 1.35), were tuned using the design tool. Figure 14
shows the trade-off curve between performance (IAE, previously defined
in Section 3.6) and noise sensitivity (Vk) for these controllers. While a
fast controller results in good performance (low IAE-value), it will also
lead to a noise sensitive system (high Vk). A slower closed loop will, on
the other hand, give too bad performance. The key in the design is to
try choosing a controller somewhere around where the curve bends the
most. If the controller is made faster, one will not benefit that much in
better performance compared to how much is lost in noise sensitivity. If
the closed loop is made slower, the noise sensitivity does not change much,
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Figure 14. Performance and noise sensitivity trade-off curve for the in-
ner control loop. The chosen controller is marked with a blue circle.

while the performance rapidly deteriorates. The controller

C1(s) = 1.07
(

1+ 1
0.36s

)

, (8)

has an IAE-value of 0.34, a Vk-value of 3.15 (marked with a blue circle
in Fig. 14) and MS = MT = 1.065 (very good robustness). It is thus
close to where the trade-off curve bends the most at the same time as
the proportional gain is close to 1. The latter argument suggests that the
controller will prevent unnecessary amplification of quick changes in the
measurement noise. The inner closed loop has a bandwidth of 0.37 rad/s.
In the end, it was decided to use this PI controller over a PID. While a

PID regulator may result in slightly better performance, it is not justified
to add the extra complexity here. In section 5.3 it will be evident why
the inner loop does not need to be tuned any faster. It is fast enough for
handling the torque disturbances.
Furthermore, it should be pointed out that the static gain variations

in G1 will have little effect on the power control since the closed-loop
robustness is as good as it is. Also note that all controllers derived in this
article had to be discretized in order to implement them. This was done
using the forward Euler method on the integral part, with a sampling
time of h = 0.1 s. All experiments presented here were thus carried out
using this sampling time.
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5.2 Tuning the temperature controller

Activating the inner-loop control, it is possible to do step response tests
from power input reference, Pr, to probe temperature, T . Several step
changes, of different magnitudes, were carried out in the vicinity of mul-
tiple temperatures (from 815 to 845○C). Looking at the data, the process
dynamics seem to vary a bit, possibly both with temperature and direction
of the step. The reason why the process is direction dependent is because
the control signal can only actively influence the heating of the process.
For practical reasons, all step response tests have been made during the
joint line sequence (4). So, while it is useful to know how the process dy-
namics depend on temperature, it is more important to know the model
around the temperature reference, Tr. Figure 15 shows responses to a
power input step in upward direction (at 0 seconds) that was made close
to the temperature set-point. Running the step response data through
TRA gave the following process model

G2(s) =
11.6

(7s+ 1)2 e
−5s. (9)

The simulated model output is marked as a dashed blue curve in Fig. 15.
Controller design on the model showed that it gives good robustness and
almost unchanged performance for all process models derived (i.e. the
ones modeled at different temperatures and in downward direction too).
Note that G2 is both of order two and has a rather significant time

delay. These characteristics could possibly be explained by the fact that the
probe temperature sensor is situated inside the tool. Therefore, the tool
has to be warmed up before the sensor can react to changes in the welding
temperature. The reason why the probe sensor has a larger delay than
the other two sensors is because the probe material has a lower thermal
conductivity than the shoulder material, and the shoulder thermocouples
are placed closer to the weld metal.
It was decided to use PI control for the outer loop as well. As will

be shown in the next section, it is quite enough for achieving the control
objectives. For FSW applications with narrower process windows, however,
a PID controller may be useful in the outer loop.
The probe temperature measures hardly contain any noise at all. There

is, therefore, no reason to take the noise sensitivity into account when
designing C2. Especially after choosing a PI controller to do the job. The
low-pass filter is thus also left out. The trade-off between robustness and
performance will instead be the important part of the outer control-loop
design.
Two controllers were tuned using the PID design software, one with
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Figure 15. Step test (at 0 seconds) from power input reference to probe
temperature. A model simulation gives the dashed, blue, curve.

MS = MT = 1.4 and the other with MS = MT = 1.8. The first controller

C2(s) = 0.033 ⋅

(

1+ 1
11.2s

)

, (10)

is used during the joint line sequence (4) and gives a closed-loop band-
width of 0.064 rad/s. The second, more aggressive, controller

C2(s) = 0.065 ⋅

(

1+ 1
14.0s

)

, (11)

is active during the downward and parking sequences (3 and 5) and re-
sults in a closed-loop bandwidth of 0.14 rad/s. The reason for using a faster
controller at those stages is because of the temperature disturbances ac-
tive there (described in Section 2.6).

5.3 Performance experiment results

Start-up tests Figure 16 shows four weld start-ups (probe temperatures
in (a), power inputs in (b)) with the downward sequences (3) starting at
0 seconds. These were produced using open-loop (dwell sequence (1)) and
cascade control (start, downward and joint line sequences (2–4)) of the
temperature, similar to the weld in Fig. 11. The temperature reference
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Figure 16. Four old weld start-ups showing bad repeatability in probe
temperature (a) and power input (b). The different sequences are indicated
by vertical lines and numbers in parentheses.

was set to 840○C. As one can see, this gave very bad repeatability between
the welds, with a power input that varied between 44 and 50 kW before
the downward sequence (3) had even started. As a result, the probe tem-
perature dropped below 800○C during one downward sequence (3) while
another had a peak temperature above 890○C. While this is within the
limits of the process window, it is still a bit too close to really be on the
safe side.
Making the changes to the control switches described in Section 4.2,

four new start-up tests were run and these are presented in Fig. 17 (probe
temperatures in (a), power inputs in (b)). The power input control (be-
fore 0 seconds) clearly makes the first three sequences more repeatable,
producing welds that are within a satisfactory interval of 830 to 850○C.
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Figure 17. Four new start-up tests using an improved control strategy,
thus giving better repeatability in probe temperature (a) and power input
(b). The different sequences are indicated by vertical lines and numbers
in parentheses.
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Figure 18. Torque disturbance rejection during the downward sequence
(3).

The temperature reference was set to 845○C in these tests. The temper-
ature disturbances acting on the process are also visible in the figure.
At 0 seconds, all welds have approximately the same power input and
temperature. Even though this temperature is close to the set-point, the
power input has to be increased considerably for the process to achieve
steady-state during the joint line sequence (4). The temperature curves
also tend to drop a bit after the downward sequence (3) has started. These
are typical results of the temperature disturbances acting on the process.
The fact that a more aggressive controller is used during the downward
sequence (3) will, however, reduce the temperature drop a bit.
The large amount of torque disturbances occurring during the start-up

tests are good for showing how well the inner controller works. Figure 18
displays the process data during the same disturbance that was shown in
Fig. 7. Although the power input instantaneously drops from 51 to 45.5
kW, the controller increases the tool rotation rate by 20 rpm in the next 2
seconds such that the power input is back at 50 kW. While the shoulder ID
and OD signals have small bumps due to the disturbance, no significant
probe temperature deviations can be registered. This supports the claim
that the current inner PI controller is fast enough for the FSW process.

Circumferential welds Two sets of four circumferential welds were run
using the cascade controller strategy. The temperature reference was set
to 840 and 845○C respectively. Figure 19 (a) shows how the temperatures
varied during the joint line sequences (4), which can be compared to
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Figure 19. Probe temperatures at the joint line using the cascade con-
troller (a) compared to using manual control (b). A * refers to values on
the right y-axis.

20 circumferential welds (with a temperature reference of 850○C) that
were made, in air (not argon), by a skilled welding operator in 2004 (see
Fig. 19 (b)). It can be seen that there have been vast improvements since
the argon gas and cascade controller were introduced.
Figure 20 shows the parking sequences (5) for two of the first four

welds. In the first weld (ID 353), the temperature reference was set to
a constant value during this sequence. The results of this were that all
three temperature measurements showed rather large increases, due to
the two temperature disturbances that are active during this sequence
(see Section 2.6). To avoid the risk of ending up with a probe fracture,
the temperature reference was manipulated to reduce this effect. The
same figure shows that this change, although a bit primitive, is enough
to keep the probe temperature at a safe level. The shoulder OD signal
went up a bit even though the probe temperature decreased. This effect
was, however, much smaller than during the first weld.

6. Conclusions

The results presented in this article have shown that a combination of
a cascaded control structure and individual PI controllers is successful
in controlling the FSW process to seal copper canisters. While this is
quite a specific process, the authors still believe that the methods and
ideas behind the results can be put into a wider context such that other
FSW applications can benefit from them too. In particular, applications
that have either varying thermal boundary conditions or narrow process
windows. Apart from this, any process that can be divided into two sepa-
rate processes with distinctly different time constants will likely benefit
a great deal from a cascade controller.
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Figure 20. Two parking sequences (5). t is here an abbreviation for
temperature.

Apart from the cascade structure, good process knowledge and a con-
trol strategy adapted to the changing weld sequences have probably been
the biggest contributors behind the satisfactory control of this application.
The choice of the individual controllers has, however, not been as crucial.
PI controllers in both loops have shown to be more than enough for han-
dling the three types of disturbances as well as the reference tracking.
This also fits well with the ambition of developing a simple procedure for
controller design, such that people without a major education in control
theory can carry out the steps necessary.
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Supplement to Paper V

This supplement has been added to the thesis since Paper V uses the old
controller design procedure from [Garpinger, 2009]. Here we will show
that the newly proposed PID design method from Paper IV gives even
better control of the FSW process.
Notice that all references made in this supplement are collected within

the reference list of Paper V.

S.1 Inner-loop control design

The inner-loop noise sensitivity and performance trade-off shown in Pa-
per V, Fig. 14, was derived for PI controllers and with respect to various
levels of robustness. This can be compared to the procedure proposed in
Paper IV, which suggests that a given robustness is used to derive a set
of controllers with respect to different filter time constants and integral
gains.
Since the sampling time of the FSW process, h = 0.1 seconds, is rather

long for the power input control, a discrete-time version of SWORD was
used to derive the inner-loop controllers in Paper V. Since the article was
written, this tool has been updated to only use backward Euler consis-
tently for the discrete-time controller approximations. This gives a slight
improvement in both closed-loop robustness and performance. Figure S.1
shows the performance and noise sensitivity trade-off curves using both
the procedure from Paper IV (solid line) and Paper V (dashed line). PID
controllers are indicated by blue color, PI controllers by green and I con-
trollers by red. The PI and PID controllers in the solid curve were derived
using Ms = Mt = 1.4. Real noise data from the FSW process was used
in closed-loop Simulink® simulations, in order to derive the noise sensi-
tivities, here given by the by the standard deviation of the control signal.
The PI controller chosen in Paper V, Eq. (8), is indicated by a black circle
in the figure. Notice that it lies slightly above the dashed trade-off curve
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Figure S.1 Performance and noise sensitivity trade-off curves for the in-
ner loop, with respect to control signal standard deviation. The solid line
shows the proposed set of PID (blue), PI (green) and I (red) controllers,
while the dashed green line shows the previously proposed set of PI con-
trollers. The formerly used PI controller is marked with a black circle and
the newly chosen controller is marked with a black square.

since it uses the old discrete-time version of SWORD. A new and more
aggressive I controller,

C1(s) =
10
s
, (S.1)

marked with a black square in the figure, was chosen for the inner loop.
This controller has considerably better performance than the old one, but
the noise sensitivity is also greater. However, we get a different picture
if we instead plot the trade-off curves with respect to a noise sensitivity
given by the total variation (TV, Eq. (3.11) in the introductory chapters)
per second, see Fig. S.2. Here, we see that there is a considerable dif-
ference in the two trade-off curves, and the unfiltered PI controllers give
a much higher noise sensitivity than the filtered controllers do. In fact,
the old controller leads to a higher TV than the new one, even though it
had a much lower standard deviation. This result agrees well with those

186



S.2 Outer-loop control design

0 10 20 30 40 50
0

0.1

0.2

0.3

0.4

0.5
IA
E

TV per second [rpm/s]

Figure S.2 Performance and noise sensitivity trade-off curves for the
inner loop, with respect to the total variation per second of the control
signal. The solid line shows the proposed set of PID (blue), PI (green)
and I (red) controllers, while the dashed green line shows the previously
proposed set of PI controllers. The formerly used PI controller is marked
with a black circle and the newly chosen controller is marked with a black
square.

from [Larsson and Hägglund, 2011], which suggested to use a measure-
ment noise filter of the least order that gives a high frequency roll-off.
From Fig. S.2 it now makes even more sense to pick the best perform-
ing I controller (S.1). Performance quickly deteriorates for lower integral
gains at the same time as the TV does not decrease much. The relative
performance gain in using PI control is also low in comparison to what it
costs in terms of noise sensitivity.

S.2 Outer-loop control design

The outer temperature control loop is much slower than the inner power
input loop. Continuous-time and discrete-time PID control design will
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Figure S.3 Performance and noise sensitivity trade-off curve for the
outer temperature loop, with respect to control signal standard deviation
due to noise. The solid blue line shows the proposed set of PID controllers.
The selected controller is marked with a black square.

thus lead to more or less the same controller, and we have chosen to use
the continuous-time version of SWORD.
The temperature measurements contain relatively little noise, and it

should thus be fine to use an outer PID controller, rather than a PI con-
troller as suggested in Paper V. A ten second sequence of temperature
noise data was used to derive a performance and noise sensitivity trade-
off curve for PID controllers with Ms = Mt = 1.4, see Fig. S.3. Control
signal noise responses with several of these controllers were plotted to
get visual feedback of their behavior. Two of them, with filter time con-
stants T f = 0.2 and T f = 1.0, are shown in Fig. S.4. The blue curves
show the outer-loop control signal, and the red curves show the resulting
inner-loop control signal. Given this information, we choose the filter with
T f = 1.0, which results in slow and relatively low magnitude variations
of the tool rotation rate, even though the performance loss is significant
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Figure S.4 Simulated control signal noise responses using real temper-
ature noise data from the FSW process. Red signals show the inner-loop
control signal (rpm) and the blue signals show the outer-loop control sig-
nal (kW). The responses to the left correspond to a low-pass filter with
T f = 0.2, while the right hand plot shows the same with T f = 1.0.

in comparison to controllers with σu ( 0.1. This controller,

C2(s)Cf2(s) = 0.071
(

1+ 1
10.55s

+ 5.13s
)

⋅
1

0.5s2 + s+ 1, (S.2)

gives IAE = 184.4, i.e. 16% worse performance than the best possible PID
controller,

C2(s) = 0.081
(

1+ 1
10.26s

+ 4.8s
)

.

The FSW process is especially sensitive to high power input values
during start-up, see Section 5.3 in Paper V. It is thus important that the
final cascade controller does not give significant temperature overshoots
during the first weld sequences. Closed-loop reference step responses were
simulated on the system in Fig. 9, Paper V, using the PID controller from
Eq. (S.2). Even if both the proportional and derivative set-point weights
are set to zero (i.e. b = c = 0, see Eqs. (1.8) and (1.10) in the introductory
chapters), the simulations still show an 11% temperature overshoot. Since
there are no other options for set-point weighting on the FSW process, we
choose to instead manipulate the overshoot using the Mt-value. Choosing
Mt = 1.002 and T f = 1.0 in SWORD gives the PID controller and low-pass
filter,

C2(s)Cf2(s) = 0.071
(

1+ 1
12.63s

+ 4.63s
)

⋅
1

0.5s2 + s+ 1, (S.3)
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Figure S.5 Step set-point and load disturbance responses using outer
PID controllers designed with Ms = Mt = 1.4 (blue) and Ms = 1.4, Mt =
1.002 (red).

which results in the red reference and load disturbance responses shown
in Fig. S.5. These can be compared to the responses in blue, given with
the previous controller (S.2). The overshoot has been decreased 3.2% at
the same time as the load disturbance IAE is just 2.8% worse. The PID
controller (S.3) was finally chosen to the control the FSW process together
with the I controller in (S.1).
For comparison, the old PI controllers from Paper V have 79% (Ms =

Mt = 1.4) and 17% (Ms = Mt = 1.8) worse IAE than (S.3). The best
possible, unfiltered, PI and I controllers with Ms = Mt = 1.4 give 58%
and 189% worse performance respectively.

S.3 Results on the FSW process

So far, all plots have shown simulated data. But the improved cascade
controller has also been tested on full welds. Probe temperatures of two
full welds during the joint line sequences are shown in Fig. S.6. The blue
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Figure S.6 Probe temperatures during 60 seconds of the joint line se-
quences of two full welds on the FSW process. The blue line shows the weld
using the old cascade controller from Paper V, while the red line shows the
weld using the proposed cascade controller.

curve indicates a weld made with the two old PI controllers, and the red
curve shows the result with the new cascade controller. The temperature
reference was set to 845○C in both cases. The old cascade controller results
in an IAE that is 58% higher than that of the new controller, i.e. fairly
close to the previously predicted value of 79%. An example of the control
signals from the two welds is plotted in Fig. S.7, showing 60 seconds of
weld data. As expected, the control signal of the new controller is slightly
smoother than the old one. This agrees with the prediction from Section
S.1.

S.4 Conclusions

It has been shown that the overall performance of the FSW temperature
control can be significantly improved by using the new controller design
method. We could probably have improved the cascade control even further
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Figure S.7 Tool rotation rate during part of the joint line sequences from
two full welds. The blue line corresponds to the old cascade controller from
Paper V and the red line to the proposed controller.

by using more realistic disturbance profiles in the SWORD software. But,
this supplement was rather made to show how well the general optimal
PID design method presented in Paper IV would work on the FSW process.
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