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Abstract

Ever since oil was discovered on the Norwegian continertelf $n the 1960s a lot of
money and effort has been used in finding new technology Hratrcrease production and
recovery rates for the different fields. Today many fields @auced as satellite fields,
where the production from several wells is transported \aaifiolds in long pipelines at the
seabed leading to the receiving facilities. Here oil, wated gas are separated and further
treated and transported along with the production fromrothells and fields. The cost
reduction when producing from satellite fields are off ceuemormous when compared to
having separate production vessels for each well, but tireralso some new challenges that
arise.

Multiphase flow in pipelines and riser system is very comex the behavior of the
flow depends heavily on the flow regime. To be able to calcutaportant factors such as
pressure drop and flow rates it is critical to know the flow megin all parts of the system.
The parameters that determine which flow regime will occwal$® changing with time as
the wells are getting more and more depleted at the end aflifeetime. This means that
the engineers must plan for different scenarios when degjghe production and process
system, depending on the age of the oil field.

Slugging is a flow regime that causes a lot of problems duepinl rchanges in gas and
liquid rates entering the separators and large variatiosgstem pressure. The slugs can be
formed in low-points in the topology of the pipelines. Riseigging is one example of such,
and can results in liquid slugs larger than the volume of ither itself.

The pressures and pressure drop in the system are impaataats when it comes to
production and recovery rates of the system. Slugging caavb&led by increasing the
pipeline pressure e.g. by choking back the production atpthdorm or increasing the
separator pressure. The increase in pressure will fordéoteénto another and more desired
flow regime without these large variations in flow rates. Th@vever, comes on the expense
of production rate and recovery factor.

Another option is implementing equipment, such as slugheas, to handle the slug
flow without the large impact on the down-stream faciliti€he disadvantage is often huge
implementation costs.

Simple automatic control systems can improve the prodaaieatly without big cost
due to expensive equipment. Simple Pl controllers are @r@ause in some of the fields
suffering from problems due to slugging in the pipeline, treresults have been very good.
So far subsea sensors have been important for achievingrgealls. Such measurements
are however not always available, the sensors might halezlfdue to old age and though
surroundings or they might not have been installed in thé filsce. The task is then to
find other control solutions using measurements that anéabl@achieving the same good
results.

For already existing systems encountering problems duatonafields, new technology
can be implemented in order to increase the production ilatgears of the field’s lifetime.
A lot of money and effort are spent on research of new systhatan be implemented on
the seabed and remove some of the problems due to multipbaseflong pipelines. One
example of such is the subsea separation and boostingstafitemented on the Tordis field



in the autumn of 2007. The implementation of the subseasystexpected to increase the
production from the Tordis field substantially.

This thesis describes simulations, analysis, lab experisnand results that have been
performed in order to enhance the production from offshd@al gas fields using automatic
control. The first part of the thesis is based on applyingedd#iit control solutions to riser
slugging systems. These control structures only dependmside sensors located on the
platform; sensors that are much easier to implement, repalrreplace should they stop
working. Different solutions have been analysed usingatike simple Matlab-code earlier
developed at our department. The analysis reveals thaisttasvery interesting control
challenge. Results from tests performed both in a smalksledd rig at our department
and also at a medium-scale lab rig at Hydro’s research c&mteorsgrunn, Norway, are
presented.

The second part of the thesis describes work done at Statliitt$é research center in
Trondheim, Norway, in the early stages of planning for tHesea system at Tordis. Different
control strategies were tested in simulations using a coatioin of OLGA and Simulink
simulators. This was done in order to discover new possdslintroduced by the subsea
system. It was off course important to keep subsea sepgradperties such as pressure
and level stable at all time for all the different scenarioattwere tested. Results using
different control structures are presented. The aim has tweeensure equal production in
each production pipeline, decrease well test time, avsef slugging and control the water
cut in the flow entering the topside separators.
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Chapter 1

Introduction

1.1 Controlling the flow regime; anti-slug control

The behavior of multiphase flow in pipelines is of great canae the offshore oil and gas
industry, and a lot of time and effort have been spent stgihis phenomena. The reason
for this is that by doing relatively small changes in opemgtconditions, it is possible to
change the flow behavior in the pipelines drastically. Tlais & huge influence on important
factors such as productivity, maintenance and safety.réigil shows different flow regimes
that can develop in an upward pipeline.
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Figure 1.1: Vertical horizontal flow map of Taitel et al. (198

Some operating conditions lead to an undesirable flow regirae may cause severe



2 CHAPTER 1. INTRODUCTION

problems for the receiving facilities due to varying flowestand pressure in the system.
This usually happens in the end of the life cycle of a well, wHew rates are lower than the

system was designed for. The rate and pressure variatiertaiased by a flow regime called
slug flow. It is characterized by alternating bulks of liqaiad gas in the pipeline.

Being able to avoid slug flow in the pipeline is of great ecormimierest. For this reason
it is important to be able to predict the flow regime beforeduation starts, so that the
problems can be taken care of as soon as they arise. Tradiyidlow maps as the one in
Figure 1.2 have been produced as a tool to predict the flonmeeginat will develop in a
pipeline (Taitel and Dukler (1976), Barnea (1987), Hewitd &voberts (1969)). These maps
show that the flow regime in a pipeline is highly dependenth@nimcoming superficial flow
rates of gasigs) and oil ().

Even though the system is designed to avoid such problenieiedrlier years of pro-
duction, the production rate is changed during the produodifetime and problems can arise
later on. Note however that these flow maps represent theradatiow regimes, observed
when no automatic control is applied.
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Figure 1.2: Flow pattern map for 25 mm diameter vertical §jl@r-water system (Taitel
et al. (1980))

There exist different types of slugs, depending on how threyf@med. They can be
caused by hydro-dynamical effects or terrain effects. Thgsscan also be formed due to
transient effects related to pigging, start-up and blowsgd@and changes in pressure or flow
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rates.

Hydrodynamic slugs are formed by liquid waves growing inpipeline until the height
of the waves is sufficient to completely fill the pipe. Thesegyslcan melt together to form
even larger slugs and occur over a wide range of flow condition

Terrain slugging is caused by low-points in the pipelineoaphy, causing the liquid
to block the gas until the pressure in the compressed gaggis émough to overcome the
hydrostatic head of the liquid. A long liquid slug is then ped in front of the expanding
gas upstream. One example of such a low-point is a subseaitimelownwards inclination
ending in a vertical riser to a platform. In some cases theesnser can be filled with
liquid until the pressure in the gas is large enough to overcthe hydrostatic pressure of
the liquid-filled riser. Under such conditions a cyclic oggwn (limit cycle) is obtained. It
is considered to consist of four steps (Schmidt et al. (1L988ijel (1986)). These steps are
illustrated in Figure 1.3. Liquid accumulates in the lowmniaf the riser, blocking the gas
(1). As more gas and liquid enters the system, the pressillriagvease and the riser will be
filled with liquid (2). After a while the amount of gas that ibbked will be large enough to
blow the liquid out of the riser (3). After the blow-out, a néguid slug will start to form in
the low-point (4).

Figure 1.3: Illustration of the cyclic behavior (slug flow) pipeline-riser systems

Terrain induced slugs can become hundreds of meters loreyeat hydrodynamic slugs
are relatively shorter. This is also the reason why terdaigggng is often referred to as severe

slugging.
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Slug flow has a negative impact on the receiving facilitiesrdpoffshore oil and gas
production due to the large fluctuations in flow rates andsues Frequent problems are
unwanted flaring and reduced operating capacity. The fltioypressure also leads to a lot
of strain on other parts of the system, such as valves andsb@iee burden on the topside
separators and compressors can in some cases become dbadaitkeads to damages and
plant shutdown, representing huge costs for the produangpany. Being able to remove
slugging has a great economic potential and this is why aflatook and money has been
spent on finding solutions to the problem.

Itis possible to avoid or handle the slugs by changing thegyded the system. Examples
are; changing the pipeline topology, increasing the sizee$eparator, adding a slug catcher
or installing gas lift. However, the implementation of thisw equipment usually costs a lot
of money.

Another option is changing the operating conditions by ahgkhe topside valve (Sarica
and Tengesdal (2000)). Also this comes with a drawback; nbeeased pressure in the
pipeline leads to a reduced production rate and can lowewothErecovery of the field that
is being exploited.

In the last years there have been several studies on actieoktas a tool to "stabilize”
the flow and thereby avoiding the slug flow regime. Mathenaditicthe objective is to stabi-
lize a flow region which otherwise would be unstable. A simgd@logue is stabilization of
a bicycle which would be unstable without control. Schmidile(1979) was the first to suc-
cessfully apply an automatic control system on a pipeliserrsystem with a topside choke
as actuator. Hedne and Linga (1990) showed that it was pedsilzontrol the flow using
a Pl controller and pressure sensors measuring the pregifference over the riser. Lately
different control strategies have also been implementgutoduction systems offshore with
great success (Hollenberg et al. (1995), Courbot (1996)réHetval. (2000), Skofteland and
Godhavn (2003)).

Active control changes the boundaries of the flow map presentFigure 1.2, so that it
is possible to avoid the slug flow regime in an area where shwg i predicted. This way
it is possible to operate with the same average flow rates fasehdut without the huge
oscillations in flow rates and pressure. The advantagesusitig active control are large;
it is much cheaper than implementing new equipment andat r@soves the slug flow all
together thereby removing the strain on the system. Thisavimy of money can also be
saved on maintenance. Also, it is possible to produce witfeleflow rates than what would
be possible by manually choking the topside valve.

Subsea measurements are usually included in the contucistes that have been re-
ported in the literature so far. Pressure measurement® dattom of the riser or further
upstream are examples of such measurements. When dealimgiseit slugging, subsea
measurements have proved to effectively stabilize the fiblven no subsea measurements
are available, the task gets far more challenging.

Since subsea measurements are less reliable and much nstisetoamplement and
maintain than measurements located topside, it is intaged see if it is possible to control
the flow using only topside measurements. Is it also possibé®mbine topside measure-
ments in a way that improve the performance? And are thetsesoinparable to the results
obtained when using a controller based on subsea measusdmen
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Earlier studies on using only topside measurements aredfoulisodhavn, Fard and
Fuchs (2005) where experiments where performed on a laygand the flow was controlled
using combinations of pressure and density measurememtspaper did however not com-
pare the results found with what was obtainable using sulbsasurements.

This thesis describes the study and results from both a sovalk and medium-scale lab
rig, and compare the results from the two lab rigs to see howahntloe size of the system
affect the result of the controllers that were tested.

The small-scale two-phase lab rig was build at the Departiwie@hemical Engineering
at NTNU to test different riser slug control strategies with the huge costs involved in
larger scale experiments. Earlier experiments on thislssnale rig had already shown that
it was possible to stabilize the flow using a PI-controllethvé pressure measurement located
upstream the riser base as measurement (Sivertsen ands&a@E@005) ). The aim now was
to control the flow using combinations of only topside measgnts and to compare these
results with results found when using upstream measureament

A controllability analysis was performed in order to screke different measurement
candidates using a model developed by Storkaas et al. (200&) analysis showed that it
should be possible to control the flow using only topside measents. The results from
this analysis were then used as a background for the expasperformed in the lab.

Similar experiments were later performed omadiumscale lab rig to investigate the
effect the scale of the lab rig has on the quality of the cdletre® The experiments were
conducted at StatoilHydro Research Center in Porsgrunn.adiléyf was ideal for develop-
ment and testing of new control solutions for anti-slug agplasator control under realistic
conditions. Figure 1.4 shows a photograph of the facility.

Several experiments were performed to test similar comofigurations as was also
tested on the NTNU small-scale lab rig. This was done in otdanvestigate whether
different scales have an effect on the quality of the corgtalctures. Having results from
a larger rig could give an indication on whether the smadilsdNTNU lab rig really was
suitable as a tool for finding good control solutions to bedusdarger scale facilities, such
as a production platform.

The question was; could active control be used to stabilizeflow also for both rigs?
In particular, it was interesting to see whether only topsiteasurements could be used to
stabilize the flow.

1.2 Subsea water separation; the Tordis project

The second part of the thesis shows other areas of multigleagén oil production where
automatic control can be implemented successfully in otdeenhance production. This
part of the thesis describes a study done in cooperationStétoilHydro’s research center
in Trondheim, and was a part of project to increase the prindiycof one of StatoilHydro’s
oil fields, Tordis. Also it was important for StatoilHydro tocrease the competence and
knowledge of the company on subsea installations.

The Tordis field operated by StatoilHydro has proved to ba ewere productive than
anticipated when production began in 1994 (Godhavn, StesudSkofteland (2005)). To
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Figure 1.4: A birds-view perspective of the medium-scaernrig at StatoilHydro Research
Center in Porsgrunn
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increase production and total recovery for the field in tiseyaars of production, processing
equipment is planned installed at the sea bed. This in oodegarate produced water from
the production stream, inject this water into a reservoid imcrease the production rate.

Subsea processing enables production from low-pressseeviars over long distances,
and may increase the daily oil and gas production or everotiaérecovery from the reser-
voir. By injecting produced water into a reservoir, the wat@ission from topside to sea can
be reduced, and the subsea transportation pipelines dex brploited. Compression and
pumping enable a lower wellhead pressure, and hence aragezgroduction. A general
subsea production system with wells, manifold, subseagssing equipment, production
pipelines and topside separators is shown in Figure 1.5.
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‘ pumps e
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Figure 1.5: A production system including subsea procgsstuipment

Installation of subsea equipment leads to several chaketigat need to be explored
before the implementation. In the process of determiniegcthintrol strategy and operation
philosophy of the system, it is beneficial to perform dynasimulations that capture the
dynamical behavior adequately. Since the pressure, flavg @td composition of the flow
vary with time, it is important to perform studies for sevgraars throughout the life time
of the field. The first question that needed answering wasgchwnlutions are feasible and
which one will solve the problems the best.

Having control of the subsea separator pressure and liquald are important as it de-
termines the flow rates and compositions for the entire syshe Section 4, some solutions
to achieve control of the separator will be presented. Tleesérol solutions are then ex-
panded to achieve other benefits, such as faster well tedtsaamtrol of the water rate that
is transported with the oil and gas to the platform. Also stogtrol of the system, and a
control system that ensures equal production in two risandtream a split in the pipeline,
will be presented in this section of the thesis.

The control solutions presented in this section are ilatstt with dynamic simulations
including all equipment from the wells to the two topsideaigtg separators at the Gullfaks
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C platform. It is important to notice that these simulatiovesre performed at a very early
stage in the process of determining how to run the process,enthe aim was to find feasible
control solutions and not to find optimal control parametditse controllers have therefore
not been fine-tuned and simplified models for the equipmedtpgpelines have been used.
This is also the reason why the absolute values for the diiterariables have been left out
in this paper.

To simulate flow in the pipelines, OLGA 2000 dynamic multipbaimulator, provided
by Scandpower Petroleum Technologies has been used. Mds pfocess equipment is
simulated using Simulink. The OLGA - MATLAB toolbox enabligge Simulink application
to simulate multiphase flow in pipelines in OLGA togetherwatdditional process equip-
ment and controllers modeled in Simulink. When combiningséhsimulation tools, one
needs to carefully consider which parts of the system taighecin a simulation, and which
assumptions can be made about the boundary conditionshicese.



Chapter 2

Anti-slug control applied to a small-scale
rg

This section describes experiments performed on the suvalé lab rig, also called "the
Miniloop”, build at NTNU, Department of Chemical EngineaginEarlier experiments on
this small-scale rig had shown that it was possible to stabihe flow using a Pl-controller
with a pressure measurement located upstream the riseabaseasurement (Sivertsen and
Skogestad (2005) ). Attempts to control the flow using onpystde measurements had also
been performed (Siversen and Skogestad (2005)).

During the experiments described in these articles, thgfidw behaved a bit different
from that observed in larger facilities. Instead of sevéugswhere the gas entered the riser,
the gas was released as Taylor bubbles. As one Taylor bulkdnt@ged to enter the riser,
several more would quickly follow as the pressure drop acthe riser decreased. To get a
slug flow pattern that was closer to severe slugs, the lerigtthecriser and the size of the
gas buffer tank was increased. After implementing this ngwpement, the slug flow regime
resembled more the severe slugs seen in larger rigs.

The aim now was to control the flow using only topside measergmand to compare
these results with results found when using upstream mesasunts.

A controllability analysis was performed in order to screke different measurement
candidates using a model developed by Storkaas et al. (200&) analysis showed that it
should be possible to control the flow using only topside meaments. The results from
this analysis were then used as a background for the expaismerformed in the lab.

The experimental results were successful. They showedtthais possible to control
the flow far better then predicted from the analysis and tkalte were in fact comparable
with the results obtained when using a pressure measureumpstream the riser (subsea
measurement). A paper with the results from this sectiomtise process of being published
(Sivertsen, Storkaas and Skogestad (2008)).
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2.1 Case description

2.1.1 Experimental setup

To test different control configurations, a small-scale-piase flow loop with a pipeline-
riser arrangement was build at the Department of Chemicainéegng at NTNU, Trond-
heim (Bardsen (2003)). The flow consists of water and air, mixedttmgeat the inlet of the
system. Both the pipeline and the riser was made of a 20mm tkartransparent rubber
hose, which makes it easy to change the shape of the pipghtens. A schematic diagram
of the test facilities is shown in Figure 2.1.

Signal to ‘ Signal
control P3 (;Elr from CP

valve \J(, 52
Control g Separator I[ \J::{\ P?
panel e 5 l:(%)
Remd | cOiNg W ]
signals v
Water to
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& e
Reservoir \‘“3 \
e e T \

Figure 2.1: Experimental setup

From the inlet, which is the mixing point for the air and watg#e flow is transported
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trough a 3m long curved pipeline to the low-point at the hotiaf the riser. Depending on
different conditions such as water and air flow rates, slug fitay occur. At the top of the
riser there is an acrylic tank which serves as a separasalifig the water to a reservoir while
the air is let out through an open hole in the top. The sepaigtbus holding atmospheric
pressure.

From the reservoir the water is pumped back into the systeougn the mixing point
using a Grundfos UPS 25-120 180 pump with a lifting capacftg2m. It is possible to
adjust the power of the pump, thereby changing the presspendiency of the inlet flow
rate of the water. The pressure dependency during the expets is discussed in Section
2.1.3. Periodic disturbances in the inlet flow rate of gamftbe air supply system are also
described in this section.

For slugging to appear there must be enough air in the systdstowv the water out of
the 2.7m long riser. This requires a certain amount of voluntech is accounted for by a
15 | acrylic buffer tank (BT) between the air supply and thetinThe volume of the gas can
be changed by partially filling this tank with water.

The inlet flow rates of gasi.;.) and water ,,) determine whether we will have slug
flow in open loop operation or not. The gas flow rate is measatelde inlet using a 2-10
I/min mass flow sensor from Cole-Parmer. The water flow ratemeasured using a 2-60
I/min flow transmitter from Gerin. Typically inlet flow rates during an experiment are 5
I/min both for the gas and water.

Pressure sensors MPX5100DP from Motorola are located aintbe (P;) and top-
side (). They measure the pressure difference between the aterspinessure and the
pipeline pressure in the range 0-1 barg. Typically averadaes for the pressure during the
experiments are approximately 0.2 barg at the inlet and I0ad§ just upstream the topside
control valve.

Two fiber optic sensorss{, S3) from Omron are placed just upstream the control valve
in order to measure the water content in the pipeline. Wate¢he pipeline will attenuate
the laser beam and weaken the signal send to the control. gdremeasurements from the
fiber optic slug sensors needed some filtering because adspaused by reflections of the
laser beam on the water/air interface (Figure 2.2). Wherectyrcalibrated, the fiber optic
sensors give a signal proportional to the amount of watetaser beam travels through in
the pipeline and can be used to calculate the depsitythe pipeline.

A pneumatic operated Genb54 angle seat globe valve with 20 mm inner diameter is
installed at the top of the riser. A signal from the controh@lasets the choke opening
percentage of the valve. The valve responds well within arsg¢to the incoming signal.

The control panel, consisting of Fieldpoint modules frontidlaal Instruments, converts
the analog signals from the sensors into digital signalse digital signals are then sent
to a computer where they are continuously displayed andetleasing Labview software.
Depending on the control configuration, some of the measemésvare used by the controller
to set the choke opening for the control valve.
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Figure 2.2: Reflection of light on water surface

2.1.2 Labview software

Labview from National Instruments was chosen as tool fouaetp, storing, displaying and
analysing the data from the different sensors. Also, theevapening of the topside valve
was set from this program. The controllers was made usingieabPID controllers with
features like integrator anti-windup and bump less colgrautput for PID gain changes.

Labview’s PID Control Input Filter has been used to filter thoésg fiber optic signals.
This is a fifth-order low-pass FIR (Finite Impulse Respond&rfand the filter cut-off fre-
guency is designed to be 1/10 of the sample frequency of the iralue.

2.1.3 Disturbances

Two of the largest sources of disturbances during the exyaaris were the variations in the
air and water inlet flow rates. The left plots in Figure 2.3whww the air inlet rat&), is
fluctuating with a period of approximately 200s between 5% %9 I/min when the valve is
10% open and the flow is stable. These 200s fluctuations aseddny the on-off controller
used for the pressurized air facility at the laboratory. Thetuations in water rat€),, are
however quite small for this valve opening.

When the topside valve is fully open and the inlet pressixg gtarts to oscillate due to
slug flow in the pipeline, larger fluctuations in the water flmas observed. The capacity of
the water pump is pressure dependent, and oscillationgimtét pressure cause the water
rate to fluctuate between approximately 4.9 and 5.6 I/mirsaeén from the right plots in
Figure 2.3. The pressure oscillations also lead to osaitiatin the air inlet flow rate, which
come in addition to the 200s periodic fluctuations.

2.2 Controllability analysis and simulations

In order to have a starting point for the lab experiments,ralyasis of the system has been
performed. The analysis reveals some of the control limomatthat can be expected us-
ing different measurements. Closed-loop simulations utiiege measurements are also
described in this section.
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2.2.1 Theoretical background

Given the feedback control structure shown in Figure 2 &ntleasured outpytis found by

y=G(s)u+ Gy(s)d (2.1)

u is the manipulated inpud, is the disturbance to the system anig measurement noise.
G and(G, are the plant and disturbance models.
ld

Ga
+ ,
r + : u !
o K — G > . >-J

Um

+

+T‘

n

Figure 2.4: One degree-of-freedom negative feedback @ostructure (Skogestad and
Postlethwaite (1996))

The location of RHP (Right Half Plane) poles and zero&:(i3) impose bounds on the
bandwidth of the system. These bounds can render it imdedsilsontrol the system when
the RHP-poles and -zeros are located close to each othereSkogand Postlethwaite (1996)
show that a pair of pure complex RHP-poles places a lower boartie bandwidth of the
closed loop system:

we > 1.15|p| (2.2)

whereas a real RHP zeros imposesipperbound
we < |z]/2 (2.3)
For an imaginary RHP-zero the bound is

w, < 0.86]z] (2.4)
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When comparing Equation (2.2) with (2.3) and (2.4), it is esgee that if the RHP-
zeros and -poles are located close to each other, bandwisltkems can occur. The closed-
loop system can also be expressed as

y=Tr+ SGsd—Tn (2.5)

HereT = (I + L)"'L,S = (I + L)™' andL = GK. L is the loop transfer func-
tion, whereasS is called the classical sensitivity function and gives thesstivity reduction
introduced by the feedback loop. The input signal is

u=KSr — KSGud — KSn (2.6)

and the control errot =y — r IS

e=—=Sr+Sgqd —Tn (2.7)

From equations 2.5- 2.7 it is obvious that the magnituderéordfer functionss, 7', SG,
KS, KSG, andSG, give valuable information about the effactd andn have on the sys-
tem. In order to keep the input usag@and control erroe small, these closed-loop transfer
functions need to be small. There are however some limitattm how small the peak values
of these transfer functions can be. The locations of the RétBszand -poles influence these
bounds significantly.

Minimum peaks o andT’
Skogestad and Postlethwaite (1996) show that for each RHP=p& G (s) the sensitivity
function must satisfy Eq. (2.8) for closed-loop stability.

Z+pz
1] > H' (2.8)

Here||S||. denotes the maximum frequency respons#.ofhis bound is tight for the
case with a single RHP-zero and no time delay. Chen (2000) stiavshe same bound is
tight for 7.

Minimum peaks oG and SG

The transfer functiory'GG' is required to be small for robustness against pole uncgytai
Similar, SG4 needs to be small in order to reduce the effect of the inpttidiances on the
control error signat. In Skogestad and Postlethwaite (1996) the following beware found
for SG andSGy

|z + pil
|Z_pz

1SGlloe > |Gins(2 |H (2.9)

Z+ p;
[SGalloo = |Gams(2 IH;Z_]]Z (2.10)
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These bounds are valid for each RHP-zero of the system. &gteand G, are the
"minimum, stable version” oz andG,, with RHP poles and zeros mirrored into the LHP.

Minimum peaks ok’ .S and K SG

The peak on the transfer functidgiS needs to be small to avoid large input signals in
response to noise and disturbances, which could resultumagen. Havre and Skogestad
(2002) derives the following bound dk.S

1KSoe > |GSH(p)] (2.11)

which is tight for plants with a single real RHP-paleHavre and Skogestad (2002) also
finds

1K SGallse 2 1G5 (9) Gams (D) (2.12)

When analyzing a plant, all of the closed-loop transfer fiamst should be considered.

2.2.2 Modelling

Storkaas et al. (2003) have developed a simplified modeldordee the behavior of pipeline-
riser slugging. One of the advantages of the model is that well suited for controller
design and analysis. It consists of three states; the hafigps in the feed sectiomn(;,),
the holdup of gas in the risem(;,), and the holdup of liquidrfz; ). The model is illustrated
in Figure 2.5.

Using this model we are able to predict the variation of syspeoperties such as pres-
sures, densities and phase fractions, and analyse thesgstend desired operation points.
After entering the geometrical and flow data for the lab rigg model was tuned as de-
scribed in Storkaas et al. (2003) to fit the open loop behafitine lab rig. The model data
and tuning parameters are presented in Table 2.1.

A bifurcation diagram of the system is plotted in Figure atévas found by open-loop
simulations at different valve openings and gives infororatibout the valve opening for
which the system goes unstable. Also the amplitude of thespre oscillations for the inlet
and topside pressuré’{ and /) at each valve opening can be seen from the plot.

The upper line in the bifurcation plots shows the maximunsguee at a particular valve
opening and the lower line shows the minimum pressure. Thdihgs meet at around 16%
valve opening. This is the point with the highest valve opgwhich gives stable operation
when no control is applied for this particular system. Wheork&tas’ model is properly
tuned, the bifurcation point from the model will match theedrom the experimental data.
From the bifurcation diagram in Figure 2.6 it is seen thattimeed model values fit the
results from the lab quite well. The dotted line in the midstews the unstable steady-state
solution. This is the desired operating line with closedg@peration.

Figure 2.7 shows some of the simulations performed in orddmt the bifurcation
diagram. The plots show that the frequency predicted by tbeeainis approximately 50%
higher than the frequency of the slugs in the lab. In Figu8ea2root-locus diagram of the
system is plotted. This plot shows how the poles cross iredRHP as the valve opening
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Table 2.1: Model data parameters

Parameter Symbol Value
Inlet flow rate gasig/s] WG .in 1.145¢~%
Inlet flow rate water fg/s] W, in 0.090
Valve opening at bifurcation point [-] z 0.16
Inlet pressure at bifurcation poirtidrg] P stasj 0.28
Topside pressure at bifurcation poihifg] P stas; 0.125
Separator pressurédrg] Py 0
Liquid level upstream low point at bifurcation point] = Ay s 9.75¢73
Upstream gas volumer[’] Ve 6.1e3
Feed pipe inclinationiad] 0 le™3
Riser height ] H, 2.7
Length of horizontal top sectiomd] Ls 0.2
Pipe radius#] r 0.01
Exponent in friction expression [-] n 16
Choke valve constantf 2] K, 2.23¢74
Internal gas flow constant [-] Ko 0.193
Friction parametersf /m?] Ks 3.4¢3

reaches 16% from below. This also confirms the results platt¢he bifurcation diagram in
Figure 2.6.
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Figure 2.8: Root-locus plot showing the trajectories of thePR¥en-loop poles when the
valve opening varies from 0 (closed) to 1 (fully open)
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2.2.3 Analysis

The model can now be used to explore different measurententbatives for controlling the
flow. The lab rig has four sensors as described in SectionT2dre are two pressure Sensors;
one located at the inlet) and one located topside upstream the control vaksg. (Also
two fiber optic water hold-up measurements are located egustthe control valve. Using
these measurements it is possible to estimate the deppapnd flow rates£;,, Fy ) through
the control valve. Figure 2.9 shows the different measurgc@ndidates.

Figure 2.9: Measurement candidates for control

In Section 2.2.1 it was shown how the locations of the RHP pafeszeros had a big
influence on the controllability of the system. By scaling #ystem and calculating the
sensitivity peaks it is possible to get a picture of how wetloatroller can perform, using
one of these measurements.

The process modelr and disturbance modé&l,; were found from a linearization of
Storkaas’ model around two operation points. The model Wwas scaled as described in
Skogestad and Postlethwaite (1996). The process varialgiesscaled with respect to the
largest allowed control error and the disturbances weredagith the largest variations in
the inlet flow rates in the lab. The disturbances were assumed frequency independent.
The input was scaled with the maximum allowed positive déwidn valve opening since the
process gain is smaller for large valve openings. For measemtsy = [Py; P; p; Fiy; Fol
the scaling matrix isDe = diag[0.1 0.05 100 0.01¢t® 0.1]. The scaling matrix for the
outputs isDd = diag [1e=° 1e~2]. This represents approximately 10% change in the inlet
flow rates from the nominal values of 1.145 kg/s (5.73 I/min) for gas and 20? kg/s (5.4
I/min) for water. The inputis scaleBu =1 — z,,,, wherez,,,, is the nominal valve opening.
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Tables 2.2 and 2.3 present the controllability data fourtte [Bcation of the RHP poles
and zeros are presented for valve openings 25 and 30 %, assvethtionary gain and
lower bounds on the closed-loop transfer functions deedrib Section 2.2.1. The only two
measurements of the ones considered in this analysis wiiicdduces RHP-zeros into the
system, are the topside densijtyand pressuré”. The pole location is independent of the
input and output (measurement), but the zeros may move. frefifurcation plot in Figure
2.6 it is seen that both of these valve openings are insidartbable area. This can also be
seen from the RHP location of the poles.

Table 2.2: Control limitation data for valve opening 25%. tatde poles ap = 0.010 +
0.075i.

Measurement RHP zeros Stationary gain Minimum bounds
|G(0)] S| [SG| |KS| [5G4 |KSG4l
P [bar] - 3.20 1.00 0.00 0.14 0.00 0.055
Py[bar] 0.18+0.17i 5.97 1.13 159 0.091 0.085 0.055
plkg/m?] 0.032 0.70 1.20 4.62 0.048 0.31 0.056
Fwlkg/s] - 0.00 1.00 0.00 0.015 1.00 0.055
Folm?/s - 2.59 1.00 0.00 0.015 0.00 0.055

Table 2.3: Control limitation data for valve opening 30%. tatdée poles ap = 0.015 +
0.086¢

Measurement RHP zeros Stationary gain Minimum bounds
|G(0)] S| [SG] |KS| [5G4l |KSG4l
P [bar] - 1.85 1.00 0.00 0.34 0.00 0.086
Py[bar] 0.18+0.17i 3.44 122 125 0.23 0.085 0.079
plkg/m3 0.032 0.41 126 2.86 0.091 0.31 0.081
Fwlkg/s] - 0.00 1.00 0.00 0.028 1.00 0.079
Folm?/s] - 1.53 1.00 0.00 0.028 0.00 0.079

In Figure 2.10 the RHP poles and relevant RHP zeros are plaitggtiter. The RHP
zeros are in both cases located quite close to the RHP poléd) vésults in the high peaks
especially for sensitivity functio’dG but also forS. From this we can expect problems
when trying to stabilize the flow using these measuremerggge measurements.

The stationary gain found when using the volumetric flow fateis approximately zero,
which can cause a lot of problems with steady state contribleo$ystem. Also the stationary
gain for the plant using densifyas measurement has a low stationary gain. The model is
however based on constant inlet flow rates. The stationaryfga Fy, predicted by the
model is 0, which means that it is not possible to control tieady-state behavior of the
system and the system will drift. Usually the inlet rates pressure dependent, and the
zeros for measurements, and £y, would be expected to be located further away from the
origin than indicated by Tables 2.2 and 2.3.

When comparingK'S| and | K.SG,| for the two valve openings, it is obvious that the
peak values for these transfer functions increase withevapening for all the measurement
candidates, indicating that controlling around an opeggpioint with a larger valve opening
increases the effect disturbances and noise have on theusage.



2.2. CONTROLLABILITY ANALYSIS AND SIMULATIONS 23

0.2
[ J
0.15+ A
0.1+
*x
o 0.05f
x
©
>
§ ol RHP poles @ RHP
% zeros
g RHP P2
zero
= -0.05¢ density
-0.1F *
-0.15+ A
[ J
_0.2 L L L L L L L L
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18

Real axis
Figure 2.10: Plot-zero map for valve opening 30%

Figure 2.11 and 2.12 shows the Bode plots for the differemttpteodels and disturbance
models respectively. The models were found from a lineadamaf the model around valve
opening 25%. For the volumetric flow rate measurenignt the value of the disturbance
modelG ;W is higher than plant modeé} 1V for low frequencies. For acceptable control we
require|G(jw)| > |Gd(jw)| — 1 for frequencies wher&~,;| > 1 (Skogestad and Postleth-
waite (1996)). In this case botly ;11| and|Gyy | are close to zero, which means problems
can occur for this measurement.

2.2.4 Simulations

Closed-loop simulations using Storkaas’ model were pergéaorin order to investigate the
effect of the limitations found in the analysis. The meas@gsts were used as single mea-
surements in a feedback loop with a Pl-controller. Figufe3Zhows this control structure
using the inlet pressurg, as measurement.

Figure 2.14 compares the simulation results using fouerkfit measurement candidates.
The disturbances in inlet flow rates for the gas and watergasribed in Section 2.1.3, are
also included in these simulations. The only measuremanigimot included is the topside
pressureP,, as the corresponding controller was not able to stabifizdlow.

At first, the controller is turned off and the system is lefeagdoop with a valve opening
of 20% for approximately 5-10 min. From the bifurcation di&g in Figure 2.6 it was shown
that the system goes unstable for valve openings largerli6%n As expected, the pressure
and flow rates start to oscillate due to the effects of slug.flow

When the controllers are activated, the control valve steot&ing as seen from the right
plot in Figure 2.14. The aim of the simulation study is to see far into the unstable region
it is possible to control the flow with satisfactory perfommea. A larger valve opening gives
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Figure 2.13: Feedback control using PI controller withtipleessure”; as measurement

higher production with a given pressure dependent source.

As expected the measurement giving the best result waspirdesure”;. The upper left
plot shows how the controller quickly stabilizes at the deiset point. The average valve
opening is 25 %, which is far into the unstable region. Aftasat 70 min the set point for the
pressure is decreased, and the valve opening is now lar@eR0o. Still the performance
of the controller is good.

The figure also shows the results from controlling the flomgghe topside volumetric
flow rateF,, mass flow ratéy; and the density. Not surprisingly the density measurement
was not very well suited, as was expected from the analy$S&ation 2.2.3. It was possible
to control the flow using this measurement, but not at an geevalve opening larger than
17-18 % which is just inside the unstable area. The benefitsiofy control are therefore
negligible.

The relatively small oscillations seen in each plot has @&pesf 200s (3,3 min) and are
caused by the periodic oscillations of the inlet air flow raiéde results using the topside
pressureP, are not included in the figure. This is because it was not ptessd stabilize
the flow inside the unstable region using this measuremédtitodgh the analysis suggested
otherwise, the disturbances added in the simulations nhigi® had a larger effect on this
measurement than on the others.

Sometimes control configurations usiogmbination®f measurements can improve the
performance of a controller when compared with controllessg single measurements.
This is why cascade controllers using different combimegtiof the topside measurements
have been applied to the system. Figure 2.15 shows an exarhpleh a control config-
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uration. The inner loop controls the topside dengityvhich by itself was not found to be
well suited (Figure 3.10). In this case the set point for teadity is set by an outer loop
controlling the valve opening. This way drift due to the la&t®nary gain forp is avoided.

Setpoint rhol
(DT ——(DC)

Control
valve

Figure 2.15: Cascade controller using measurements deraitgl valve opening

The results from simulations using this control structwee @otted in Figure 2.16. The
set point for the outer loop controller, controlling thewabpening, is increased from 17%
to 18% after approximately 170 min. The flow then quickly bees unstable, even though
the valve opening is just inside the unstable region. Thesgtseems to be little benefit of
the cascade as the results using this controller are appabedy the same as when using the
PI controller with density.

Using one of the other measureme#fts Fy, or Py, in the inner loop instead might give
better results as this measurement stabilizes the flowrliette the density measurement

2.3 Experimental results

An attempt was made on controlling the flow using the fibercopignal as measurement
in the inner loop. The reason why flow measurements were ohitded in the experiments
was because no direct measurements were available. Onsaéite would be to calculate
the flow using the topside pressure measurenigntiber optic signalss; and.S; and the
valve openingz. However, two-phase flow valve equations are empirical dad quite
complicated, so it is reasonable to first use directly thesmesaments at hand.
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Figure 2.16: Simulation results using density(inner loop) and valve opening (outer
cascade) as measured variables in a cascade control structu

Three different combinations of measurements were testadascade control structure.
In case ¢), the inner controller controls the inlet pressufgand the outer loop controls
the valve opening. Even thoughP; is not a topside measurement, the results using this
controller serve as a basis to compare the other two with. ofier two control structures
use the fiber optic signal in the inner loop, and had eithethie valve opening or (c) the
topside pressur®, as a measurement in the outer loop.

The experimental results in Figure 2.17 shows that stahgizontrol was achieved for
all three cases. First the system was left open-loop withihgevapening of 25%. Since
this is well inside the unstable area, the pressures andtgemshe system is oscillating.
After about 100s the controllers are activated, and in adiéltases the controllers are able
to control the flow. When the controllers are turned off afteé0-500s, the flow quickly
becomes unstable again. The thick lines indicated the setsgor the different controllers.
In plot a) and b) in Figure 2.17 the valve opening set pointtierouter loop was 25% fully
open, whereas for the experiment presented in plot c) thpaet for the topside pressure
P, in the outer loop was 0.056. Earlier experiments had shoantttis lead to an average
valve opening of about 25%.

From the analysis and simulations presented in Sectiont2szZxpected that the control
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structure with the inlet pressufg in the inner loop would perform best, as this measurement
was by far the best suited for controlling the flow as seen bothn simulations and control
limitations for each measurement candidate. Also, the fipéc signal at the laboratory is
extremely noisy as the plots in Figure 2.17 show. Despit® twhen looking at the exper-
imental results, the differences are less obvious. In fz&ihg the fiber optic signal as the
inner measurement works quite well, contradicting the ltegtom the analysis in Section
2.2.

The main reason for adding the outer loop is to avoid drifhmihner loop caused by the
low steady state gain shown in Tables 2.2 and 2.3. Since tlutsdrom the experiments us-
ing a cascade configuration by far outperform the results fitee simulations, it was reason
to question the values given by the model. This is why an gitevas made to see whether it
was possible to control the flow using the fiber optic signalrdg measurement for control.
Figure 2.18 shows the results using this PI controller aeditier optic measurement.

Also now the controller manages to stabilize the system. Shiséem does not seem to
drift, which means that the steady state gain from valvetjposto density is not too small
for stabilizing the flow. Controlling the system at a largeeiage valve opening led to
reduced performance and the flow either became unstable @otitroller did not manage
to satisfactory keep the measurements at the desired sgs |flairge fluctuations).

In general, as the analysis showed, the control task getehas the valve opening
increases. This is due to the fact that the gain is reducdueagtve opening increases. By
gradually increasing the average valve opening, eithenbseasing the set point for valve
opening in the outer loop or, for case c) in Figure 2.17, redythe set point for the fiber
optic measurement, the effect of this increase in valve iogenas seen.

Some results are plotted in Appendix A for the three cascadetares a), b) and c) in
Figure 2.17. Here it is seen that the effect of increasingatferage valve opening from
approximately 24% to 32% using, as the inner measurement leads to increasingly larger
fluctuations around the set points. The same experiments pexformed using the fiber
optic signal as measurement in the inner loop with:[@nd c) P, in the outer loop. As
expected, the system eventually goes unstable as the yadveng is increased. The average
valve opening for which the system goes unstable using tteegeollers were approximately
b) 26% and c) 29%.

2.4 Discussion

When comparing different controllers, the tuning of the pagters has a high influence on
the results. None of the controllers described in thesererpats have been fine-tuned and
the results might be improved further with some more work.isTis why the maximum
average valve opening for which the controllers stabilieeftow, presented in Section 2.3,
might be increased with proper tuning. However, from theiltsst seems obvious that all
three controllers perform well up to approximately 25% eabpening and that as the valve
opening moves towards an average value of 30% the contpiéormance decreases for
all the controllers.

The timing for when the controller was activated seemed e laa effect in how quickly
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the controller managed to control the flow. Activating thatroller at a pressure peak in the
system was most advantageous.

It is important to note that the model used for the analysgvery simplified model. It
was used merely as a tool to see which problems might occureitab, and the underly-
ing reasons for the problems. When comparing the experirhesgalts with analysis and
simulations using Storkaas’ model prior to the experimghtgas clear that the experimen-
tal results were far better in terms of stabilization thaa tnodel predicted when using the
density/fiber optic signal as measurement.

An attempt was made to model the small-scale rig using nhasp simulator OLGA
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Figure 2.18: Experimental results using a PI controllehvitber optic signal as single mea-
surement (no outer loop added)
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from Scandpower Petroleum Technologies. However, thelaiions seemed to fail due to
numerical errors, which could be caused by the small scaleaaf the rig.

Even though results using only a PI controller and a singdsitte fiber optic measure-
ment seemed to work very well, without the expected steaatg sirift, there are other ad-
vantages in adding an outer loop. One example of such istthay be more intuitive to
understand what is going on with the plant when adjustingétg@oint for the valve opening
rather than the set point for the topside density or flow rates

The experiments were conducted on a small-scale rig witip B8inm inner diameter
pipeline. Whether or not the results can be directly applieldtger test facilities is further
investigated in Section 3.

2.5 Conclusion

This section of the thesis presents results from a smalé-sser laboratory rig where the
aim was to control the flow using only topside measuremerdstaareby avoiding slug flow
in the pipeline.

The results were good in the sense that it was possible toatdhe flow with good
performance far into the unstable region. In order to aveedlug merely by choking the
topside valve it would be necessary to operate with a vahenioyg of 15%, whereas by
using automatic control it was possible to control the flowhwan average valve opening
of 25%, despite very noisy measurements. This makes itlgessi produce with a larger
production rate and increase the total recovery from thdyming oil field.



Chapter 3

Anti-slug control applied to a
medium-scale rig

In Section 2, results from a small-scale lab rig build at trep&@tment of Chemical Engi-
neering, NTNU showed that, despite noisy measuremensssttli possible to stabilize the
flow in an unstable area using only topside measurementsqdéwion to be answered now
is; do these results also apply for larger riser-systems?

In this section, we look at some results obtained from a 1@h,I8’ diametemmedium
scale test rig located at StatoilHydro’s Research Center isgPann, Norway. Several cas-
cade control structures are tested and compared; both adthather and the results obtained
from the small-scale NTNU loop. The rig was also modeled aralysed using the simple
three-state model described in Section 2.

The new experiments were successful and confirmed thesesllieved using the small-
scale rig. This suggests that the small-scale lab loop carsée as a tool to predict possible
useful control strategies for the riser slug problem. A papéh the results from this section
is in the process of being published (Sivertsen, Alstad dadj&stad (2008)).

3.1 Experimental setup

During the experiments the flow consisted of water and aire pipe diameter is”3(7.6
cm) and the height of the riser is approximately 10 m. The ftates of gas and water
is pressure dependent. Water inlet rate during the expatsveas 7-8 rf/h while the air
inflow rate fluctuated between 8 to 14m. Figure 3.1 show a schematic overview of the
layout and available instrumentation.

The loop includes an approximately 4 m long section where@hand water are intro-
duced through different inlets. This "well section” consisf annulus and tubing, a 15.2 cm
outer pipe and a 7.6 cm inner tubing with perforations.

The pipe section consist partly of flexible tubing, hencs iassibly to vary the geometry
of the piping. This way the inclination of the riser and otparts of the pipe can be adjusted
to achieve the desired geometry.

The pipeline geometry during the experiments was choseivéotgrrain-induced slug-
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ging. A more detailed schematic of the geometry used in themxents is shown in Figure
3.2. The numbers indicate the location of feeding inletsiamgbrtant instrumentation.
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Figure 3.2: Schematic of the geometry of the riser-system

The numbers 1, 2 and 3 indicate the air, water and oil inletpeaetively. Downstream
this section the pipeline is close to horizontal for aboutriOAn approximately 7 m, 35
inclined section then follows. A pressure measureméqy is implemented at the end of
this section (4). The next 60 m section has & fi&clination, followed by an approximately
20 m horizontal section with a pressure and temperatureuns@agent at the end (6). A 10
m long vertical riser then follows a low point in the geomety. The low-point contains
a see-trough section, which makes it possible to determswaly the flow regime in this
section. At the top of the riser, a production choke (10) aphsator (11) are located. There
is also a pressure measurement (8) and a see-through §&tiocated half-way up the riser.
Upstream the production choke a pressure measurerfgmrd a gamma densiometer are
implemented.

The water and oil outlets from the separator are returnedlaoge 10 ni buffer tank.
The oil and water feed are pumped from this buffer tank badkéaespective phase inlets
in the well section using two displacement pumps. Beforeramgéhe well section, the feed
flow rate and density of each phase are measured.

3.1.1 Gasfeed

The compressed air is supplied from the local air supply Tieé supplied air holds a pres-
sure of approximately 7 bara. An automatic control valvetads the feed flow rate of
compressed air to the well section. During experiments ¢lee flow of air is normally in
the range 15 to 50 kg/h.
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The mass flow and the density of the compressed air are méassirgy a Coriolis type
mass flow meter.

3.1.2 Water feed

A displacement pump controls the feed flow rate of water. Ttwvequ is either set directly
by the operator, or given as output from a feedback controlééng the volumetric flow
rate as measurement. The pressure and single-phase fl@rarateneasured downstream
the pumps, using a differential pressure volumetric flowen@®ivot tube) for the air and a
Coriolis type mass flow for the water.

3.1.3 Separator

The three-phase separator located at the top of the risex Walsime of approximately 1.5
m?. A 53 cm high weir plate separates the oil and water outleb® Separator is equipped
with a pressure measurement and measurements of the oilededlevels. No oil was added
to the flow during the experiments presented in this thesis.

3.1.4 Control choke valve

The control choke valve is a vertically positioned valveatax at the top of the riser. The
valve is equipped with a Profibus-PA Positioner, which mesuthe actual valve position to
the control system.

Choke valve characteristics

Several flow experiments had been performed in order to fiedsthgle- and two-phase
(water/air) valve characteristics:

K(z)
Q-Cuf(d % (3.2)

C, is the valve constant anfl z) is the characteristics of the valv& P is the pressure
drop across the valve ands the density of the fluid. For valve openings less than 5086 an
60% for single-phase and two-phase flow respectively, tlagadheristics were found to be
close to linear. Thus, Equation (3.1) can be written

Q/C, = 2 % (3.2)

Values for@)/C, can be calculated from given values for valve openingneasured
pressure drop across the valké” and measured density
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3.1.5 Instrumentation

A number of automatic control valves are installed. Thidudes the production choke
valve, the valves controlling gas, water and oil outlet fribva separator and the feed flow of
air to the well section. These valves can be operated eith@manual mode or in automatic
mode where valve openings are given as output from PID fexdbantrollers. The rig is
controlled from a control room located close to the rig.

3.2 Controllability analysis

3.2.1 Modelling

In Section 2, it was shown how an analysis of a model desgriaismallscale lab-rig did
reveal fundamental control limitations depending on whoeokasurements that were used
for control. This was found using a simplified model (Stokaa al. (2003)). One of the
advantages of this simple model is that it is well suited famteoller design and analysis. It
consists of three states; the holdup of gas in the feed segtig;) and in the riseriugs.),
and the holdup of liquidrt; ). The model is illustrated in Figure 2.5.

The same model was used to predict the behavior for the mesioahe lab rig used in
this study. Using this model the system was analysed in time sgay as in Section 2. Both
open- and closed loop simulations were performed.

Table 3.1: Model data parameters

Parameter Symbol  Value
Inlet flow rate gaskg/s] We in 0.0075
Inlet flow rate waterfg/s] W in 1.644
Valve opening at bifurction point [-] z 0.12
Inlet pressure at bifurcation poirtidrg] P stasj 0.9
Topside pressure at bifurcation poihifg] P stasj 0.3
Separator pressurédrg] P 0
Liquid level upstream low point at bifurcation point] Ay s 0.05
Upstream gas volumer[’] Ve 0.2654
Feed pipe inclinationrad)] 0 0.05
Riser height f] H, 10
Length of horizontal top sectiomf] Ls 0.1
Pipe radius ] r 0.0381
Exponent in friction expression [-] n 2.15
Choke valve constantf 2] K, 0.0042
Internal gas flow constant [-] Ko 1.83
Friction parametersf /m?] K 72.37

After entering the geometrical and flow data for the lab rlgg thodel was tuned as
described in Storkaas et al. (2003) to fit the open loop benhafithe lab rig. The model
data and tuning parameters are presented in Table 3.1.iAs@ting new system parameters
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and re-tuning the model, the open-loop data found using thaeifrfitted the experimental
results quite well as shown by the bifurcation plot in Fig8r8.

The bifurcation diagram gives information about the valgering for which the flow be-
comes unstable and shows the amplitude of the pressur&atieas for the inlet and topside
pressuresi;, and ). The upper lines in the bifurcation plot show the maximumessure at
a particular valve opening and the lower line shows the mimmpressure. The lines meet
at the "bifurcation point” when the valve opening is approately 12%. This is the point
where transition to slug flow occurs naturally and this is liighest valve opening which
gives "non-slug” behaviour in open-loop operation, withoantrol. The dotted line in the
middle shows the unstable "non-slug” solution predictedi®/model. This is the desired
operating line with closed-loop operation.

The bifurcation plot was obtained by open-loop simulatiohshe system at different
valve openings. Some of these results are plotted in Figdréo8ether with experimental
results. The model fit the experimental data quite well, img of both amplitude and
frequency of the oscillations. Note that a shift in time doesmatter. The match between
simulated and experimental results is especially very dood valve opening of 14.9%.

In Figure 3.5 a root-locus diagram of the system is plottekis Ehows how the poles,
computed eigenvalues from the model, cross into the RHP asthe opening reaches 12%
from below. This confirms what was seen in the bifurcatiorgcha.

3.2.2 Analysis

The model can now be used to explore different measurententatives for controlling the
flow. The following measurements were analysed in this studgt pressure”;, pressure
upstream production chok®,, densityp, mass flow ratey, and volumetric flow rate,
through the topside choke. Figure 2.9 shows the differersmement candidates.

In Section 2 it was shown how the RHP poles and zeros and tteaititms compared to
each other in the imaginary plane had a large influence onahiatlability of the system.
By scaling the system and calculating the sensitivity pe#ks possible to get a picture of
the challenges in terms of stabilizing the system.

The process model and disturbance model, were found by linearizing Storkaas’
model at two operation points (z = 0.15 and z = 0.2). The peesiables were scaled
with respect to the largest allowed control error and théudisinces were scaled with the
largest variations in the inlet flow rates in the lab, as dbsdrin Skogestad and Postlethwaite
(1996). The disturbances were assumed to be frequencyandept. The input was scaled
with the maximum allowed positive deviation in valve opensince the process gain is
smaller for large valve openings. For measuremgnf$ P, p Fiv Fy], the scaling matrix is
De=diag[0.1bar 0.1bar 50kg/h®.2kg/s ~3m?/s]. The scaling matrix for the disturbances
d=[mq andm ] is Dd= diag [2~kg/s 0.2kg/s]. The nominal values are 0.0075 kg/s for the
gas and 1.64 kg/s for the water rate. The input is scaéled= 1 — z,,,, wherez,,,, is the
nominal valve opening.

Tables 3.2 and 3.3 summarize the results of the analysis. |odagions of the RHP
poles and zeros are presented for valve openings 15 and 20#glleas stationary gain and
lower bounds on the closed-loop transfer functions desdrtBection 2. The pole location
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Figure 3.3: Bifurcation plot for the medium scale rig: Presstat inlet ) and topside )
as function of choke valve opening

is independent of the input and output (measurement), leuzéinos may move. From the
bifurcation plot in Figure 3.3, it is seen that both of thesdve openings are inside the
unstable area. This can also be seen from the RHP locatioe piales.
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The only two measurements of the ones considered in thiysisakhich introduces
RHP-zeros into the system, are the topside denpsatyd pressuré’,. The RHP zeros are in
both cases located quite close to the RHP poles, which resdls high peaks especially for
sensitivity functionSG but also forS. In Figure 3.6 the RHP poles and relevant RHP zeros
are plotted together. This plot shows that we can expectigmwhen trying to stabilize
the flow using these measurements as controlled variables.

The model is based on constant inlet flow rates. The statogain for £y, predicted
by the model is 0, which means that it is not possible to cothesteady-state behavior of
the system and the system will drift. Usually the inlet rades pressure dependent, and the
zeros for measurements, and £y, would be expected to be located further away from the
origin than indicated by Tables 3.2 and 3.3.

Figure 3.7 and 3.8 shows the Bode plots for the different plamdels and disturbance
models respectively. The models were found from a lineddmaf the model around valve
opening 15%. As in Section 2, the Bode plots show that for thesrflaw rate measurement
Fw, the low frequency value of the disturbance mo[de}1V| is higher than plant model
|GW|. For acceptable control we requif@(jw)| > |G4(jw)| — 1 for frequencies where
|G4| > 1 (Skogestad and Postlethwaite (1996)). In this ¢&5€0)| is 1.01 and~yy is close
to zero, which means problems can occur for this measurement
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Table 3.2: Control limitation data for valve opening 15%. tatde poles ap = 0.0062 +
0.060s.

Measurement RHP zeros Stationary gain Minimum bounds

|G(0)] S| [SG] |KS| |5G4| [KSG4|
Py [bar] - 22.9 1.00 0.00 0.016 0.00 0.042
Py[bar] 1.00,0.09 20.5 1.21 15.6 0.017 0.54 0.040
plkg/m?] 0.051 33.1 1.22 334 0.011 1.02 0.042
Fwlkg/s] - 0.00 1.00 0.00 0.006 0.00 0.042
Folm?/s] - 8.3 1.00 0.00 0.013 1.02 0.040

Table 3.3: Control limitation data for valve opening 20%. tatde poles ap = 0.019 +
0.073:

Measurement RHP zeros Stationary gain Minimum bounds
|G(0)] S| [SG] |KS| |5G4| |KSG4l
Py [bar] - 10.1 1.00 0.00 0.082 0.00 0.090
P [bar] 1.08,0.089 8.94 1.66 10.7 0.10 0.55 0.070
plkg/m?] 0.050 2.87 1.60 19.6 0.048 1.27 0.080
Fwlkg/s] - 0.00 1.00 0.00 0.0212 0.00 0.070
Folm?/s] - 4.16 1.00 0.00 0.047 0.00 0.070
0.08 ‘
x
0.06 A i
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« 0.02f -
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>
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Figure 3.6: Plot-zero map for valve opening 20%
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3.2.3 Simulations

Closed-loop simulations were performed in order to invegdéighe effect of the limitations
found in the analysis. The measurements were used as siegisunements in a feedback
loop with a PI-controller. Figure 3.9 shows this controusture using the inlet pressufg

as measurement.

Figure 3.9: Feedback control using PI controller with idegssureP; as measurement

Figure 3.10 compares the simulation results obtained Usimgdifferent measurement
candidates. Disturbances in inlet flow rates for the gas aam@mnare not included in the
simulations. The results could for this reason differ soim&wrom the results obtained in
Section 2. Despite this, the results were quite similar. Resiging the topside pressufg
are not included in the plot, as the corresponding contralés not able to stabilize the flow.

At first, the controllers are turned off and the system isdgien loop for approximately
three and a half minute with a valve opening of 20%. From thetation diagram in Figure
3.3 it was shown that the system goes unstable for valve ngenarger than 12%. As
expected the system oscillates due to the presence of sig flo

When the controllers are activated, the control valves atarking as seen from the right
plot in Figure 3.10. After about 80 minutes the set pointsciuignged for all the controllers,
bringing the flow further into the unstable region. The aimtteé simulation study is to
be able to control the flow with satisfactory performanceaasrito the unstable region as
possible, which means with as high average valve openingssiye.

As in Section 2, the controllers giving the best results vikesones using inlet pressure
P, and volumetric flow raté’, as measurements. However, this time the flow contréfigr
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outperformed the pressure controller, being able to stabihe flow with an average valve
opening of impressing 55%. Based on earlier knowledge ofcngyol and experimental re-
sults; these results are too good to be true, and might cametfre fact that no disturbances
in the inlet flow rates were added in the simulations this time

The results using the density and mass flow controller welte gimilar to those obtained
for the small scale lab rig in Section 2. It was possible totdrthe flow in the unstable
region, but the controllers were slow and did not managedabilste the flow very far into
the unstable region.

3.3 Experimental results

The analysis in Section 3.2.2 showed that both the inletspresr;, and the scaled topside
volumetric flow rate F,, were suitable for stabilizing the flow. The results using tibpside
densityp were not as good as fa@t; and Fy,, but still it was possible to control the flow using
also this measurement.

Looking at Table 3.3 it is clear that except for the mass flovasoeement,, with zero
steady-state gaim,is the measurement having the lowest steady-state gaitvatmaening
20%. This explains why the controller does not seem to betalkeep the flow stable at the
set point after the flow has been stabilized. Also for the madtric flow rate measurement
Fy, the steady-state gain is quite low for valve opening 20%. Vightrexpect the same
problems using this measurement as the single measurement.

Control configurations using combinations of measuremeaisicprove the perfor-
mance of a controller when compared to controllers usinglsimeasurements. In order
to avoid the drift problem, different cascade controlleesevtested experimentally. Six cas-
cade controllers with different measurement combinativere tested;

(a) z (outer) andP; (inner)
(b) P, (outer) andP; (inner)
(c) z (outer) andv (inner)
(d) P, (outer) andp (inner)
(e) z (outer) andFy, (inner)
(f) P, (outer) andFy, (inner).

The measurements were combined in a cascade control catiayymwhere the set point
for the inner controller is adjusted by the outer loop to prévthe inner controller from
drifting. This wayp and Fi, can be used as measurement in an inner loop, even though the
controller based solely on one of these measurements d$tdferthe drift problem. The
volumetric flow measurement used during the experimentsswaked with respect to the
choke valve constartt,,.

Topside measurements are often noisy, and so also in tiasEasthis reason the density
measurement signal was filtered using a first-order low-filéeswith a time constant of 4

Additional experiments were performed using the inlet puesP; as measurement for
the inner loop. AlthoughP; is not a topside measurement, and often not available in many
real subsea applications, it was included to serve as a awopdor the other controllers.
As outer measurements, the pressure drop across the cealvel P, and topside choke
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valve opening: were used.

Figure 3.11 shows a sketch of a cascade control structuadttonative (d) and Figures
3.12-3.14 shows the experimental results for all six alieves. The left plot shows the
results when valve openingis used as outer loop measurement. In the right plot thedepsi
pressure, is used as outer measurement.

ot

. . — setpoint_

P setpoint A PC) .DC )
@, (o)

h
A \;‘ i

Control
valve

Figure 3.11: Cascade control with measurements depgityner loop) and pressure drop
across topside valvi, (outer loop)

During the experiments, the operation is gradually movethér into the unstable region
by changing the set point in the outer loop (increasip@nd decreasing ). The valve
opening for which the flow can no longer be stabilized giveseasare on the performance
of each controller. Note that being able to increase the makwe opening and at the same
time keep the flow stable has large economic advantages. iSTbiscause producing at a
higher valve opening implies less friction loss and incegeigsroduction.

The results using all of the controllers were very good, &y &ll managed to stabilize
the flow far into the unstable region. The upper plot in eadhefsub figures shows how the
valve opening is increased during the experiments.

Table 3.4 compare the average values the last 12 min beferotitrollers go unstable.
As mentioned, the mean valve opening gives a good indicafitre quality of the controller.
See also Figure B.1 in Appendix B which shows detailed platslfiche controllers the last
12 minutes before instability.

Based on the results, we conclude that usiagn the outer loop and eithdr, or i, in
the inner loop is the best choice with average maximum vapanmgs 23.8% and 23.9%
respectively. The third best choice is usiangn the outer loop and+, in the inner loop
(22.8%).

The controllers were not fine-tuned and the results mightHs reason be influenced
somewhat by the quality of the tuning. Still, the resultsvgbd that it was possible to stabi-
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Table 3.4: Mean values just before instability using défercascade controllers, based on
data plotted in Figure B.1 (Appendix B)

Outer loop z P

Inner loop P p Fg/C, P p Fg/C,
Py[barg] 0.71  0.68 0.6 0.72 0.72 0.67
Pslbarg] 0.146 0.123 0.119 0.132 0.142 0.079
plkg/m?] 425 433 403 424 433 417
Q/Cy[—] 1.18 0.98 1.18§ 1.28 1.0943 0.997
(%] 209 195 22.8 2338 19.3 23.9
F,lkg/h] 7.24 755 7.6 754 7.0 7.55
Fgo[m?/h] 7.53 10.07 9.4 817 856 11.05
Figure B.1(a) B.1(b) B.1(c) B.1(d) B.1(e) B.1(f)

lize the flow very well using only topside measurements aatittiese results are comparable
with the results found when including subsea measureifieas one of the measurements.

3.4 Discussion

It is important to note that Storkaas’ model used to analjieesystem is a very simplified
model, and it was used merely as a tool to see which problemitraccur in the lab, and
the underlying reasons for the problems. When comparing xperamental results with
analysis and simulations using Storkaas’ model prior toetkgeriments, it was clear that
the experimental results were far better than the modelgiestiwhen using the density as
measurement. The model is however not very detailed, arsdniterrely used as a tool to
understand the underlying dynamics of the problem.

The pressure dependency of the inflow rates of gas and watemnutaincluded, and
the effect of this dependency probably helps to stabilizeftbw since the inlet rates are
decreased as more water accumulates in the riser.

During the experiments the timing for when the controlleagtivated (where in the slug-
cycle) was very important for the controller’s ability t@abtlize the flow. When the controller
was activated just after the inlet pressure had peakedgpttteatler managed to stabilize the
flow quite easily. If the controller was activated at someeottime, usually the controller
did not manage to stabilize the flow at all.

Also, the tuning of the controllers has a big influence on #wilts. Even better results
might be achieved with other types of controllers or bettarrtg. This is also why it is not
possible to make a clear recommendation of which combinaifoneasurements is best.
The study does however show that all the combinations tasthd study, stabilize the flow
quite well.
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3.5 Conclusion

This section has presented results from a medium-scateigsghere the aim was to control
the flow using only topside measurements. The results shatittivas possible to stabilize
the flow using different combinations of topside measurdmerable 3.4 shows the different
controller results compared to each other. The best reaalts achieved with the scaled
volumetric flow ratef, /C,, as the inner measurement, although this result may be depend
on the tuning of the controllers. All of the controllers mged to stabilize the flow well,
increasing the maximum valve opening from 12% without aartiv more than 20% with
control.

When comparing the results with similar experiments peréatran a small-scale riser
rig build at our department, Section 2, the results usinfigiiht control configurations are
quite similar. This suggests that the small-scale risamight be suitable for testing different
control strategies prior to more costly and time-consunté@sgs on larger rigs.



Chapter 4

Control challenges and solutions for a
subsea separation and boosting station

4.1 Introduction

The Tordis field operated by StatoilHydro has proved to benewere productive than an-
ticipated when production began in 1994 (Godhavn, Strart Skofteland (2005)). To

increase production and total recovery for the field in it$ Yeears of production, processing
equipment is planned installed at the sea bed. This is taa&pproduced water from the
production stream and inject it into a reservoir, with tha &b increase the production rate

and recovery from of the field.
‘i ‘Topside |__
_separator
| I

Manifold “ S
Wells ﬁ Topside
Separator

11 km long flowlines

Figure 4.1: Subsea processing equipment planned at thes Treid

Subsea processing enables production from low-pressseeviars over long distances,
and may increase the daily oil and gas production and alsttakrecovery from the reser-
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voir. By injecting produced water into a reservoir, the wagrission from topside to sea
can be reduced, and the subsea transportation pipelindsetiez exploited. Compression
and pumping enable a lower wellhead pressure, and henceraaged production.

However, the installation of new subsea equipment leadsveral new challenges, also
related to process control. There can be several ways te slobse problems, so the first
guestion that needed answering was; which solutions astbfeaand which one will solve
the problems the best.

In the process of determining the control strategy and der@hilosophy of the sys-
tem, it is beneficial to perform dynamic simulations thattoap the dynamical behavior
adequately. Since the pressure, flow rates and compositithe dlow vary with time, it is
important to perform studies for several years throughuoeitite time of the field.

Control of the subsea separator pressure and liquid levelsrgrortant as it determines
the flow rates and compositions for the entire system. Ini@eet.4, some solutions to
achieve control of the separator will be presented. Thestaaolutions are then expanded
to achieve other benefits, such as faster well tests andotaftihe water rate that is trans-
ported with the oil and gas to the platform.

Under certain conditions a flow regime called riser sluggiag develop in the pipelines,
which is undesirable because it can introduce large pressaillations in the system. In the
end of Section 4.4 it will be shown that this problem can beeusing feedback control.

The control solutions presented in section 4.4 have also peelished in Sivertsen et al.
(2006). They are illustrated with dynamic simulations utkhg all equipment from the wells
to the two topside receiving separators at the Gullfaks @qita (Figure 4.1). In this figure,
MPP and WIP are multiphase pump and water injection pump ctsph.

It is important to notice that these simulations were penied at a very early stage in the
process of determining how to run the process, where the amtwfind feasible control
solutions and not to find optimal control parameters. Therotlars have therefore not been
fine-tuned and simplified models for the equipment and pieslihave been used. This is
also the reason why the absolute values for the differemabims have been left out in this
section of the thesis.

Section 4.4.4 has not previous been published. Due to attigbtschedule, a planned
paper from these simulations was not realized. Howeveprbiglem is quite interesting and
the results using automatic control was good. This is whyesgmtation of this work has
been included in the thesis.

To simulate flow in pipelines, the OLGA 2000 dynamic multipaaimulator provided
by Scandpower Petroleum Technologies has been used. Mts¢ pfocess equipment is
simulated using Simulink. The OLGA - MATLAB toolbox enabldse Simulink applica-
tion to simulate multiphase flow in pipelines in OLGA and littkvith additional process
equipment and controllers modeled in Simulink.

When combining these simulation tools, one needs in eachtoasarefully consider
which parts of the system to include in a simulation, and Wwlassumptions can be made
about the boundary conditions. The simulation strategieslascribed more thoroughly in
Section 4.3. The results from this section has also beeripies in Sivertsen et al. (2005).
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4.2 Subsea processing equipment

Oil, gas and water are transported from the manifold to thesesa separator through two
pipelines (Figure 4.1). From the separator some of the vimterbe injected into a disposal
reservoir. The remaining water will be transported alonthwhe oil and gas through two
pipelines into each topside separator at the Gullfaks dgulat A multiphase boosting

pump (MPP) will be installed downstream the separator.

4.2.1 Wells

There are eight wells producing oil, water and gas to thef@hdIC platform. The flows from
the wells are merged at the manifold. Two short pipelinesheaceiving the production
from four wells, transport the fluid to the subsea separator.

4.2.2 Pipelines

To simulate the pipelines between the wells, the subseaaepand the topside separators,
OLGA 2000 have been used. OLGA 2000 is a commercially availdpnamic multiphase
flow simulator. In our study, OLGA has been linked to Simulink

4.2.3 Subsea Separator

The subsea separator is illustrated in Figure 4.2. In tharaép the water, oil and gas
separate due to gravity. The water, which is heaviest, smkse bottom. Most of the water
is to be injected into a disposal reservoir through an outldte bottom of the separator. Itis
important that no oil enters this reservoir. The rest of tlaewis transported to the platform
along with the gas and oil.

The levels of water and oil are determined by the inlet antebtlow rates. The multi-
phase pump and the water pump speed will therefore infludresetlevels. The rest of the
separator is filled with gas.

The separator is simulated using a simple Simulink modetomputes the separator
pressure, density, composition and levels. It is assumedhle pressure is independent of
height, that is: the pressure at the bottom is the same a®igah layer at the top of the
separator. The composition of the stream going to the platie determined by the water
and oil levels. If the level of the water is below the outleideng topside, no water will be
transported topside. The same goes for the oil level, whigdedds both on the oil and water
layer thickness. As already mentioned, the flow rate will beednined by the multiphase
pump speed and the pressure in the separator and the pgeline

4.2.4 Pumps

Multiphase pump (MPR)To be able to operate the subsea separator at a low pressyniéd
the friction loss caused by the 11 km long pipelines to thefékd C platform, pumps or
compressors are planned installed.
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Figure 4.2: Subsea separator

To control the separator pressure by adjusting the pumpdsgee thereby the flow rate
to topside;, a multiphase boosting pump will be installed downstreagrstibsea separator.

Water pump (WIR)There is also a need for a water pump to pump the water into the
disposal reservoir, holding a higher pressure than theesufsparator.

The water rate through the water pungp, depends on the pressure difference between
the reservoir and the subsea separator, and also the puegh spe

Pump speed and pressure drop ovemtidtiphasgoump will in the same way determine
the topside production rates, but composition and densttyedlow will also influence these
flow rates.

4.2.5 Choke valves

There are choke valves for each of the eight wells, which nitgk@ssible to adjust the flow
from each well independently. These choke valves can befasaetll tests, where one well
after another is shut down.

At the top of each riser there are topside production chokeevad hey make it possible to
control the flow transported into each of the topside sepesaand can be adjusted manually
or by a controller.

4.2.6 Measurements

Several measurements will be available, monitoring pressiensity, flow rates and other
values which are necessary for controlling the differemtspaf the system. Measurements
used directly for control are the manifold pressure, theseatseparator pressure and water
level, pressure drop and density over topside productiakes$) water rate out of topside
separators and the pressure downstream the multiphaseaspbmp. The pressure drop
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and density across the topside chokes are used to caldutatiew rate through the topside
chokes as there are no flow measurements available.

4.3 Simulation strategies

The focus of this section is to demonstrate different waysashbining OLGA 2000 and
Simulink, and how to divide the overall process model intb-swdels in order to study
local phenomena.

4.3.1 Integration of OLGA 2000 and Simulink

Using the OLGA - MATLAB toolbox itis possible to run OLGA sinations from a Simulink
environment. The Simulink OLGA encapsulation enables iheuink application to simu-
late multiphase flow in pipelines in OLGA 2000 together witldaional process equipment.
The communication between OLGA and Simulink is synchronadsch means that when
the interface has sent a message to OLGA 2000, it waits urds@onse has been received
before returning to Matlab.

From the OLGA block it is possible to get all the informatioboat the flow and the
equipment that is modeled in OLGA, into Simulink. In Simiithe information can be
displayed and stored during the simulation. The values®fahGA variables can this way
be used for process equipment modeled in Simulink, suchrasatlers and separators. The
outputs generated from the Simulink process equipment, asiseparator pressure, are then
sent back to OLGA and used as inputs for the OLGA calculatiotise next time step.

Using OLGA 2000 to run all the simulations is also an optianitas possible to include
separators, controllers and other equipment in the modakse are, however, some advan-
tages of combining OLGA 2000 with Simulink. Sometimes ité&siled to use other models
for process equipment than the ones provided by OLGA, eggara&rs and controllers. It
is particularly easy to implement these in Matlab/Simulink

For the simulations performed during the study of our systeombinations of these
methods have been used. To save computing time, and alsoitb sme of the numeri-
cal problems that can occur during large simulations, paErtee system have been left out
during some of the simulations. When doing this, it is importhat the boundary condi-
tions are well taken care of. Sometimes assuming constaugs/at the boundaries can be
justified, but it is not always the case.

The calculations made by Simulink requires a very small graiage of the simulation
time compared to the OLGA calculations. When sending inpuBLtGA, such as changes
in boundary conditions or flow rates, the OLGA simulationgimight increase. If these
inputs are not essential for the results, it might be an idekeep some of these inputs
constant to reduce the time of the simulation.

Figure 4.3 shows the different ways to divide the system incase. The wells and the
pipelines into the subsea separators are modeled in OLG#e wie subsea separator and
pumps are modeled in Simulink. The pipelines from the mbhHge pump to topside are
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modeled in OLGA, and the topside separators are modelednnl®ik. All the controllers
have also been modeled in Simulink.

OLGA Simulink Simulink OLGA Simulink
Manifold
Wells
_— Floss-
& e— n lines
e SRR g COMpression/ e  Topside
¢ e boosting
S
S

Injection

pumps Simulink
Injection Simulink
well

Figure 4.3: The subsystems of a general subsea processitegsy

To see how different parts of the total system can be run agggr some of the sim-
ulations that have been made will be presented. These siondavere performed during
an early stage of the decision process on how to run the sdyséam, so not all of this
equipment or control structures will be used later on. Hawvgethey are included to show
some of the considerations that where made when combinirig/Odnd Simulink.

4.3.2 Sequential simulations

One obvious possible way of doing the simulations, woulddoeih the different parts sim-
ulated in OLGA 2000 and Simulink separately. Then the tinteesebtained from one part
could be used as input to a downstream simulation. The aalgarmf using such a method is
that the simulations would in many cases require less time{lze programming would also
be easier. The disadvantage is that this method does naireape interactions between the
different parts of the system, which can change the way tsisybehaves significantly. For
example, the flow rates from one unit can be applied as inghetdownstream unit. The se-
guential simulation will be appropriate if these flow ratesiadependent of the downstream
pressure.
In Storkaas and Godhavn (May 2005) OLGA 2000 simulation®wen with a controller

implemented in Simulink. The resulting outflow from OLGA wikser used as varying
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inflow into an advanced topside simulator (ASSET from KorggglkMaritime) to see how
the topside facilities would handle the flow variations.

4.3.3 Integrated simulation of wells and subsea separator

The well and subsea separator simulations are importastddying the separator states dur-
ing periods with varying well rates and pressure. Figuresth@ws a possible configuration
in Simulink. Values for the flow rates of oil, water and gas seat from the OLGA block to
Simulink along with the pressure at the manifold. The flovesare sent to the model of the
subsea separator, while the inlet pressure is needed foottimller. The separator pressure
is used by both the controller and as boundary conditionfeIiQLGA block.

The choke opening percentage for the subsea chokes, setiyiri4, are also inputs
for the OLGA block. If variations in separator pressure cannieglected by the OLGA
model, computational speed can be increased by runningirthdagions with a constant
downstream pressure input to the OLGA block.

Simulink
: Flow data subsea Constant pressure
OLGA R separator <_dov|vtrllsrt]ream :
B — multiphase pump an
Fi umps
w" Separator data| * PUMP water injection pump
, Control Separator
Manifo signal data
data
Simulink
time series of Simulink
events influencing control
well production structure | . geat points

Figure 4.4: Simulation of wells and subsea separator

The downstream equipment is not included in the simulatisnsassumptions have to
be made about the boundary conditions. In these simulati@ensave assumed a constant
pressure downstream the multiphase pump. This assumptgnbased on the fact that
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this pressure, as shown later, will most likely be contebllsing other controllers and not
allowed to vary very much.
One example of a simulation that uses this set-up is pres@mt&ection 4.4.2.

4.3.4 Integrated simulation of subsea separator, flow lines and topside

separator

Simulations that include all equipment from the subsearsémeto the topside separators can
be used to see how changes in the subsea separator conuhifioesce the topside facilities
and vice versa. The simulation includes the subsea sepdabaaonultiphase pump, the water
injection pump, the pipelines to topside and the topsideusgprs. Figure 4.5 shows how
this was done in Simulink. Constant flow of oil, gas and watty the subsea separator was
assumed. The reason why the wells were not included in thelaiions, is that including
them would lead to a very long simulation time. One examplsuzh a simulation is given
in Section 4.4.1.

Separator
imuli data
Simulink oimulink | NI
flow rate > “ﬂt i.GA_
separator r
time series +pﬂmp5 l >
Topside flowline
Control gzr:ratur FIne
signal Separator ot
data
Simulink
control Simulink
structure Separator topside
data separators

Figure 4.5: Simulation of subsea separator and topsiddipgse

The pressure difference over the subsea chokes locatedstteam each well is quite
large, so minor downstream pressure variations will nouarfte the flow rates very much.
This pressure is not expected to differ dramatically, sthegoressure in the subsea separator
is held constant using controllers. Assuming constant fedesinto the separator is therefore
justified.

It is also assumed that the equipment located downstreatop&le separators are able
to handle the flow rates from each separator. These flow reg¢edetermined by controllers
designed to keep the separator levels and pressure constant

The flow rates of oil, gas and water out of the subsea sepastanputs to the OLGA
block simulating the topside pipelines. These are obtaireed the subsea separator model.
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Outputs from the OLGA model are the flow rates trough the tigshokes and the inlet
pressure downstream the multiphase pump. The flow ratessatdasthe models for the
topside separators while the inlet pressure is used by acglogoller not shown in the
figure. From the subsea separator model we also get the wag&tiaind pressure, needed for
the controller and the model for the water injection pump.

4.3.5 Flow line simulations

Figure 4.6 shows the Simulink model for the topside pipeliopside choke and controllers.
This configuration has been used for testing a slug contr(dke Section 4.4.3). From the
OLGA block the inlet pressure of the pipeline is sent as iripuhe Simulink model of the
controller. The controller calculates new topside chokenopgs that are sent as inputs back
to the OLGA model.

Inlet
pressure
flata
Constant ¥ | SE—
flowraies N LGA Simulink
contral control
: - structure
Topside flowlng igna S

Figure 4.6: Slug control simulation setup

In this simulation it is assumed constant flow rates of oiltawand gas from the multi-
phase pump. In this way, the effect of pressure variatiotiseainlet of the pipelines on the
flow rates upstream will not be modeled. When the slug comeitralactive this pressure will
be fairly constant during normal operation.

4.4 Control solutions and results

Several dynamic simulations were performed to test diffecentrol strategies for the sys-
tem, and some of these will be presented here. The resultbevilsed in the design of the
control system and this way serve as a basis for furtheressudihe solutions presented here
might therefore not be the ones implemented in practice.
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Figure 4.7: PI control of subsea separator pressure and leaét

4.4.1 Control of subsea separator pressure and levels
Decentralized PI control of subsea separator pressure andater level

To keep the oil contents in the injected water below a givenitiit is important to control
the separator water level. By increasing the flow rate of thiemiajected into the disposal
reservoir, the water level will decrease. The flow rate tgfothe water injection pump
depends on the pressure difference across the pump andriipegpeed. The speed of the
pump can be set by a controller.

It is also important to control the separator pressure aspitassure will affect the wells
and their production. The separator pressure can be claatrioy changing the total flow
rate to topside, which again is influenced by the speed of thiéphase pump. During the
simulations this flow rate was set by the controller direcllige reason for this is that there
was no model of the multiphase pump available at the timeesimulations.

Even though there are quite strong interactions betweetete¢ and pressure control,
as will be shown, simple PI controllers were used to study i@l the separator could be
controlled. This is illustrated in Figure 4.7.

Figure 4.8 shows the results from a simulation where thetirgdas of water, gas and oil
are reduced by 50% after 30 min. The pressure drops as thedtew are reduced, but after
about 15 min the pressure is back to normal due to the coatradition.
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Disturbances: volume flow rates into separator
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Figure 4.8: Results using PI controllers to control subsearse¢or pressure and water level

What might seem surprising is that the water and liquid letaet $o increase at the time
the inlet rates are reduced, before they decrease and erndbwealevels than they initially
had. The reason for this is that the separator pressure aedlewel affect each other. When
the separator pressure decreases due to the reduced nleats, it makes it harder for the
water pump to inject water into the reservoir. Because of this water rate injected to the
reservoir,g., temporarily goes down to zero, explaining the increasevaslk.

In practice, a zero flow rate will cause problems for the watenp, but better tuning
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Figure 4.9: Cascade control of subsea separator water legdelater rate topside

of the controller or other control configurations will rengothis problem. Another way of
avoiding this problem could be to use some other control gardition, e.g. a cascade con-
troller where the inner loop controls the flow rate throughwater pump and the outer loop
controls the water level in the separator.

Cascade control : Control of water rate to topside

The gas and oil to the Gullfaks C platformy Y may still contain some water which needs to
be handled topside. Since the downstream process can ardjeHanited amount of water,
good control of this water rate is desired.

By changing the water level in the subsea separator it is fplegsi control this water rate.
Figure 4.9 shows one way of doing this. It is an extension efabntrol structure presented
in 4.4.1. An increased water level will lead to increasedewaate topside (see Figure 4.2).
A cascade configuration using the water rate out of the tepsggharators, in a slow outer
loop and the water level in the inner loop, was developed tallegthis.

Figure 4.10 shows the results from a simulation where thet ildw rates are reduced
by 50% after 1h. The set-point for the water level contrabencreased when less water is
transported topside due to reduced inlet rates.

After about 5 hours the water flow rate is back at its set-pewen though the flow rates
into the subsea separator have been reduced substantially.
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Figure 4.10: Results using a cascade controller to contldesa separator water level and
water rate topside

4.4.2 Well head pressure control

During a well test, one well after the other is shut down ineorid determine the production
rate from each individual well (deduction principle for-ties). Performing well tests is
costly, as the production is reduced while the well tesslaBeing able to reduce the duration
of a test has a large economic potential. Using active cbmtight reduce the time needed
to perform a well test.

When a well is shut down, the pressure drop in the pipeline dalirease due to the
reduced flow rate in the pipe. This way the other wells willgaroe more, leading to a
wrong estimate of the production from the well that is closBaerefore, during well testing,
the pressure at thmanifoldis kept constant rather than the subsea separator pressiate w
is normally controlled (Figure 4.7). There is actually achém the subsea separator pressure
to increaseduring a well test. The alternative would be to reduce thd aredke openings
accordingly.

There are several ways to do this. One possible alternaiterifative 1) is a cascade
control configuration. The outer loop controls the manifptdssure where the set-point is
the initial pressure before the well test. The inner loopticma the subsea separator pressure.
This way the set-point for the subsea separator pressurawmamatically increase for every
well that is shut down. The cascade control configuratioltustrated in Figure 4.11.
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Figure 4.11: Welltest using cascade configuration (alter@4)

Using the cascade controller for the well test, it was pdesibobring the manifold pres-
sure back to its original value. Figure 4.12 shows the resutien three of the wells are
shut down one after another. The plot at the bottom shows hewubsea separator pressure
increases to counteract the effect of the reduced presssserl the pipelines upstream the
separator.

Another way of controlling the manifold pressure (alteivea®), is to estimate how much
the manifold pressure will drop when a well is shut down, dmehtincrease the set-point
for the subsea separator pressure accordingly. This wagitimgle pressure PI controller
described in Section 4.4.1 can be used, as long as steps setp®int are introduced. It
is important to get good estimates of how much the separagsspre need to increase in
order to use this method. Results from simulations show tligpossible to reduce the time
before the manifold pressure reaches its initial value s than 15 min. This is illustrated
in Figure 4.13.

The results from the simulations show how long it takes far thanifold pressure to
retain its initial value after a well is shut down. This infieation can be used to predict the
duration of a well test.

4.4.3 Slugging

Riser slugging is a well known problem offshore, where aliéing bulks of liquid and gas
enter the receiving facilities and cause problems due tsspre and separator level oscilla-
tions. The results are poor separation and wear on the egaipm
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Figure 4.12: Welltest results (alternative 1)

There are several ways to deal with the problem, but usingeacbntrol has in the last
years been the preferred way to avoid riser slugging, Coyd886), Havre et al. (2000),
Hedne and Linga (1990), Skofteland and Godhavn (2003). yradsombination of active
slug control and model predictive control (MPC) is used atifak$ C (Godhavn, Strand and
Skofteland (2005)).

A simple PI controller using the pressure upstream the floee¢nding in the riser and a
control valve at the top of the riser has proved to be effectas was seen is Chapters 2 and
3. Without control, this pressure oscillates strongly dgslugging. With control, the flow is
forced into another flow regime. Storkaas (2005) used cbtiiteory to prove that using the
upstream pressure, it is possible to stabilize the flow asal tal achieve good performance.
This control configuration is illustrated in Figure 4.14.

Results from a simulation with the slug controller are showfkigure 4.15. During the
first 4 hours the controller is inactive, resulting in sluggin the pipeline and the pressure
variations shown in the upper plot. When the controller stadrking, the pressure stabilizes
at the desired set-point.



CHAPTER 4. CONTROL CHALLENGES AND SOLUTIONS FOR A SUBSEA

68 SEPARATION AND BOOSTING STATION
Pressures
75 T T T T T T T I I
Pinlet A
s M WE mm Em mm mm = = =PijnletB L
b" ““““ P set point inlet A
70 ! E
------------------ '
S
o
65- .\\H\\H\\” -
60 1 1 1 1 K 1 1 1
0.5 0.6 0.7 0.8 0.9 1 11 1.2 1.3 14 15
Pressures
60 T T T T T T T T I
P separator
‘‘‘‘‘ P set point [
59
58 -1
S
o
57F -1
56 -1
55 T 1 1 1 1 1 1 1
0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.3 1.4 1.5

time [h]

Figure 4.13: Welltest results using a PI controller withgant changes (alternative 2)

4.4.4 Controlling the split of the flow into two flow lines

Splitting multiphase flow into two streams may cause serjgablems in terms of flow
variations and instability (Spacey et al. (2000), Tshuvale(1999), Taitel et al. (2003),
Minzer et al. (2004).

Downstream the multiphase boosting pump the pipe is spiitimo 11 km long pipelines
transporting fluid to each topside separator at the Gull@ldatform. The problem is that
flow rates in the two pipelines are not necessarily similagnethough the geometry and
pressure at both ends of the pipelines are the same. Somlasaons showed that for certain
conditions, almost all of the flow was produced through just of the pipelines. The riser
connected to the other pipeline was then filled with liquid.

The reason for this uneven distribution can be found fronoagdithe pressure drop over
the pipeline versus the fluid flow rate for the system. Thilustrated in Figure 4.16.

At low flow rates the pressure drop has a negative slope. Thedlgravity dominated,
meaning that the slip between the phases changes with flewThus, as the flow rate gets
reduced more liquid will accumulate in the riser, resultinga larger hydrostatic pressure
drop over the riser. This is also the region where sluggimgast likely to occur.

Increasing the flow rate will lead to a positive slope for theve. Less ligiud is accumu-
lated, so the pressure drop due to gravity decreases. Howe\his region friction forces
have a larger effect on the pressure drop. Thus, as the flenmateases the pressure loss
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due to friction will increase.

Because of this, two different flow rates can result in the sanessure drop in the
pipeline, which explains why a split into two similar pipatis can result in almost all of
the fluid being transported through only one of the pipelifidee riser in the other pipeline
fills up with liquid and has minimal fluid transportation.

Simulations show that this could be a possible scenariofatdhe Tordis field. In order
to handle this problem, flow controllers at the top of themigere tested through simulations.
In these simulations the flow rate through the topside cbuotroke was estimated using a
simplified flow equation for mass flow through a choke.

W =zxkx+\/APxp 4.1

The pressure drop over the topside choké?, and the density upstream the choke,
are assumed known from measurements. The valve coeffigigatestimated: is the valve
opening.

Because of the possibility of slugging in the two risers, datians using a cascade
control configuration have been performed. The outer loep ttontrols the inlet pressure
for the pipelines, whereas the inner loops control the flae@s#hrough the topside chokes.
To make sure that this outer controller does not give a tagelaet-point to the inner flow
controllers, the set-point has an upper limit of 0.7 timesttbtal flow rate into the system.
If the flow rate through one of the topside chokes is largen the set-point, the choke will
close, forcing more fluid to enter the other pipeline wheeedhoke opening is larger. This
control structure is illustrated in Figure 4.17.

Results from simulations using this controller are plottedigure 4.18. The controller
is activated after six hours, where the flow rates estiméwesigh the topside choke differ
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Figure 4.15: Slug control results

with a factor of about two. As the figure shows, the pressutieeatiser-base in pipeline A is
almost the same as the pressure downstream the multiphiesge pi km away. The reason
for this is that the flow rate in this case is so low that thetiic loss is almost negligible for

Pressure drop DP

friction
dominated

gravity
dominated

Flowrate @

Figure 4.16: Pressure drop over flow-line as function of flater
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this pipeline. The pressure loss for pipeline A comes froenféttt that the riser is filled with
liquid and therefore has a much larger gravity loss thanidex m pipeline B. For pipeline
B, however, the friction loss is much greater due to the lafiger rate.

The controller almost immediately even outs the flow rateed#ihces for the two pipelines
as can be seen both from the flow rate plots and the pressuse plo

4.5 Discussion

This section has shown some possible control strategiesdobsea separation and boosting
station planned for the Tordis oil field.

The simulations have been performed at a very early staderebthe final decisions
about equipment and operation have been made. Because,dithdified models of the
pipelines and equipment was used. Also, the controllere mat been fine-tuned to get
the best results at this stage. The results from this stullyherefore differ from the final
results. The simulations can, however, be used as a basatdostudies.

Examples of what better designed controllers can accomatis; decreasing the time of
the welltest (Figure 4.12) and removing the effect that $etacthe topside choke saturating
in the first 4 hours of slug control (Figure 4.15).

There are also other dynamic process simulators that armeocrally available and may
be combined with OLGA 2000 for pipeline simulations.

D-SPICE is a dynamic simulator provided by Fantoft Proceshiielogies. The sim-
ulator contains a module, the OLGA 2000 Interface (OLGALIR#t can be used to run an
OLGA simulation as an integrated part of a D-SPICE model. @inpiossibilities exists also
for ASSET from Kongsberg Maritime and HYSYS from Aspentech.

4.6 Conclusion

The implementation of new subsea processing equipment piooira the productivity for
a subsea oilfield is expected to introduce several new cigdke regarding operation and
process control that need to be addressed before the ptarfuis section of the thesis
presents some results from dynamic simulations performexder to investigate how the
use of automatic control might solve these challenges. Hedifferent scenarios presented
here, automatic control shows good results.

Using a combination of OLGA 2000 and Simulink simulator &at has been possible
to study and plan for the implementation of the subsea stabepending on the problem at
hand, local sub-models have been combined in different tees@ve simulation time without
introducing too large errors due to simplifications. Doingaquires a careful consideration
of all assumptions for the boundary conditions.

The simulations presented in this section was meant as a tmadater studies. It was
important to capture the interactions between the diffesabsystems.

Examples of what better suited controllers can accomplish @ecreasing the time of
well tests (Figure 4.12) and removing the effect that leadbé¢ topside choke saturating in
the first 4 hours of slug control (Figure 4.15).
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Conclusions and further work

5.1 Conclusions

5.1.1 Anti-slug analysis’ and experiments

In Section 2 and 3 analysis’ and experimental results fromallsscale and a medium-scale
riser-rigs were presented. The rigs were used to see whietlvas possible to control the
flow, avoiding unwanted slug flow in the riser, using only tolpsmeasurements.

The first experiments were conducted on the small-scaleigadt NTNU. An analysis
of the system was presented, which showed that using topsédesurements of density,
pressure, and flow rates would be difficult and not at all camaiplea with using inlet pressure
as measurement. Offshore, the inlet pressure located ocsethbed is often not available.
That is why control configurations usitgmbination®f topside measurements were sought.

Since there were no good measurements of the flow rates atydtpside, a fiber optic
signal used for determining the hold up of water in the flove Mras used as measurement.
The measurement suffered from a lot of noise, coming fronfidbiethat every time a bubble
passed the laser beam of the sensor, a spike occurred irgtied. sRegardless of this; the
results were in fact quite good. Cascade control configuratiath the fiber optic signal in
the inner loop, and or P, in the outer loop both managed to control the flow far into the
unstable region.

An attempt was made to stabilize the flow using only the fibercagignal in a PID
controller. Despite the fact that the analysis had shownttieatopside measurements were
difficult to use, and also the fact that this single measurgwas extremely noisy, the con-
troller actually managed to control the flow.

After performing these small-scale experiments the nhthirag to ask was; would these
result also apply for larger rigs? An opportunity to tesstt@me when StatoilHydro offered
to let us do some tests on their test rig at Porsgrunn ResearthrCe

An analysis of this medium-scale rig indicated the samelprob as for the smaller rig,
but simulations showed that using volumetric flow rate asittgpmeasurements would lead
to amazing good results. However, there were good reasodsubt these results as no
disturbances in inlet flow rates was added in the simulatibnseality, the inlet rates had a
substantial pressure dependency.
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First, an attempt was made to see if it was possible to cotheolflow using only a
density measurement. Even though the controller quicldiibzed the flow, it eventually
became unstable while the controller was still working. sTbould be explained by the
analysis, which showed a to low steady state gain for thissomeanent. This would lead to
the controller drifting of from the set point, as was seerhméxperiments.

Six cascade controllers were tested, using inlet prestpside density and topside flow
rate as inner measurement and topside choke opening arslifgess outer measurement.
They all worked quite well, managing to control the flow at aléager valve opening than
would normally lead to slug flow.

Based on these results it is naturally to conclude that meteteeven bigger rigs should
be conducted, and eventually also test these controllésBare so that they can be used on
fields were subsea measurements are not easily accessible.

5.1.2 Subsea separation; the Tordis project

In section 4 the simulation study of different control sttues used to control a subsea
separation and boosting station was described. The suta@mss the first of its kind in
full scale, and it is going to increase the recovery of Tostigstantially.

Several control structures were investigated and simdilated four of these have been
presented in this thesis. The most important task of theysitas to make sure that it was
possible to have control of the separator pressure and aatkoil levels.

However, the new system also offered some new and integespiportunities. By ad-
justing the speed of the multiphase pump and the water pumasi possible to control the
fraction of water transported with the oil and gas to the iagpgacilities instead of being
injected into the disposal reservoir.

Also presented in this section was a study on adjusting tharator pressure to keep
the manifold pressure stable during well tests. A sectiom@n the production split into
two pipelines ending into two topside separators was iredud the end. When the studies
showed that the production did not split evenly into the twgepnes, a controller easily
solved the problem.

5.2 Further work

5.2.1 Anti-slug analysis’ and experiments

From the anti-slug control experiments one naturally worasv the results would be one
even larger test rigs as the one at Tiller, Trondheim. Alsa@iempt to implement this
offshore would be very interesting.

Before testing these control structures at larger rigshéutiesting on the lab rig at NTNU
could give valuable information. Conducting the experirsemith different kind of distur-
bances is one example of such, giving an indication about fodust the controllers are
towards different kind of disturbances, e.g. fluctuatingesator pressure.
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Also; tuning of the controllers or using other control configtions could to increase
the quality of the controllers. Other control configurasdrased on optimization on models
might also improve the quality of the controllers. One exmypould beH,,,; controllers.

Using other measurements than the ones presented in tlis,the measured variable
in the control configurations, might give better resultsaly|sing such measurements could
give a hint about what problems to expect in the lab.

Both in the small- and medium scale experiments, it was clestrthe timing for when
the controllers were activated actually was essential tetiadr the controller managed to
control the flow or not. Further investigations on the reasbehind this, and what the
optimal time for activating the controller is, would be irgsting.

5.2.2 Subsea separation; the Tordis project

The new subsea station offers a lot of new opportunitieshwiespect to controlling the flow
and the pressure in the pipelines toward the Gullfaks Cqofaitf When the papers Section
4 is based upon were published, it still was not for certaat the subsea separator would
be implemented. After thorough studies, StatoilHydro findécided to go for the solution,
and it became one of the projects with highest profile in themany. One of the reasons for
this was the fact that subsea processing is a new area inlthesimess, and StatoilHydro
wanted to increase their knowledge in this area.

The production from Tordis was routed through the subsearagg for the first time in
December 2007. The subsea separator itself seem to be asuboaever problems with
the injection well has led to the injection being stoppedti@rtime being.
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Appendix A

Experimental data small-scale loop

A.1 Control quality during cascade control experiments

Several experiments were conducted in Section 2 in ordeptopare the quality of the
controllers tested. Some of the results are presented here.

A.1.1 Controlling valve position and inlet pressure

Table A.1 shows the average values during the experimerite. eXperimental results are
plotted in Figures A.1-A.9.

Table A.1: Results using valve position and inlet pressuredatrol measurements

Average values

Setpoint| =z P, P p Fw
24 24.19 0.2201 0.0550 288 5.168
25 25.26 0.2190 0.0519 302 5.174
26 26.86 0.2189 0.0500 323 5.171
27 27.69 0.2189 0.0488 388 5.174
28 29.20 0.2169 0.0459 351 5.184
29 29.62 0.2169 0.0452 371 5.190
30 30.87 0.2154 0.0522 367 5.200
31 32.19 0.2171 0.0425 391 5.200
32 34.00 0.2162 0.0399 397 5.200
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Figure A.1: Control quality when setpoint outer loop is 24%
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Figure A.2: Control quality when setpoint outer loop is 25%
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Figure A.3: Control quality when setpoint outer loop is 26%
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Figure A.4: Control quality when setpoint outer loop is 27%
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Figure A.5: Control quality when setpoint outer loop is 28%
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Figure A.6: Control quality when setpoint outer loop is 29%
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Figure A.7: Control quality when setpoint outer loop is 30%
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Figure A.8: Control quality when setpoint outer loop is 31%
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Figure A.9: Control quality when setpoint outer loop is 32%
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A.1.2 Controlling valve position and fiber optic signal

Table A.2 shows the average values during the experimerits. eXperimental results are
plotted in Figures A.10-A.11.

Table A.2: Results using valve position and inlet pressuredntrol measurements
Average values
Setpoint| =z P, P, 0 Fw

25 24.97 0.2219 0.0566 283 5.230

26 25.95 0.2195 0.0532 277 5.238
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Figure A.10: Control quality when setpoint outer loop is 25%
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Figure A.11: Control quality when setpoint outer loop is 26%
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A.1.3 Controlling topside pressure and fiber optic signal

Table A.3 shows the average values during the experimerits. eXperimental results are
plotted in Figures A.12-A.16.

Table A.3: Results using valve position and topside densitgdntrol measurements
Average values
Setpoint| =z P P, P Fw

0.057 | 24.66 0.2192 0.0574 284 5.177

0.055 | 25.25 0.2178 0.0548 295 5.186

0.052 | 26.22 0.2167 0.0516 289 5.205!

0.050 | 27.46 0.2153 0.0496 300 5.198

0.048 | 29.26 0.2179 0.04555 323 5.173!

Figures showing the behavior when increasing the setpoirthe outer loop:
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Appendix B

Experimental data medium-scale loop

Plots showing the experimental data of the six cascadeaters presented in Section 3, are

presented in Figure B.1. The average values from these exgets are presented in Table
3.4 (Section 3).
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Figure B.1: Experimental results using six different conaltions of measurements, last 12 min before instability
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Anti-slug control experiments on a small-scale two-phase
loop
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N-7491 Trondheim, Norway

Abstract

Anti-slug control applied to two-phase flow provides a very challenging and important
application for feedback control. It isimportant becauseit allowsfor operation that would
otherwise be impossible, and challenging because of the presence of both RHP-poles and
RHP-zeros.

To conduct experiments on pipeline-riser anti-slug control, a small-scale slug-loop has
been build. Theloop hasbeen model ed and analyzed using asimplified model by Storkaas.
The results from this analysis and experimental results using a Pl-controller is presented
in this paper.

Keywor ds: feedback control, riser slugging, controllability analysis

1. Introduction

Some of the problems in the offshore oil industry that have received increasingly interest
in the last years are related to multiphase flow. In multiphase flow different flow regimes
can develop, depending on parameters such as flow rates, fluid properties and pipeline
geometry.

Slug flow isaflow regime which can cause alot of problems for the production facilities.
The slug flow is characterized by alternating bulks of gas and oil, and can be further
divided into hydrodynamic and terrain induced slugging. Hydrodynamic slugs are caused
by velocity differences between the phases and occur in near horizontal pipelines. These
slugs are usually short and appear frequently. Terrain induced flow however, can contain
alot of liquid and therefore induce large pressure variations in the system. This flow is
induced by low points in the pipeline geometry.

When thelow-point isrealized by adownsloping pipeterminating in ariser, we get what is
known asriser slugging. Because of the large and abrupt fluctuations in pipe pressure and
gas and liquid flow rates at the outlet, these slugs cause huge problems for the processing
equipment. Unwanted variations in the separator level give rise to poor separation and
possible overfilling. The pressure fluctuations wear and tear on the equipment and can
sometimes result in unplanned process shutdowns.

*e-mail: skoge@chemeng.ntnu.no; phone: +47-7359-4154; fax: +47-7359-4080
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Figure 1. lllustration of the cyclic behavior (slug flow) in pipeline-riser systems

The behavior of pipeline-riser slug flow isillustrated in Figure 1. Liquid accumulatesin
the lowpoint of the riser, blocking the gas (1). As more gas and liquid enters the system,
the pressure will increase and the riser will be filled with liquid (2). After a while the
amount of gas that is blocked will be large enough to blow the liquid out of the riser (3).
After the blow-out, anew liquid slug will start to form in the lowpoint (4).

Several solutions for eliminating or reducing these problems have been proposed (Sarica
and Tengesdal, 2000), but they usualy come at a price. Choking the valve at the top of
the riser is one example of this. The slugging will disappear, but the increased pressure
drop over the valve will lead to alower production rate.

Stabilizing the flow using active control has been proposed earlier and also tested out both
on experimental rigs (Hedne and Linga, 1990) and on offshore installations (Havre et al .,
2000) and (Courbot, 1996). It has been proved that it is possibly to stabilize the flow at
a pressure drop that would lead to slug flow if left uncontrolled. However, thereis till a
lot that can be done on deciding which measurements and control configuration gives the
best results. Some measurements, like the inlet pressure, can even be hard to implement
and maintain.

A small-scale loop (the Miniloop) was build in order to test out and analyze different
control strategiesin a cheap and easy way. Theloop is very simple with aflow consisting
of only two phases, air and water. We still get the same slugging phenomenon as expiri-
enced offshore, with pressure fluctuations and varying flow rates. This makes it possible
to screen different ideas before testing them on larger and more expensive experimental
rigsand alot of money can be saved.

2. Experimental setup

To test different control configurations, a small-scal e two-phase flow loop with a pipeline-
riser arrangement was build. The flow consists of water and air, which are mixed at the
inlet of the system. Both the pipeline and the riser was made of a 20mm diameter trans-
parent rubber hose, which makes it easy to change the shape of the system. A schematic
diagram of the test facilitiesis shown in Figure 2.

From the mixing point the flow goes trough the low-point at the bottom of the riser and
depending on different conditions, slug flow may occur. At the top of the riser thereisa
separator, which leads the water to areservoir. From there the water is pumped back into
the system through the mixing point. The air is being let out through a small hole at the
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Figure 2. Experimental setup

top of the separator.

For slugging to appear there must be enough ar in the system to blow the water out of
the 1,5 meter long riser. Thisrequires a certain amount of volume, which is accounted for
by a buffer tank (BT) between the air supply and the inlet. The volume of the gas can be
changed by partialy filling this tank with water.

The flow rates of gas (Qair) and water (Qw) determines whether we will have slug flow
in open loop operation or not. These flow rates are being measured upstream the inlet.
Typically flow rates during an experiment are 1 |/min for the gas and 3 I/min for the water.
So far there are three pressure sensors located at different places in the loop. One is
located at the inlet (P1) while the two others are topside measurements, located at the top
of theriser (P2) and at top of the separator (P3). The latter is used for measuring the flow
of air out of the separator.

Fiber optic sensors (S1, S2) give asigna depending on the amount of water in the hose
where they are located. They can easily be mowed around to measure the holdup at
different locations in the loop.

A control valve is placed at the top of the riser. A signal from the control panel sets the
opening percentage of the valve.

The control panel converts the analog signals from the sensorsinto digital signals. These
signals are then sent to acomputer. The signals are continuously displayed and treated us-
ing Labview software. Depending on the control configuration, some of the measurements
are used by the controller to determine the opening percentage for the control valve.

3. Controllability Analysis

Storkaas et al. (2003) have developed a simplified macro-scale model to describe the
behavior of pipeline-riser slugging. The model has three states; the holdup of gasin the
feed section (m¢1), the holdup of gasin theriser (mg2), and the holdup of liquid (my).
Using thismodel we are able to predict the variation of system properties such as pressure,
densities and phase fractions.

In order for the model to fit the MiniLoop, it needs to be tuned. To do this we compare the
bifurcation diagrams for the model and the Miniloop, plotted in Figure 3. The upper lines
shows the maximum pressure at a particular valve opening and the lower line shows the



minimum pressure. The two lines meet at around 20% valve opening. This is the point
with the highest valve opening which gives stable operation when no control is applied.
When Storkaas' model is properly tuned, the bifurcation point from the model will match
the one from the experimental data. The dashed line in the middle shows the unstable
steady-state solution, which is the desired operating line with closed-loop operation.
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. . . .
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Valve opening %

Figure 3. Bifurcation diagrams from experimental data (dotted line) and Storkaas' model (solid
line)

When the model istuned it can be used to perform a controllability analysis on the system.
Thisway we can predict which measurements are suitable for control, thus avoiding slug
flow. The analysis shows that the system consists of the poles given in Table 1.

Table 1. Poles of the system for valve openings z=0.12 and z=0.25
z
0.12 0.25
-20.3411 -35.2145
-0.0197 4+ 0.1301i 0.0071 + 0.1732i

Since al poles of the system are in the LHP when using a valve opening of 12%, this
valve opening results in stable flow in the pipeline. However, when the valve opening
is set to 25% we get a pair of RHP poles leading to riser slugging. This could also be
predicted from the bifurcation diagram in Figure 3.

To stabilize the flow we have available several measurements. Four of these are topside
measurements; pressure F», density p, volume flow F;, and mass flow F,,. The fifth mea-
surement istheinlet pressure, P;. The zeros of the system using different measurements
aregivenin Table 2.

Table 2. Zeros of the system using different measurements at valve opening z=0.25
P1 P2 14 Fq Fw
-1.285 46.984  0.092 -3.958 -65.587
0.212 -0.0547 -0.369 +0.192i -0.007 + 0.076i

It iswell known that stabilization (shifting of poles from RHP to LHP) is fundamentally
difficult if the plant has a RHP-zero close to the RHP-poles. From this, we expect no



particular problems using P; as the measurement. Also, £, and £, could be used for
stabilization, but we note that the steady-state gain is close to zero (due to zeros close to
the origin), so good control performance can not be expected. On the other hand, it seems
difficult to use p or P, for stabilization because of presence of RHP-zeros.

From the controllability analysis we therefore can draw the conclusion that when using
only one measurement for control, the inlet pressure P; isthe only suitable choice.

4. Experimental results

The analysis showed that using the inlet pressure P; was the only possibility when using
only one measurement for control. Based on this, a Pl-controller was used to control the
system using this measurement.

The MiniLoop was first run open loop for two minutes, with a valve opening of 30%.
This is well inside the unstable area, as the bifurcation diagram shows. The result is
the pressure oscillations plotted in Figure 4, which illustrates how the pressure and valve
opening varies with time. Both experimental and simulated values using the simplified
model are plotted.

When the controller is activated after two minutes, the control valve starts working. The
flow is amost immediately stabilized, even though the average valve opening is still
within the unstable area. It remains that way until the controller is turned of again af-
ter 8 min. When the controller isturned off, the pressure starts oscillating again.
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Figure 4. Experimental and simulated results using a Pl-controller

From Figure 4 we see that the controller efficiently stabilizes the flow, confirming the
results from the analysis. However, this measurement can be difficult to use in offshore
installations because of its location.



Using other control configurations or measurements other than the ones analyzed in this
paper might be the solution if there are only topside measurements available. The plan
is to test out different ways to do thisin the near future. The first possibility that will be
explored, isusing a cascade configuration involving the topside pressure P, and one of the
flow measurements £, or F,. Storkaas and Skogestad (2003) have proved theoretically
that this works for another case of riser slugging.

5. Conclusion

From the controllability analysisit was found that using the bottom hole pressure was the
only measurement of the five measurements analyzed, that could be used for controlling
the system. The experiments confirmed that the model used for the analysis was good,
and that using this measurement we where able to control the flow without problems.

We are, however, looking for other ways to control the flow because of the problems re-
lated to down hole measurements. When using some of the other measurements analyzed,
we must use combinations of measurements in order to avoid the problems related to the
zeros introduced.
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Abstract: Anti-slug control applied to two-phase flow provides a very challenging and
important application for feedback control. It isimportant because it allows for operation
that would otherwise be impossible, and challenging because of the presence of both

RHP-poles and RHP-zeros.

To conduct experiments on pipeline-riser anti-slug control, a small-scale slug-loop has
been build. The loop has been modelled and analyzed using the simplified riser-slug
model by Storkaas. The aim has been to find ways to control the flow using only topside
measurements, as subsea measurements can be unavailable offshore. Theresultsfrom this
analysis and experimental results using a cascade controller are presented in this paper.
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1. INTRODUCTION

Riser dugging is a flow regime that can develop in
multiphase production systems offshore. It is charac-
terized by alternating bulks of liquid and gas caused
by a low-point in the pipeline topography. This low-
point is realized by a downsloping pipe terminating in
ariser.

This flow regime can cause large and abrupt fluctu-
ations in pipe pressure and gas and liquid flow rates
at the outlet. Some of the problems associated with
this flow are wear and tear on equipment and poor
separation.

The behavior of pipeline-riser dug flow is illustrated
in Figure 1. Liquid accumulatesin the lowpoint of the
riser, blocking the gas (1). As more gas and liquid
enters the system, the pressure will increase and the
riser will be filled with liquid (2). After a while the
amount of gasthat is blocked will be large enough to
blow the liquid out of theriser (3). After the blow-out,

1 Author to whom correspondence should be adressed:
skoge@chemeng.ntnu.no
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Fig. 1. lllustration of the cyclic behavior (slug flow) in
pipeline-riser systems

a new liquid slug will start to form in the low-point
(4).

Recently, anti-slug control has proven to successfully
stabilize the flow at a pressure drop that would lead
to slug flow if left uncontrolled. This has been done
both in experiments (Hedne and Linga, 1990) and on
offshore production facilities (Havre et al., 2000) and
(Godhavn et al., 2005a).



The above applications use subsea measurements,
which are expensive to install and maintain and are
sometimes unavailable. For thisreason waysto control
the flow using only topside measurements are sought.

A small-scale experiment (the Miniloop) has been
build to test different control strategies. Use of a
simple Pl-controller with a subsea pressure measure-
ment gave good results as expected from a control-
lability analysis of the system (Sivertsen and Skoges-
tad, 2005). Thisanalysisalso indicated large problems
using a single topside measurement for control.

In this paper, we consider combinations of topside
measurements that might be able to stabilize the flow.
One exampleof thisisacascade control configuration,
where two topside measurements are combined.

2. EXPERIMENTAL SETUP

To test different control configurations, a small-scale
two-phase flow loop with a pipeline-riser arrangement
was build. The flow consists of water and air, which
are mixed at the inlet of the system. Both the pipeline
and the riser was made of a 20mm diameter transpar-
ent rubber hose, which makes it easy to change the
shape of the system. A schematic diagram of the test
facilitiesis shownin Figure 2.
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Fig. 2. Experimental setup

From the mixing point the flow goes trough the low-
point at the bottom of the riser and depending on
different conditions, slug flow may occur. At the top
of the riser there is a separator, which leads the water
to a reservoir. From there the water is pumped back
into the system through the mixing point. The air is
being let out through a small hole at the top of the
separator.

For slugging to appear there must be enough air in the
system to blow the water out of the 1,5 meter long
riser. Thisrequiresacertain amount of volume, which
is accounted for by a buffer tank (BT) between the air

supply and the inlet. The volume of the gas can be
changed by partialy filling this tank with water.

The flow rates of gas (Qair) and water (Qw) deter-
mines whether we will have slug flow in open loop
operation or not. These flow rates are measured at the
inlet. Typically flow rates during an experiment are 1
I/min (1.4  10~3 kg/min) for the gas and 3 I/min (3
kg/min) for the water.

A pressure sensor is located at the inlet (P1), and
there are two pressure sensors located topside. One is
placed at the top of the riser (P2) and one at top of
the separator (P3). Thelatter is used for measuring the
flow of air out of the separator.

There are two fiber optic sensors (S1, S2). These give
a signa depending on the amount of water in the
pipe. They can easily be mowed around to measure
the hold-up at different locationsin the loop.

A control valveis placed at the top of theriser. A sig-
nal from the control panel setsthe opening percentage
of thevalve.

The control panel convertsthe analog signals from the
sensorsinto digital signals. These signals are then sent
to acomputer. The signals are continuously displayed
and treated using Labview software. Depending on
the control configuration, some of the measurements
are used by the controller to determine the opening
percentage for the control valve.

2.1 Flow estimates

From the values given by the fiber-optic slug sensors
the relative amount of water and air through the choke
is found, which makes it possible to calculate the
density of the mixture. The topside pressure sensor
gives us the pressure drop over the control valve.
Given pressure drop and density it is then possible to
calculate the mass and volume flow through the choke,
using a basic flow equation for volume flow (1).

Q=Cxzx+/AP/p (@0}

The measurements from the fiber optic slug sensors
needed some filtering because of spikes caused by re-
flections off the light on the water/air interface (Figure
3). Since these measurements where crucial for the
flow estimates, the question was whether or not they
had to be filtered too much for them to be used for
control.

3. CONTROLLABILITY ANALYSIS

Storkaas et al. (2003) have developed a ssimplified
model to describe the behavior of pipeline-riser slug-
ging. The model is well suited for controller design
and analysis. It consists of three states; the holdup of
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gas in the feed section (m¢1), the holdup of gas in
the riser (mg2), and the holdup of liquid (my). The
model isillustrated by Figure 4. Using this model we
are able to predict the variation of system properties
such as pressure, densities and phase fractions.

Fig. 4. Storkaas' pipeline-riser slug model

In order for the model to fit the MiniLoop, it needsto
be tuned. To do this we compare the bifurcation dia-
grams of the model and the Miniloop. These diagrams
areplottedin Figure5. The upper lines showsthe max-
imum pressure at a particular valve opening and the
lower line shows the minimum pressure. Thetwo lines
meet at around 20% valve opening. This is the point
with the highest valve opening which gives stable op-
eration when no control is applied. When Storkaas
model is properly tuned, the bifurcation point from
the model will match the one from the experimental
data. The dotted line in the middle shows the unstable
steady-state solution. Thisisthe desired operating line
with closed-loop operation. Details about the tuned
model are given by (Storkaas, 2005).
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Fig. 5. Bifurcation diagrams from experimental data
(dotted line) and Storkaas’ model (solid line)

The tuned model can be used to perform a controlla-
bility analysis. This way we can predict which mea-
surements are suitable for control, thus avoiding slug
flow. The computed poles of the process at the valve
position Z = 0.12 and Z = 0.25 aregivenin Table 1.

Table 1. Poles of the system

Valve opening Z
0.12 0.25
-20.3411 -35.2145
-0.0197 + 0.1301i  0.0071 4+ 0.1732i

A valve opening of 12% resultsin only LHP poles, so
running open loop with this valve opening will lead to
stable flow in the pipeline. However, when the valve
opening is set to 25% apair of RHP polesindicates an
unstable system.

This means that riser slugging will occur when the
system s run open loop with thisvalve opening. These
results could also be predicted from the bifurcation
diagramin Figure 5, wherewe see that the system goes
unstable for valve openings larger than 20%.

To stabilize the flow the measured topside pressure,
P», and the estimated topside density p, volume flow
F, and mass flow F,, are available. The upstream
pressure measurement P; isalso available.

Unstable poles need feedback for stabilization, and
place alower bound on the bandwidth of the feedback
system. It iswell known that stabilization (shifting of
poles from RHP to LHP) is fundamentally difficult
if the plant has a RHP-zero close to a RHP-pole
p. Skogestad and Postlethwaite (1996) derives the
approximate lower bandwidth limit w, > 1.15|p| for
imaginary RHP poles of magnitude |p|. For a real
RHP zero z they derive an upper bandwidth limit
we < z/2. Fromthe 25% valve opening we seethat all
RHP zeros need to be larger than approximately 0.4 to
be able to stabilize the system.

To find suitable measurements for control, the open-
loop zeros for the system need to be inspected. They
aregivenin Table 2.

Table 2. Open loop zeros of the system for
different measurement alternatives

Py Py P F, Fo
1285 46984  0.092 -3.958 -65.587
0212 -0.0547 -0.369+0.192i -0.007 & 0.076i

Because of the bandwidth limitationsit seems evident
that measurements p or P, cannot be used for sta-
bilization. Measurement P; does not have any RHP
zeros, so no particular problems using this measure-
ment are to be expected. Also F, and F,, could be
used for stabilization. However the zeros close to the
origin indicates a steady-state gain close to zero, so
good control performance cannot be expected. The
steady-state gain for £, and F, arefound to be 0.4545
and 0.0015 respectively. Using these measurements
we may be able to stabilize the system, but we cannot



affect its steady-state behavior and the system will
" drift”.

From the controllability analysis we can draw the
conclusion that when using only a single measurement
for control, the inlet pressure P; is the only suitable
choice.

However, in many cases only topside measurements
are available, and even though none of the topside
measurements can be used as a single measurement,
thereis still the possibility that combinations of these
measurements can stabilize the flow. The reason is
that systems with extra outputs generaly have no
zeros, except when the same RHP-zero appearsin all
outputs. Table 2 shows that thisis not the case here.

One possibility is to use a cascade control configura-
tion with the flow measurements £, or F,, intheinner
loop and P, as measurement for the outer loop. The
outer loop will then take care of the low-frequency
performance in the system, while the flow measure-
ment are used only for stabilization.

4, EXPERIMENTAL RESULTS
4.1 Pl-controller

The above analysis showed that theinlet pressure, P,
was the only suitable choice when using asingle mea-
surement for control. Experiments on the lab confirm
that a Pl-controller (Figure 6) using this measurement
stabilizes the flow. The controller has a setpoint of
1.128bara, gain K = —2.5bara™! and integral time
T = 10s.

PTf===="=- HPCf——————————————7
T - /.
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Fig. 6. PI control using measurement P,

Figure 7 shows how the flow is stabilized after starting
from open loop with a valve opening of 30%. It
remains stable for the 6 minutes the controller is
active. The simulated values using Storkaas' model
are shown in the lower plot.

We see that the controller efficiently stabilizes the
flow, confirming the results from the controllability
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Fig. 7. Experimental (upper plots) and simulated
(lower plots) results using a Pl-controller

analysis. However, this measurement can be unavail-
able in offshore installations because of its subsea
location.

4.2 Cascade controller

To avoid the need for subsea measuremens, a cascade
configuration using the topside pressure, P, in the
outer loop and the mass flow, F,,, in the inner loop
has been investigated. The control configuration is
illustrated in Figure 8.
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Fig. 8. Cascade control using measurements P, and
FH)

Storkaas and Skogestad (2003) have proved theoreti-
cally that this works for another case of riser sugging
and it has also been shown that it is possible to stabi-
lizethe flow thisway on larger test facilities (Godhavn
et al., 2005b). However, so far we have not been able
to verify thisexperimentally with the Miniloop. On the
other hand simulations of the Miniloop confirme that
this should be possible, as Figure 9 shows. The tuning
parameters for the Pl-controller in the outer loop are
K = —0.05bara™! and 7; = 30s. The setpoint is
1.030bara. The inner loop consisted of a P-controller
withgain K = 10s/kg.
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We see it takes the controller much more time to sta-
bilize the flow than it did with the PI-controller which
stabilized the flow almost immediately. Storkaas (2005)
shows that thisis due to unstable (RHP) zeros for the
model as seen from the outer loop, when theinner loop
is closed. These instable zeros will limit the bandwith
of the system, and the controller based on only top-
side measurements are therefore slower than control
systems based on upstream pressure measurements.

As mentioned, the controller did not work as well
in the lab as it did for the simulations. The flow
measurement was estimated from the signals given by
the fiber-optic slug sensors, and it turned out that they
had to be filtered to such an extent that they could not
be used to stabilize the system at the |lab.

4.3 Multivariable controller

It has earlier been shown that a M1SO (Multiple Input
- Single Output) H ., based on the same measurements
as the cascade control configuration described above
could give better performance when applied on riser-
slugging than the cascade controller (Storkaas, 2005).

MISO controllers are more difficult to tune online
than cascade controllers, and direct model-based con-
troller design is usually needed. This can be done
using Storkaas' simplified model in the case of the
Miniloop. The method involves finding the controller
K that minimizes the maximum singular value (H .
norm) of one or more weighted closed loop trans-
fer functions and thereby maximizing robustness and,
trough the weights, shaping the closed loop response.

5. CONCLUSION

From the controllability analysis it was found that
using the inlet pressure was the only measurement
that could be used as single measurement for anti-
slug control. If only topside measurements where to
be used, combinations of at least two of them was
necessary.

A cascade controller was tested out, using the topside
pressure and estimated mass flow as measurements.
It was first tested in simulations using a simplified
riser-slug model. The results showed that the cascade
controller managed to stabilize the flow.

When trying the cascade controller in experiments on
asmall two-phase loop, the results where not so good.
The reason for this was that the volume flow was
estimated using hold up measurements that had to be
heavily filtered.

If better measurements for the hold-up in the pipeline
was availableit could still be possible that the cascade
configuration would give better results. Instruments
based on capacitance would probably have been a bet-
ter choice instead of the fiber optic slug sensors used
in the experiments described in this paper. Also other,
more robust, control configurations might handle the
problem better than the cascade configuration. One
example of such is the H,, controller which we plan
to test in later experiments.
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Abstract

This paper describes the simulation setup applied in an
introductory study in connection with implementation
of subsea processing equipment at an already operat-
ing gas and oil field. The primary aim of the subsea
processing equipment is to increase the oil recovery,
but it is also considered as an important technological
step forward. A subsea separation and boosting station
is planned installed.

Several challenges need to be addressed before the im-
plementation process, and simulations have therefore
been performed to see how different types of control
strategies can be introduced to overcome these chal-
lenges. The simulation model includes all the pipes
and equipment from the wells to the topside first stage
separators. The flow in the pipelines is modeled with
the dynamic multiphase flow simulator OLGA 2000,
whereas most of the processing equipment is modeled
in Simulink. The focus of the paper is to demon-
strate different ways of combining OLGA 2000 and
Simulink, and how to divide the overall process model
into sub-models in order to study local phenomena.

1 Introduction

Processing equipment may be installed at the sea bed
in order to separate produced water from the produc-
tion stream, inject the water into a reservoir, and possi-
bly to increase the pressure in the production pipelines
by compression or multiphase pumping.

Subsea processing enables production from low pres-
sure reservoirs over long distances, and may increase
the daily oil and gas production or even the total re-

“Author to whom correspondence should be adressed:
skoge @chemeng.ntnu.no

covery from the reservoir. By injecting some of the
produced water into a reservoir, the water emission
from topside to sea is reduced, and subsea transporta-
tion pipelines are better exploited. Compression and
pumping enable a lower wellhead pressure, and hence
an increased production.

A general subsea production system with wells,
manifold, subsea processing equipment, production
pipelines and topside separators is shown in Figure 1.
Installation of subsea equipment leads to several chal-
lenges that need to be explored before the implementa-
tion. In the process of determining the control strategy
and operation philosophy of the system, it is important
to perform dynamic simulations that recapture the dy-
namical behavior adequately. Since the pressure, flow
rates and composition of the flow vary with time, it is
important to perform studies for several years through-
out the life time of the field.

In the present paper, a simulation study applying dif-
ferent combinations of OLGA 2000 [10] provided
by Scandpower Petroleum Technologies [11], and
Simulink [9] is described. When combining these sim-
ulation tools, one needs to carefully consider which
parts of the system to include in a simulation, and
which assumptions can be made about the boundary
conditions in each case.

2 Subsea processing equipment

Oil, gas and water are transported from the manifold
connecting the different wells, to the subsea separator
trough pipelines. From the subsea separator water is to
be injected into a reservoir. Some water will be trans-
ported along with the oil and gas through the pipeline
into each topside separator. A multiphase boosting
pump is to be installed downstream the subsea sepa-
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Figure 1: A production system including subsea processing equipment

rator to increase the pressure.

2.1 Subsea separator

The purpose of the subsea separator is to separate part
of the water to be injected into a reservoir. The oil con-
tent in the injected flow shall be below a given limit.

Inlet E|'>§_‘—‘

>
Outlet
flow
topside
5
Water to

reservoir

Figure 2: Subsea separator

The separator is simulated using a simple Simulink
model. The inputs for the separator are the volumetric
flow rates of gas, oil and water into the separator. Also
the total volumetric flow to topside and the volumetric
flow of water to the reservoir are used as input.

From the subsea separator model we get the subsea
separator pressure, the gas density, the composition
and density for the topside flow and also the water and
oil levels in the separator.

2.2 Pumps

To transport the flow from the subsea separator to top-
side, a set of pumps or compressors able to handle
multiphase flow can be used.

The flow rate to topside was used as input for the sub-
sea separator model. This is also the flow rate that will
be used as input to the OLGA model that represents
the production pipelines for transporting the fluids to
topside.

There is also a need for a set of water pumps to pump
the water into the water reservoir. The water rate
through the pump depends on the pressure difference
between the reservoir and the subsea separator, and
also the pump speed. The pump speed can be set either
manually or by a controller. The inputs to the pump
model are the pressures upstream and downstream the
pump, and also the pump speed. The output is the mass
flow of water injected into the reservoir.

2.3 Controllers

OLGA 2000 includes controllers. Simulink, however,
gives the opportunity for more flexible choice of con-
trollers and control structures. For this reason, the con-
trollers where modeled in Simulink.

2.4 Chokes

There are subsea chokes for each well, which makes
it possible to adjust the flow from each well indepen-
dently.

At the top of each riser there are topside production



chokes. They make it possible to control the flow into
each of the topside separators, and can be adjusted
manually or by a controller.

The chokes are modeled in OLGA 2000. When they
need to be adjusted during a simulation, the new choke
openings can either be sent from Simulink to OLGA or
they can be set directly as time series in OLGA.

2.5 Measurements

Several measurements are assumed available, monitor-
ing pressure, density, flow rates and other values which
are necessary for controlling the different parts of the
system. Some of these are implemented in the OLGA
2000 simulations. During simulations, these values are
sent from the OLGA model to the Simulink environ-
ment.

3 Simulation strategies

3.1 Integration of OLGA 2000 and Simulink

Using the OLGA - MATLAB toolbox it is possible
to run OLGA simulations from a Simulink environ-
ment. The Simulink OLGA encapsulation enables the
Simulink application to simulate multiphase flow in
pipelines in OLGA 2000 together with additional pro-
cess equipment. The communication between OLGA
and Simulink is synchronous, which means that when
the interface has sent a message to OLGA 2000, it
waits until a response has been received before return-
ing to Matlab.

From the OLGA block it is possible to get all the infor-
mation about the flow and the equipment that is mod-
eled in OLGA, into Simulink. In Simulink the infor-
mation can be displayed and stored during the simula-
tion. The values of the OLGA variables can this way
be used for process equipment modeled in Simulink,
such as controllers and separators. The outputs gen-
erated from the Simulink process equipment, such as
separator pressure, are then sent back to OLGA and
used as inputs for the OLGA calculations in the next
time step.

Using OLGA 2000 to run all the simulations is also
an option, as it is possible to include separators, con-
trollers and other equipment in the models. There are,
however, some advantages of combining OLGA 2000
with Simulink. Sometimes it is desired to use other
models for process equipment than the ones used by
OLGA, e.g. separators and controllers. It is particu-
larly easy to implement these in Matlab/Simulink.

For the simulations performed during the study of
our system, combinations of these methods have been
used. To save computing time, and also to avoid some
of the numerical problems that can occur during large
simulations, parts of the system have been left out dur-
ing some of the simulations. When doing this, it is
important that the boundary conditions are well taken
care of. Sometimes assuming constant values at the
boundaries can be justified, but it is not always the
case.

The calculations made by Simulink requires a very
small percentage of the simulation time compared
to the OLGA calculations. When sending inputs to
OLGA, such as changes in boundary conditions or
flow rates, the OLGA simulation time might increase.
If these inputs are not essential for the results, it might
be an idea to keep some of these inputs constant to
reduce the time of the simulation.

Figure 3 shows the different ways to divide the sys-
tem in our case. The wells and the pipelines into the
subsea separators are modeled in OLGA, while the
subsea separator and pumps are modeled in Simulink.
The pipelines from the multiphase pump to topside
are modeled in OLGA, and the topside separators are
modeled in Simulink. All the controllers have also
been modeled in Simulink.
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Figure 3: The subsystems of a general subsea process-
ing system

To see how different parts of the total system can be
run separately, some of the simulations that have been
made will be presented. These simulations were per-
formed during an early stage of the decision process
on how to run the subsea system, so not all of this
equipment or control structures will be used later on.
However, they are included to show some of the con-
siderations that where made when combining OLGA
and Simulink.



3.2 Sequential simulations

One obvious possible way of doing the simulations,
would be to run the different parts simulated in OLGA
2000 and Simulink separately. Then the time series
obtained from one part could be used as input to a
downstream simulation. The advantage of using such
a method is that the simulations would in many cases
require less time, and the programming would also be
easier. The disadvantage is that this method does not
capture the interactions between the different parts of
the system, which can change the way the system be-
haves significantly. For example, the flow rates from
one unit can be applied as input to the downstream
unit. The sequential simulation will be appropriate
if these flow rates are independent of the downstream
pressure.

In [5] OLGA 2000 simulations were run first with a
controller implemented in Simulink. The resulting
outflow from OLGA was later used as varying in-
flow into an advanced topside simulator (ASSET from
Kongsberg Maritime [8]) to see how the topside facil-
ities would handle the flow variations.

3.3 Integrated simulation of wells and subsea
separator

The wells and subsea separator simulations are im-
portant for studying the separator states during peri-
ods with varying well rates and pressure. Figure 4
shows a possible configuration in Simulink. Values
for the flow rates of oil, water and gas are sent from
the OLGA block to Simulink along with the pressure
at the manifold. The flow rates are sent to the model of
the subsea separator, while the inlet pressure is needed
for the controller. The separator pressure is used by
both the controller and as boundary condition for the
OLGA block. The openings for the subsea chokes,
set by Simulink, are also inputs for the OLGA block.
In the case variations in separator pressure can be ne-
glected by the OLGA model, computational speed can
be increased by running the simulations with a con-
stant downstream pressure input to the OLGA block.
The downstream equipment is not included in the sim-
ulations. When discarding the downstream equipment,
assumptions have to be made about the boundary con-
ditions. In these simulations we have assumed a con-
stant pressure downstream the multiphase pump. This
assumption was based on the fact that this pressure,
as will be showed later, will most likely be controlled
using other controllers, and not allowed to vary very
much.

Wells and flowlines
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Figure 4: Simulation of wells and subsea separator

One example of a simulation that uses this set-up is
presented in Section 4.1.

3.4 Integrated simulation of subsea separa-
tor, flowlines and topside separator

Simulations that include all equipment from the sub-
sea separator to the topside separators can be used to
see how changes in the subsea separator conditions in-
fluence the topside facilities. The simulation includes
the subsea separator, the multiphase pump, the water
injection pump, the pipelines to topside and the top-
side separators. Figure 5 shows how this was done
in Simulink. Constant flow of oil, gas and water into
the subsea separator was assumed. The reason why
the wells were not included in the simulations, is that
including them would lead to a very long simulation
time. One example of such a simulation is given in
Section 4.2.
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Figure 5: Simulation of subsea separator and topside
pipelines

The pressure difference over the subsea chokes located
downstream each well is quite large, so minor down-
stream pressure variations will not influence the flow
rates very much. This pressure is not expected to differ
dramatically, since the pressure in the subsea separator
is held constant using controllers. Assuming constant
flow rates into the separator is therefore justified.



It is also assumed that the equipment located down-
stream the topside separators are able to handle the
flow rates from each separator. These flow rates are
determined by controllers designed to keep the sepa-
rator levels and pressure constant.

The flowrates of oil, gas and water out of the subsea
separator are inputs to the OLGA block simulating the
topside pipelines. These are obtained from the subsea
separator model. Outputs from the OLGA model are
the flow rates trough the topside chokes and the inlet
pressure downstream the multiphase pump. The flow
rates are sent to the models for the topside separators
while the inlet pressure is used by a slug controller not
shown in the figure. From the subsea separator model
we also get the water level and pressure, needed for the
controller and the model for the water injection pump.

3.5 Flowline simulations

Figure 6 shows the Simulink model for the topside
pipeline, topside choke and controllers. This config-
uration has been used for testing a slug controller (see
Section 4.3). From the OLGA block the inlet pressure
of the pipeline is sent as input to the Simulink model
of the controller. The controller calculates new top-
side choke openings that are sent as inputs back to the
OLGA model.

Inlet
pressure
dala

—_
Sirnulink
"'-n tontrol

Control
signal structure

Constant
flow rates

4
LGA

Topside flowline

Figure 6: Slug control simulation setup

In this simulation it is assumed constant flow rates of
oil, water and gas from the multiphase pump. In this
way, the effect of pressure variations at the inlet of the
pipelines on the flow rates upstream will not be mod-
eled. When the slug controller is active this pressure
will be fairly constant during normal operation.

4 Case study

4.1 Integrated simulation of wells and subsea
separator: Well test

During a well test, one well after the other is shut down
in order to calculate the flow rate from each individual

well (deduction principle for subsea tie-ins). When a
well is shut down, the pressure drop in the pipeline
will decrease due to the reduced flow rate in the pipes,
and the other wells will produce more. Normally the
separator pressure is controlled, but during well testing
it is the pressure at the manifold that is important to
keep constant. There actually is a need for the subsea
separator pressure to increase during a well test.
There are several ways to do this. Using a cascade con-
trol configuration is one possibility. The outer loop
controls the manifold pressure where the set-point is
the initial pressure before the well test. The inner loop
controls the subsea pressure. This way the set-point
for the subsea separator pressure will automatically in-
crease for every well that is shut down. The control
configuration illustrated in Figure 7. The simulation
set-up from Section 3.3 have been used.
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Figure 7: Well testing using cascade configuration

Using the cascade controller for the well test, it was
possible to bring the manifold pressure back to its orig-
inal value. Figure 8 shows the results when four of the
wells are shut down one after another. The plot at the
bottom shows how the subsea separator pressure in-
creases to counteract the effect of the reduced pressure
loss in the pipelines upstream the separator.

The results from the simulations show how long it
takes for the manifold pressure to retain its initial value
after a well is shut down. This information can be used
to predict the duration of a well test.

4.2 Integrated simulation of subsea separa-
tor, flowlines and topside separator: Con-
trol of the water rate to top

By changing the water level in the subsea separator it
is possible to control the water rate that is transported
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to the platform. An increased water level will lead to
increased water rate topside. A cascade configuration
using the water rate out of the topside separator in the
outer loop and the water level in the inner loop was
used to handle this (Figure 9). The sub-models are
combines as described in Section 3.4.
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Figure 9: Cascade controller for subsea separator wa-
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Figure 10 shows what happens when the inlet flow
rates to the subsea separator are reduced by 50% after
1 hour. The set-point for the water level controller in
the inner loop is increased when to little water is trans-
ported topside. This way more of the water is brought
topside, while less is pumped into the water reservoir.

4.3 Flowline simulations: Slug control

Riser slugging is a well known problem offshore, [1],
[2], [3], [4], where alternating bulks of liquid and gas
enters the receiving facilities and causes problems due
to pressure and separator level oscillations. The results
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Figure 10: Results using a cascade controller to con-
trol subsea separator water level and water rate topside

are poor separation and wear on the equipment.

A simple PI controller using the inlet pressure down-
stream the multiphase pump and a control choke at the
top of the riser has proven to be effective at other in-
stallations. This is illustrated in Figure 11. Section 3.5
describes the combination of the sub-models.
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Figure 11: Slug control

Results from a simulation using the slug controller are
shown in Figure 12. During the first 4 hours the con-
troller is inactive, resulting in slugging and the pres-
sure variations shown in the upper plot.

When the controller starts working, the pressure stabi-
lizes at the desired set-point.

5 Discussion

This paper has shown some examples of the consider-
ations that had to be made during the simulation study
of a subsea station where a combination of OLGA
2000 and Simulink simulators have been used. The
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Figure 12: Slug control results

study has been performed to study different control
strategies, and several options have been investigated.
The simulations have been performed at a very early
stage of the process, before the final decisions about
equipment and operation have been made. Because
of this, simplified models of the pipelines and equip-
ment was used. Also the controllers have not been
fine-tuned to get the best results at this stage. The re-
sults from this study might therefore differ from the
final results. But the simulations can be been used as a
tool to see which options are possible for control, and
this way used as a basis for later studies.

There are also other dynamic process simulators that
are commercially available and may be combined with
OLGA 2000 for pipeline simulations.

D-SPICE is a dynamic simulator provided by Fantoft
Process Technologies [7]. The simulator contains a
module, the OLGA 2000 Interface (OLGAIF), that can
be used to run an OLGA simulation as an integrated
part of a D-SPICE model. Similar possibilities ex-
ists also for ASSET from Kongsberg Maritime [8] and
HYSYS from Aspentech [6].

6 Conclusion

Using a combination of OLGA 2000 and Simulink
simulator tools, it has been possible to study and plan
for the implementation of a subsea station planned to
increase the oil and gas productivity of an offshore
field.

Because of the early stage at which these simula-
tions have been performed, the final models for all the
equipment were still not available at the time of the
simulations. However, it was still important to capture
the interactions between the different subsystems.
Depending on the problem at hand, local sub-models

have been combined in different ways to save simula-
tion time without introducing too large errors due to
simplifications. Doing so requires a careful considera-
tion of all assumptions for the boundary conditions.
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1. INTRODUCTION

The Tordis field operated by Statoil has proved to be
even more productive than anticipated when produc-
tion began in 1994 (Godhavn et al., 2005). To increase
production and total recovery for the field in the last
years of production, processing equipment is planned
installed at the sea bed. This in order to separate pro-
duced water from the production stream, inject this
water into areservoir, and increase the production rate.

Subsea processing enabl es production from low-pressure

reservoirs over long distances, and may increase the
daily oil and gas production or even the total recovery
from the reservoir. By injecting produced water into a
reservoir, the water emission from topside to sea can
be reduced, and the subsea transportation pipelines
are better exploited. Compression and pumping enable
a lower wellhead pressure, and hence an increased
production.

1 Author to whom correspondence should be adressed:
skoge@chemeng.ntnu.no
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However, the installation of new subsea equipment
leadsto several new challenges, also related to process
control. There can be several ways to solve these
problems, so the first question that needed answering
was, which solutions are feasible and which one will
solve the problems the best.

Having control of the subsea separator pressure and
liquid levels are important as it determines the flow
rates and compositions for the entire system. In Sec-
tion 3, some solutionsto achieve control of the separa-
tor will be presented. These control solutions are then
expanded to achieve other benefits, such as faster well
tests and control of the water rate that is transported
with the oil and gas to the platform.

Under certain conditions a flow regime called riser
slugging can develop in the pipelines, which is unde-
sirable because it can introduce large pressure oscilla-
tions in the system. In the end of Section 3 it will be
shown that this problem can be solved using feedback
control.

ADCHEM 2006
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Fig. 1. Subsea processing equipment

The control solutions presented in this paper areillus-
trated with dynamic simulations including all equip-
ment from the wells to the two topside receiving sep-
arators at the Gullfaks C platform (Figure 1). It is
important to notice that these simulations were per-
formed at a very early stage in the process of deter-
mining how to run the process, where the aim was to
find feasible control solutions and not to find optimal
control parameters. The controllers have therefore not
been fine-tuned and simplified models for the equip-
ment and pipelines have been used. This is also the
reason why the absolute values for the different vari-
ables have been left out in this paper.

To simulate flow in the pipelines, OLGA 2000 dy-
namic multiphase simulator (www.01ga2000 . com),

provided by Scandpower Petroleum Technologies (www .

scandpowerpt . com) has been used. Most of the
process equipment is simulated using Simulink. The
OLGA - MATLAB toolbox enables the Simulink ap-
plication to simulate multiphase flow in pipelines in
OLGA together with additional process equipment
and controllers modeled in Simulink.

2. SUBSEA PROCESSING EQUIPMENT

Qil, gas and water are transported from the manifold
to the subsea separator through two pipelines. From
the separator some of the water is to be injected into a
disposal reservoir. The remaining water will be trans-
ported along with the oil and gasthrough two pipelines
into each topside separator at the Gullfaks C platform.
A multiphase boosting pump will be installed down-
stream the separator.

2.1 Wells

There will be a total of eight wells producing oil,
water and gas to the Gullfaks C platform. The flows
from the wells are merged at the manifold. Two short
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pipelines, each receiving the production from four
wells, transport the fluid to the subsea separator.

2.2 Pipelines

To simulate the pipelines between the wells, the sub-
sea separator and the topside separators, OLGA 2000
have been used. OLGA 2000 is a commercial avail-
able dynamic multiphase flow simulator. In our study
OLGA has been run from Simulink. From OLGA, it
is possible to get all the information about the flow
and the equipment that is modeled in OLGA, into
Simulink.

2.3 Subsea Separator

The subsea separator is illustrated in Figure 2. In the
separator the water, oil and gas will separate due to
gravity. The water, which is heaviest, will sink to the
bottom. Most of the water is to be injected into a
disposal reservoir through an outlet in the bottom of
the separator. It is important that no oil enters this
reservoir. The rest of the water is transported to the
platform along with the gas and oil.

The thickness of the water layer and the ail layer is
determined by theinlet and outlet flow rates. The mul-
tiphase pump and the water pump speed will therefore
influence the thickness of these layers. The rest of the
separator isfilled with gas.

The separator is simulated using a smple Simulink
model. It computes the separator pressure, density and
composition for the flow to topside and the water
and oil levels in the separator. It is assumed that the
pressureisindependent of gravity, that is: the pressure
a the bottom is the same as in the gas layer at the
top of the separator. The composition of the flow
going to the platform is determined by the thickness
of the water and oil layer. If the level of the water
is below the outlet leading topside, no water will
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Fig. 2. Subsea separator

be transported topside. The same goes for the oil
level, which depends both on the oil and water layer
thickness. As aready mentioned, the flow rate will
be determined by the multiphase pump speed and the
pressure in the separator and the pipelines.

2.4 Pumps

Multiphase pump To be able to operate the subsea
separator at a low pressure despite the friction loss
caused by the 11 km long pipelines to the Gullfaks
C platform, pumps or compressors can be installed.

The plan is to install a multiphase boosting pump
downstream the subsea separator. In this way it is
possible to control the separator pressure by adjusting
the pump speed and thereby the flow rate to topside,

qi-

Water pump There is also a need for a water pump to
pump the water into the disposal reservoir, holding a
higher pressure than the subsea separator.

The water rate through the water pump, ¢-, depends
on the pressure difference between the reservoir and
the subsea separator, and also the pump speed. Pump
speed and pressure drop over the multiphase pump
will in the same way determine the topside production
rate, but composition and density of the flow will also
influence these flow rates.

2.5 Chokes

There are chokes for each of the eight wells, which
make it possible to adjust the flow from each well
independently. These chokes can be used for well
tests, where one well after another is shut down.

At the top of each riser there are topside production
chokes. They make it possible to control the flow into
each of the topside separators, and can be adjusted
manually or by a controller.

2.6 Measurements
Several measurements will be available, monitoring

pressure, density, flow rates and other values which
are necessary for controlling the different parts of the
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system. Measurements used directly for control are
the manifold pressure, the subsea separator pressure
and water level, pressure drop and density over topside
production chokes, water rate out of topside separators
and the pressure downstream the multiphase subsea
pump. The pressure drop and density across the top-
side chokes are used to calculate the flow rate through
the topside chokes as there are no flow measurements
available.

3. CONTROL STRATEGIES

Several dynamic simulations were performed to test
different control strategies for controlling the system,
and some of these will be presented here. The results
will be used in the design of the control system and
this way serve as a basis for further studies. The
solutions presented here might therefore not be the
onesimplemented in the end.

3.1 Control of subsea separator pressure and levels

3.1.1. Decentralized PI control of subsea separator
pressure and water level  To keep the oil contentsin
the injected water below a given limit, it is important
to control the separator water level. By increasing
the flow rate of the water injected into the reservair,
the water level will decrease. The flow rate through
the water injection pump depends on the pressure
difference across the pump and the pump speed. The
speed of the pump can be set by a controller.

It isalso important to control the separator pressure as
this pressure will affect the wells and their production.
The separator pressure can be controlled by changing
thetotal flow rate to topside, which again isinfluenced
by the speed of the multiphase pump. During the
simulations this flow rate was set by the controller
directly. Thereason for thisisthat there was no model
of the multiphase pump available at the time of the
simulations.

Even though there are quite strong interactions be-
tween thelevel and pressure control, aswill be shown,
simple Pl controllers were used to see how well the
separator could be controlled. This is illustrated in
Figure 3.

Figure 4 shows the results for a simulation where the
input rates of water, gas and oil are reduced by 50%
after 30 min. The pressure drops as the flow rates are
reduced, but after about 15 min the pressure is back to
normal due to the controller action.

What might seem surprising is that the water and
liquid level start to increase at the time the inlet rates
are reduced, before they decrease and end up at lower
levels than they initially had. The reason for this is
that the separator pressure and water level affect each
other. When the separator pressure decreases due to
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Fig. 4. Results using Pl controllers to control subsea
separator pressure and water level

the reduced inlet flow rates, it makes it harder for the
water pump to inject water into the reservoir. Because
of this, the water rate injected to the reservoir, go,
temporarily goes down to zero, explaining theincrease
inlevels.

In practice, a zero flow rate will cause problems for
the water pump, but better tuning of the controller or
other control configurations will remove this problem.
Another way of avoiding this problem could be to
use some other control configuration, e.g. a cascade
controller where the inner loop controls the flow rate
through the water pump and the outer loop controls
the water level in the separator.

3.1.2. Cascade control : Control of water rate to
topside At the Gullfaks C platform, the water that
is transported to topside along with the gas and oil
needs to be taken care of. There are limits to the
amount of water the downstream process egquipment
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can handle, and having control of this water rate can
be an advantage.

By changing the water level in the subsea separator it
is possible to control the water rate that is transported
to the Gullfaks C platform. Figure 5 shows one way
of doing this. It is an extension of the control struc-
ture presented in 3.1.1. An increased water level will
lead to increased water rate topside (see Figure 2).
A cascade configuration using the water rate out of
the topside separator, g3, in a slow outer loop and the
water level in the inner loop, was devel oped to handle
this.

Figure 6 showsthe results from asimulation where the
inlet flow rates are reduced by 50% after 1h. The set-
point for the water level controller is increased when
too little water is transported topside due to reduced
inlet rates.

Flow rates into subsea separator Flow rates out of subsea separator

100 100 —

20 water into sep s} - total to topside

= = =oil into sep oo water to reservoir

T 60 0 gasinto sep T 60
2 40 ) o e

20" 20

| P S —
ob— 0
0 2 4 6 8 10 0 2 4 6 8 10
Subsea separator levels Water flow rates out of topside separators
100 100¢
Level water s Total water out topside

_ 9% (oo evel set point (o Water set point
2 < 60
3 9% =
3 ke 2 40
= s

85 20

80 0

0 2 4 6 8 10 0 2 4 6 8 10

time [h] time [h]

Fig. 6. Results using a cascade controller to control
subsea separator water level and water rate top-
side

We see that after about 5 hours the water flow rate is
back at its set-point, even though the flow rates into
the subsea separator have been reduced substantially.

3.2 Well head pressure control

During a well test, one well after the other is shut
down in order to determine the production rate from
each individual well (deduction principle for tie-ins).
Performing well tests is costly, as the production is
reduced for the time the well test lasts. Being able
to reduce the duration of atest, has therefore a large
economic potential. Using active control might reduce
the time needed to perform awell test.

However, when awell is shut down, the pressure drop
in the pipeline will decrease due to the reduced flow
rate in the pipe. Thisway the other wellswill produce
more, leading to a wrong estimate of the production
from the well that is closed. Therefore, during well
testing, the pressure at the manifold is kept constant
rather than the subsea separator pressure which is
normally controlled (Figure 3). There actualy is a
need for the subsea separator pressure to increase
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Fig. 5. Cascade controller for subsea separator water level and water rate topside

during awell test. The alternative would be to reduce
the well choke openings accordingly.

There are several ways to do this. Using a cascade
control configuration is one possibility. The outer loop
controls the manifold pressure where the set-point is
theinitial pressure before the well test. Theinner loop
controls the subsea separator pressure. This way the
set-point for the subsea separator pressure will auto-
matically increase for every well that is shut down.
The cascade control configuration isillustrated in Fig-
ure7.

Switch welliesting = — — — — > @ .

. i
Wells I

-
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Manifolds
-

Pressure control E
L 4
-
i
1
Subsea
separator @ —

)
3 MPP

= ©-Cw
.
t
Set point

water level L
Water reinjection

Fig. 7. Welltest using cascade configuration

Using the cascade controller for the well test, it was
possible to bring the manifold pressure back to its
original value. Figure 8 shows the results when three
of the wells are shut down one after another. The plot
at the bottom shows how the subsea separator pres-
sure increases to counteract the effect of the reduced
pressure loss in the pipelines upstream the separator.

Another way of controlling the manifold pressure is
to estimate how much the manifold pressure will drop
when awell is shut down, and then increase the set-
point for the subsea separator pressure accordingly.
This way the simple pressure Pl controller described
in Section 3.1.1 can be used, as long as steps in the
set-point are introduced. It is important to find good
estimates of how much the separator pressure need
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Fig. 8. Welltest results

to increase in order to use this method. Results from
simulations show that it is possible to reduce the time
before the manifold pressure reaches its initial value
to lessthan 15 min. Thisisillustrated in Figure 9.

Pressures N
75 T T T T T T Pinlet A
e = = = PinletB
70F } ‘‘‘‘‘‘ P set pointinlet A

P [%]

Pressures

P separator

‘‘‘‘‘ P set point

05 0.6 0.7 0.8 0.9 1 11 12 13 14 15
time [h]

Fig. 9. Welltest results using a Pl controller with
setpoint changes

It isimportant to find agood estimate of how much the
pressure drops at the manifold when awell is shut-in,
in order to use this solution.

The results from the simulations show how long it
takes for the manifold pressure to retain its initia
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value after awell is shut down. This information can
be used to predict the duration of awell test.

3.3 Sugging

Riser dlugging is a well known problem offshore,
where alternating bulks of liquid and gas enter the
receiving facilities and cause problems due to pressure
and separator level oscillations. The results are poor
separation and wear on the equipment.

There are several ways to dea with the problem,
but using active control has in the last years been
the preferred way to avoid riser slugging, (Courbot,
1996), (Havre et al., 2000), (Hedne and Linga, 1990),
(Skofteland and Godhavn, 2003). Today a combina-
tion of active slug control and model! predictive control
(MPC) isused at Gullfaks C (Godhavn et al., 2005).

A simple Pl controller using the pressure upstream
the flow-line ending in the riser and a control valve
at the top of the riser has proved to be effective.
This pressure oscillates heavily during slugging, due
to the changing composition in the riser. Keeping
this pressure stable forces the flow into another flow
regime. In (Storkaas, 2005) control theory proves that
using this measurement oneis ableto stabilize the flow
and also to achieve good performance. This control
configuration isillustrated in Figure 10.

Topside
separator

11 km flowline

|

11 km flowline

Fig. 10. Slug control applied to Tordis

Results from a simulation with the slug controller
are shown in Figure 11. During the first 4 hours
the controller is inactive, resulting in slugging in the
pipeline and the pressure variations shown in the upper
plot. When the controller starts working, the pressure
stabilizes at the desired set-point.

4. CONCLUSIONS

The implementation of new subsea processing equip-
ment to improve the productivity for a subsea oil-
field is expected to introduce several new challenges
regarding operation and process control that need to
be addressed before the start-up. This paper presents
some results from dynamic simulations performed in
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Fig. 11. Slug control results

order to investigate how the use of automatic control
might deal with these challenges. For the different sce-
narios presented here, automatic control shows good
results.

The simulations have been performed at a very early
stage, before the final decisions about equipment and
operation have been made. Because of this, smplified
models of the pipelines and equipment were used.
Also, the controllers have not been fine-tuned to get
the best results at this stage. The results from this
study will therefore differ from the final results. The
simulations can, however, be used as a basis for later
studies.

Examples of what better suited controllers can accom-
plish are; decreasing the time of well tests (Figure 8)
and removing the effect that |eads to the topside choke
saturating in the first 4 hours of slug control (Figure
11).
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This paper is the first of two papers describing control and a lot of time and effort have been spent studying
experiments on different scale slug lab rigs. This first this phenomena. The reason for this is that by doing
paper describes the study and results from a small-relatively small changes in operating conditions, it is

scale lab rig, build to test different riser slug control possible to change the flow behavior in the pipelines
strategies without the huge costs involved in larger drastically. This has a huge influence on important
scale experiments. Earlier experiments on this small-factors such as productivity, maintenance and safety.
scale rig have shown that it is possible to stabilize the Figure 1 shows different flow regimes that can develop
flow using a PI-controller with a pressure measure- in an upward pipeline.

ment located upstream the riser base as measurement
(Sivertsen and Skogestad (2005) ). The aim now was

to control the flow using only topside measurements 1 T ? : '
and to compare these results with results found when Fa_-:%oa = 9 e
using upstream measurements. °°o°gc: N g ﬂ

A controllability analysis was performed in order to Oo?%‘l:o ¢

screen the different measurement candidates using ;affo'.o — 0

a model developed by Storkaas et al. (2003). The Lo o;"o 80‘3 0%, %

analysis showed that it should be possible to control o’ogl : 05309,% .

the flow using only topside measurements. The results "5}003: i 2804 %o

from this analysis were then used as a background for ga?;"% V &j"

the experiments performed in the lab. g:%?;’ . e
The experimental results were successful. They showe 8% ¥ f ' r
that it was possible to control the flow far better then ?

predicted from the analysis and the results were in =~ hee® Shua i D

fact comparable with the results obtained when using

a pressure measurement upstream the riser (subsegjg. 1. Vertical horizontal flow map of Taitel et al.
measurement). (1980)

1. INTRODUCTION Some operating conditions lead to an undesirable flow
regime that may cause severe problems for the receiv-
The behavior of multiphase flow in pipelines is of ing facilities due to varying flow rates and pressure
great concern in the offshore oil and gas industry, in the system. This usually happens in the end of the
life cycle of a well, when flow rates are lower than
the system was designed for. The rate and pressure

1 . . . .
Author to whom correspondence should be adressed: \;5riations are caused by a flow regime called slug flow.
skoge@chemeng.ntnu.no




It is characterized by alternating bulks of liquid and tions a cyclic operation (limit cycle) is obtained. It

gas in the pipeline. is considered to consist of four steps (Schmidt et al.
. . . T (1980), Taitel (1986)). These steps are illustrated in
Being able to avoid slug flow in the pipeline is of great Figure 3. Liquid accumulates in the low point of the

economic interest. For this reason it is important to . . -
X . . riser, blocking the gas (1). As more gas and liquid
be able to predict the flow regime before production i
enters the system, the pressure will increase and the

starts, so that the problems can be taken care of as

. o riser will be filled with liquid (2). After a while the
soon as they arise. Traditionally flow maps as the one . ;
N ._~amount of gas that is blocked will be large enough to
in Figure 2 have been produced as a tool to predict

the flow regime that will develop in a pipeline (Taitel blow the liquid out of the riser (3). After the blow-out,

and Dukler (1976), Barnea (1987), Hewitt and Roberts a)new liquid slug will start to form in the low-point
(1969)). These maps show that the flow regime ina*
pipeline is highly dependent on the incoming superfi-

cial flow rates of gasiu(s) and oil (urs).

Even though the system is designed to avoid such .
problems in the earlier years of production, the pro-

duction rate is changed during the production lifetime

and problems can arise later on. Note however that ™

these flow maps represent the "natural” flow regimes,
observed when no feedback control is applied.
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10 |- FINELY DISPERSED / =
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Fig. 3. lllustration of the cyclic behaviour (slug flow)
e ] in pipeline-riser systems
1 1 He
oh T 5 00 Terrain induced slugs can become hundreds of me-
Ugs (m/sec) ters long, whereas hydrodynamic slugs are relatively

shorter. This is also the reason why terrain slugging is
Fig. 2. Flow pattern map for 25 mm diameter vertical often referred to as severe slugging.

tubes, air-water system (Taitel et al. (1980)) Slug flow has a negative impact on the receiving facil-

ities during offshore oil and gas production due to the
large fluctuations in flow rates and pressure. Frequent
problems are unwanted flaring and reduced operating
capacity. The fluctuating pressure also leads to a lot
of strain on other parts of the system, such as valves
and bends. The burden on the topside separators and
compressors can in some cases become so large that
Hydrodynamic slugs are formed by liquid waves it leads to damages and plant shutdown, representing
growing in the pipeline until the height of the waves is huge costs for the producing company. Being able to
sufficient to completely fill the pipe. These slugs can remove slugging has a great economic potential and
melt together to form even larger slugs and occur over this is why lot of work and money has been spent on
a wide range of flow conditions. finding solutions to the problem.

There exist different types of slugs, depending on
how they are formed. They can be caused by hydro-
dynamical effects or terrain effects. The slugs can also
be formed due to transient effects related to pigging,
start-up and blow-down and changes in pressure or
flow rates.

Terrain slugging is caused by low-points in the Itis possible to avoid or handle the slugs by changing

pipeline topography, causing the liquid to block the the design of the system. Examples of this are; chang-
gas until the pressure in the compressed gas is largeng the pipeline topology, increasing the size of the

enough to overcome the hydrostatic head of the lig- separator, adding a slug catcher or installing gas lift.

uid. A long liquid slug is then pushed in front of the However, the implementation of this new equipment

expanding gas upstream. One example of such a low-usually costs a lot of money. Another option is chang-

point is a subsea line with downwards inclination end- ing the operating conditions by choking the topside

ing in a vertical riser to a platform. In some cases the valve. Also this comes with a drawback; the increased
entire riser can be filled with liquid until the pressure pressure in the pipeline leads to a reduced production
in the gas is large enough to overcome the hydrostaticrate and can lower the total recovery of the field that is

pressure of the liquid-filled riser. Under such condi- being exploited.



In the last years there have been several studies on 2. CASE DESCRIPTION

active control as a tool to "stabilize” the flow and

thereby avoiding the slug flow regime. Mathemati- 2.1 Experimental setup

cally, the objective is to stabilize a flow region which

otherwise would be unstable. A simple analogue is To test different control configurations, a small-scale
stabilization of a bicycle which would be unstable two-phase flow loop with a pipeline-riser arrangement
without control. Schmidt et al. (1979) was the first to was build at the Department of Chemical Engineering
successfully apply an automatic control system on aat NTNU, Trondheim (Brdsen (2003)). The flow
pipeline-riser system with a topside choke as actuator.consists of water and air, mixed together at the inlet of
Hedne and Linga (1990) showed that it was possible tothe system. Both the pipeline and the riser was made
control the flow using a PI controller and pressure sen-of a 20mm diameter transparent rubber hose, which
sors measuring the pressure difference over the risermakes it easy to change the shape of the pipeline
Lately different control strategies have also been im- system. A schematic diagram of the test facilities is
plemented on production systems offshore with greatshown in Figure 4.

success (Hollenberg et al. (1995), Courbot (1996),

Havre et al. (2000), Skofteland and Godhavn (2003)).

Active control changes the boundaries of the flow

map presented in Figure 2, so that it is possible to fLiT?J|‘° ps:{r[ :Lgr:alcp o
avoid the slug flow regime in an area where slug flow e s IM:::
is predicted. This way it is possible to operate with o S nta I
the same average flow rates as before, but without  coming i -
the huge oscillations in flow rates and pressure. The , sgals et

reservoir

advantages with using active control are large; it is
much cheaper than implementing new equipment and
it also removes the slug flow all together thereby
removing the strain on the system. This way a lot of

money can also be saved on maintenance. Also, it is Weterfom 5 \;\\\

possible to produce with larger flow rates than what separtor u e

woul ibl manually choking the topsi = AN
ould be possible by manually choking the topside P RN

valve. ——x R

=9

Subsea measurements are usually included in the con
trol structures that have been reported in the literature
so far. Pressure measurements at the bottom of thq:. .

. ig. 4. Experimental setup
riser or further upstream are examples of such mea-
surements. When dealing with riser slugging, subsearrom the inlet, which is the mixing point for the air
measurements have proved to effectively stabilize theand water, the flow is transported trough a 3m long
flow. When no subsea measurements are available, weurved pipeline to the low-point at the bottom of the

will see that the task gets far more challenging. riser. Depending on different conditions such as water

Since subsea measurements are less reliable and mucdd ar flow rates, slug flow may occur. At the top
more costly to implement and maintain than mea- of the riser there is an acryl tank which serves as a

surements located topside, it is interesting to see if ;eparator, leading the Waterto_a reservoir while the air
it is possible to control the flow using only topside 'S!€toutthroughan open hole inthe top. The separator
measurements. Is it also possible to combine topside!S thus holding atmospheric pressure.

measurements in a way thatimprove the performancerom the reservoir the water is pumped back into the
And are the results comparable to the results obtainedsystem through the mixing point using a Grundfos
when using a controller based on subsea measureyps 25-120 180 pump with a lifting capacity of 12m.
ments? It is possible to adjust the power of the pump, thereby
Earlier studies on using only topside measurementscanging the pressure dependency of the inlet flow
are found in Godhavn et al. (2005) where experiments "até Of the water. The pressure dependency during
where performed on a larger rig and the flow was the_ex_per_lments is dl_scuss_ed in Section 2.3, where
controlled using combinations of pressure and den_peno_dlc disturbances in the inlet f|OW rate of gas from
sity measurements. Similar experiments as the onedn€ air supply system are also described.

described in this paper was later performed on afFor slugging to appear there must be enough air in the
medium-scale lab rig to investigate the effect the scalesystem to blow the water out of the 2.7m long riser.
of the lab rig has on the quality of the controllers. Thijs requires a certain amount of volume, which is
These eXperimentS are described in Sivertsen et al.accounted for by als| acry| buffer tank (BT) between
(2008). the air supply and the inlet. The volume of the gas can

be changed by partially filling this tank with water.



The inlet flow rates of gas.;-) and water Q,,) controllers with features like integrator anti-windup
determine whether we will have slug flow in open loop and bumpless controller output for PID gain changes.

_operatu_)n or not. The_gas flow rate is measured at theAlso Labviews PID Control Input Filter has been used
inlet using a 2-10 I/min mass flow sensor from Cole-

Parmer. The water flow rate was measured using a 2_to filter the noisy fiber optic signals. This is a fifth-

60 I/min flow transmitter from Gem. Typically inlet order low-pass FIR (Finite Impulse Response) filter

. : . and the filter cut-off frequency is designed to be 1/10
flow rates during an experiment are 5 I/min both for .
of the sample frequency of the input value.
the gas and water.

Pressure sensors MPX5100DP from Motorola are lo-

cated at the inlet®;) and topside £). They measure 2.3 Disturbances

the pressure difference between the atmospheric pres-

sure and the pipeline pressure in the range 0-1 barTwo of the largest sources of disturbances during the
Typically average values for the pressure during the experiments were the variations in the air and water
experiments are approximately 0.2 barg at the inletinlet flow rates. The left plots in Figure 6 show how
and 0.05 barg just upstream the topside control valve. the air inlet rateQ,, is fluctuating with a period of
approximately 200s between 5.5 and 5.9 I/min when
the valve is 10% open and the flow is stable. These

placed just upstream the control valve in order to 200s fluctuati d by th p ol
measure the water content in the pipeline. Water in the s fluctuations are caused by the on-oft controfler
used for the pressurized air facility at the laboratory.

pipeline will attenuate the laser beam and weaken the_l_h fuctuati . t h it
signal send to the control panel. The measurements € fluctuations in water rai@,, are however quite

from the fiber optic slug sensors needed some filteringSmall for this valve opening.
because of spikes caused by reflections of the lasel s open v 100% apen vaue

beam on the water/air interface (Figure 5). When 0s 03 Eisterssiis
correctly calibrated, the fiber optic sensors give a  oasf™Swr™=eney 0230\ AF M) Lo T
signal proportional to the amount of water the laser £ .{ |- 'D",'f;,',’;ii"“"’] o wvv

Two fiber optic sensorsS}, S3) from Omron are

beam travels through in the pipeline and can be used 3. 01
to calculate the densityin the pipeline.
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Fig. 5. Reflection of light on water surface
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valve with 20 mm inner diameter is installed at the

top of the riser. A signal from the control panel sets Fig. 6. Disturbances in the inlet water flow rate (Qw)
the choke opening percentage of the valve. The valve and air inlet rate (Qa)

responds well within a second to the incoming signal.
When the topside valve is fully open and the inlet

The control panel, consisting of Fieldpoint modules . .
b 9 P pressure ;) starts to oscillate due to slug flow in

from National Instruments, converts the analog signals S . .
gsig the pipeline, larger fluctuations in the water flow was

from the sensors into digital signals. The digital sig- observed. The capacity of the water bumD is pressure
nals are then sent to a computer where they are contin- ved. pacity W pumpis p u

uously displayed and treated using Labview software. ?hep\(/avn?ern:, ?n? C}ISC'Itlat'?nE |rt1mtlher|1nlet p;ri?;uie Ica;sge
Depending on the control configuration, some of the € water rate o fiuctuate between approximately 2.

measurements are used by the contoller to set thel": %2 [0 52 = SCo 1o (8 PO POS D E
choke opening for the control valve. - hep . . "
the air inlet flow rate, which come in addition to the

200s periodic fluctuations.

2.2 Labview software

3. CONTROLLABILITY ANALYSIS AND
Labview from National Instruments was chosen as SIMULATIONS
tool for acquiring, storing, displaying and analyzing
the data from the different sensors. Also the valve In order to have a starting point for the lab experi-
opening of the topside valve was set from this pro- ments, an analysis of the system has been performed.
gram. The controllers was made using Labview PID The analysis reveals some of the control limitations



that can be expected using different measurements foreduction introduced by the feedback loop. The input
control. Closed-loop simulations using these measure-signal is
ments are also performed.

u=KSr— KSGqd — KSn (6)
3.1 Theoretical background and the control errot = y — r is
Given the feedback control structure shown in Figure ¢ = —Sr + Sgad — Tn 7

7 the measured outpytis found by

From these equations it is obvious that the magnitude
y = G(s)u + Ga(s)d (1) for transfer functions, T', SG, KS, KSG4 andSGq
give valuable information about the effectd andn
Herew is the manipulated input] is the disturbance have on the system. In order to keep the input usage

to the system and is measurement noisé: andGy and control errore small, these closed-loop transfer
are the plant and disturbance models. functions also need to be small. There are however
some limitations for how small the peak values of
ld these transfer functions can be. The locations of the
o RHP-zeros and -poles influence these bounds signifi-
i cantly.
r + K u a i'*’ Y
- + Minimum peakson S and T’
. Skogestad and Postlethwaite (1996) shows that for
o each RHP-zeroe of G(s) the sensitivity function must
+T satisfy
n
Fig. 7. One degree-of-freedom negative feedback Sl > okl |z + pil 8
control structure (Skogestad and Postlethwaite 151l 2 H 1z — pil (®)
(1996)) =t

. . for closed-loop stability. HergS||.. denotes the max-
The location of RHP (Right Half Plane) poles and jm frequency response 8t This bound is tight for
zeros inG(s) impose bounds on the bandwidth of yhe case with a single RHP-zero and no time delay.

the system. These bounds can render it impossible tospan (2000) shows that the same bound is tightfor
control the system when the RHP-poles and -zeros are

located close to each other. Skogestad and Postleth-

waite (1996) show that a pair of pure complex RHP- Minimumpeakson SG and SG4

poles places a lower bound on the bandwidth of the 1o tansfer functionSG is required to be small

closed loop system: for robustness against pole uncertainty. Simifi&,
needs to be small in order to reduce the effect of

we > 1.15]p| () the input disturbances on the control error sigaal
In Skogestad and Postlethwaite (1996) the following
whereas a real RHP zeros imposesipper bound bounds are found fo§ G andSG
we < |2]/2 (3) 24 ps
1561 2 G [] FE2L @)
i=1 v

For an imaginary RHP-zero the bound is

we < 0.86|2 4 Ny '
. 1Gulloe > 1Game (I [ 22 (10)
When comparing Equation (2) with (3) and (4) it is i=1 |z = pil
easy to see that if the RHP-zeros and -poles are Iocatedfhese bounds are valid for each RHP-zero of the sys-
close to each other, bandwidth problems can occur.;ory, HereG,,. andG, ... are the "minimum, stable
The closed-loop system can also be expressed as  \grsion” of G and G, with RHP poles and zeros mir-
rored into the LHP.
y=Tr+SGqd—Tn (5)

whereT = (I+L)"'L,S = (I+L)"'andL = GK. Minimum peaks on /5 and K.5Ga
L is the loop transfer function, whereéss called the ~ The peak on the transfer functiali S needs to be

classical sensitivity function and gives the sensitivity small to avoid large input signals in response to noise



and disturbances, which could result in saturation. A bifurcation diagram of the system is plotted in
Havre and Skogestad (2002) derives the following Figure 9. It was found by open-loop simulations at
bound onkK S different valve openings and gives information about
the valve opening for which the system goes unstable.
Also the amplitude of the pressure oscillations for the
inlet and topside pressuré’( and ) at each valve
opening can be seen from the plot.

1K S| > |G (D) (11)

which is tight for plants with a single real RHP-pole
p. Havre and Skogestad (2002) also finds

— Simulated values
¢ Experimental values

IKSGalloe > |G (p)Gams(p)|  (12)

1=
=

When analyzing a plant, all of the closed-loop transfer
functions should be considered.
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3.2 Modelling

Storkaas et al. (2003) have developed a simplified
model to describe the behavior of pipeline-riser slug- ol
ging. One of the advantages of the model is that it g
is well suited for controller design and analysis. It 8 o2t
consists of three states; the holdup of gas in the feed =o'

section {ng1), the holdup of gas in the risem(zs),
and the holdup of liquidit.). The model is illustrated 0

bv Figure 8. 0 01 02 03 04 05 06 07 08 09 1
Yy Figure 8 Valve opening [-]

Chake Valve with opening Z
\

iz Py Vo P Oy \ Fig. 9. Bifurcation plot showing the open loop behav-
ior of the system

The upper line in the bifurcation plots shows the max-
imum pressure at a particular valve opening and the
lower line shows the minimum pressure. The two lines
, 1 meet at around 16% valve opening. This is the point
b g n with the highest valve opening which gives stable op-
eration when no control is applied for this particular
B system._ When Storkaas’ model is properly tuned, the
\ bifurcation point from the model will match the one
- S ol from the experimental data. From the bifurcation dia-
‘ gram in Figure 9 it is seen that the tuned model values
fit the results from the lab quite well. The dotted line
in the middle shows the unstable steady-state solution.
This is the desired operating line with closed-loop
operation.

(a) Stmplified representation of riser slugging

ey P Ve Poy
\

= Figure 10 shows some of the simulations performed
in order to find the bifurcation diagram. The plots
show that the frequency predicted by the model is
approximately 50% higher than the frequency of the
Fig. 8. Storkaas’ pipeline-riser slug model (Storkaas slugs in the lab. In Figure 11 a root-locus diagram of
et al. (2003)) the system is plotted. This plot shows how the poles
cross into the RHP as the valve opening reaches 16%
Using this model we are able to predict the variation from below. This also confirms the results plotted in
of system properties such as pressures, densities anghe bifurcation diagram in Figure 9.
phase fractions and analyze the system around desired
operation points. After entering the geometrical and
flow data for the lab rig, the model was tuned as 3.3 Analysis
described in Storkaas et al. (2003) to fit the open loop
behavior of the lab rig. The model data and tuning The model can now be used to explore different mea-
parameters are presented in Table 1. surement alternatives for controlling the flow. The lab

Feed Pipeline

(b) Sunplified representation of desired flow regime
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Table 1. Model data parameters

Parameter Symbol Value
Inlet flow rate gasfg/s] WG in 1.145 %10~ 4
Inlet flow rate water g/ s] W, in 0.090
Valve opening at bifurctionpoint [-] z 0.16
Inlet pressure at bifurcationpoiridrg] Py stasj 0.28
Topside pressure at bifurcationpoibtf g] Py stas; 0.125
Separator pressurédrg] Py 0
Liquid level upstream low point at bifurcationpoint] A1 stas; 9.75 % 103
Upstream gas volumerf?] Ve 6.1%10~3
Feed pipe inclinatiorrad] 6 1%1073
Riser height {n] Ho 2.7
Length of horizontal top sectiom{] L3 0.2
Pipe radiusqn] r 0.01
Exponent in friction expression [-] 16
Choke valve constanir 2] K 2.23 %104
Internal gas flow constant [-] Ko 0.193
Friction parameters? /m?] K3 3.4 %103

>
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—— Simulated values
Experimental values
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Fig. 10. Open-loop behavior of inlet pressure for
valve openings 15, 25 and 30%

Imag(p)

varies from O (closed) to 1 (fully open)

rig has four sensors as described in Section 2. There
are two pressure sensors; one located at the it (
and one located topside upstream the control valve
(P2). Also two fiber optic water hold-up measure-
ments are located upstream the control valve. Using
these measurements it is possible to estimate the den-
sity (p) and flow rates ¥, Fy) through the control
valve. Figure 12 shows the different measurement can-

didates.
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Fig. 12. Measurement candidates for control

In Section 3.1 it was shown how the locations of
the RHP poles and zeros had a big influence on the
controllability of the system. By scaling the system
and calculating the sensitivity peaks it is possible
to get a picture of how well a controller, using one
of these measurements, can perform. The only two
measurements of the ones considered in this paper
which introduces RHP-zeros into the system, are the

topside density and pressuré.

The location of the pair of complex RHP-zeros intro-
duced byP, does not cause any concern, as they are
Fig. 11. Root-locus plot showing the trajectories of much larger and located to the right of the RHP-poles
the RHP open-loop poles when the valve opening in the complex plane. The real RHP-zero introduced
by p, however, seems to be more worrying as it is

located to the right of the RHP-poles.



The process modél and disturbance modél,; were system. Also the stationary gain for the plant using
found from a linearization of Storkaas’ model around densityp as measurement has a low stationary gain.
two operation points. The model was then scaled The model is however based on constant inlet flow
as described in Skogestad and Postlethwaite (1996)rates. The stationary gain fadry, predicted by the
The process variables were scaled with respect to themodel is 0, which means that it is not possible to
largest allowed control error and the disturbances werecontrol the steady-state behavior of the system and the
scaled with the largest variations in the inlet flow system will drift. Usually the inlet rates are pressure
rates in the lab. The disturbances were assumed to be&lependent, and the zeros for measuremépfsand
frequency independent. The input was scaled with the Fy;; would be expected to be located further away
maximum allowed positive deviation in valve opening from the origin than indicated by Tables 2 and 3.

imecr?inthse Ig(r)cr)CrEZZs?Jigr]ge:;tssFl]?al-g .fo.r FIarg; ]/alve When comparing K S| and |[K SG| for the two ta-

thpe scgliﬁ matrix iDe = dia [01’1 é’gé 114(/)6 6301 bles, it is obvious that the peak values for these trans-

1e-5 0.1] gl'he scaling matrix fgr t'he o.utputsBd.: fer functions increase with valve opening for all the

di}ig [lé,g, 1e-2]. This represents approximately 10% measurement candidates, indicating that controlling
. - : around an operating point with a larger valve opening

change in the inlet flow rates from the nominal values . ) .

of 1.145—4 kg/s (5.73 /min)for gas and 90~ 3 kg/s increases the effect disturbances and noise have on the

(5.4 l/min) for water. The input is scaleBu =1 — Input usage.

Znom Wherez,,.,,, is the nominal valve opening. Figure 14 and 15 shows the bode plots for the differ-

Tables 2 and 3 presents the controllability data found. ent plant models and disturbance mOde.IS r_espectlvely.
The models were found from a linearization of the

The location of the RHP poles and zeros are presentedmodel around valve opening 25%. For the volumetric

for valve openings 25 and 30 %, as well as stationary flow rate measurement the value of the distur
W .

gain .and Iower. boupds on the closed-loop transfer bance model7,WW is higher than plant modek W
functions described in Section 3.1. The pole location :
for low frequencies. For acceptable control we re-

is independent of the input and output (measurement),quire‘G(jw)| > |Gd(jw)| — 1 for frequencies where

bgt the ZEr0S may MOove. From the blfurcatlon_plot n |G4| > 1 (Skogestad and Postlethwaite (1996)). In
Figure 9 itis seen that both of these valve openings are,, .
e X this case bothG,;W| and |G| are close to zero,
inside the unstable area. This can also be seen from the ™ .

. which means problems can occur for this measure-
RHP location of the poles.

ment.
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Fig. 13. Plot-zero map for valve opening 30% Fig. 14. Bode plots for the plant models using different
measurements

The only two measurements of the ones considered

in this paper which introduces RHP-zeros into the

system, are the topside densjtyand pressureP,.

In Figure 13 the RHP poles and relevant RHP zeros 3.4 Smulations

are plotted together. The RHP zeros are in both cases

located quite close to the RHP poles, which results in Closed-loop simulations were performed in order to
the high peaks especially for sensitivity functiSigr investigate the effect of the limitations found in the
but also forS. From this we can expect problems when analysis. The measurements were used as single mea-
trying to stabilize the flow using these measurementssurements in a feedback loop with a Pl-controller.
as single measurements. Figure 16 shows this control structure using the inlet

The stationary gain found when using the volumetric pressure?’, as measurement.

flow rate Fyy is approximately zero, which can cause Figure 17 compares the results using four different
a lot of problems with steady state control of the measurement candidates. The disturbances in inlet



Table 2. Control limitation data for valve opening 25%. latdé poles ap = 0.010 +

0.0753.
Measurement RHP zeros  Stationary gain Minimum bounds
G(0)] S| ISG| |KS| [SGa| |KSG|
P [bar] - 3.20 1.00 0.00 0.14 0.00 0.055
Pslbar] 0.18+0.17i 5.97 1.13 159 0.091 0.085 0.055
plkg/m3] 0.032 0.70 120 4.62 0.048 031 0.056
Fywlkg/s] - 0.00 1.00 0.00 0.015 1.00 0.055
Fo[m?/s] - 2.59 1.00 0.00 0.015 0.00 0.055
Table 3. Control limitation data for valve opening 30%. e poles ap = 0.015 +
0.0867
Measurement RHP zeros  Stationary gain Minimum bounds
G(0)] S| ISG| |KS| |SGql |KSG4l
Py [bar] - 1.85 1.00 0.00 0.34 0.00 0.086
Py bar] 0.18+0.17i 3.44 122 125 0.283 0.085 0.079
plkg/m3] 0.032 0.41 126 286 0.091 031 0.081
Fy lkg/s] - 0.00 1.00 0.00 0.028 1.00 0.079
Fgm?/s] - 1.53 1.00 0.00 0.028 0.00 0.079
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Fig. 15. Bode plots for the disturbance models using

different measurements
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Fig. 16. Feedback control using PI controller with inlet
pressureP; as measurement

proximately 5-10 min. From the bifurcation diagram
in Figure 9 it was shown that the system goes unstable
for valve openings larger than 16%, as expected the
pressure and flow rates start to oscillate due to the
effects of slug flow.

When the controllers are activated, the control valve
starts working as seen from the right plot in Figure
17. The aim of the simulation study is to see how
far into the unstable region it is possible to control
the flow with satisfactory performance. A larger valve
opening gives higher production with a given pressure
dependent source.

As expected the measurement giving the best result
was inlet pressuré’;. The upper left plot shows how
the controller quickly stabilizes at the desired set
point. The average valve opening is 25 %, which is
far into the unstable region. After about 70 min the
set point for the pressure is decreased, and the valve
opening is now larger than 30%. Still the performance
of the controller is good.

The figure also shows the results from controlling
the flow using the topside volumetric flow rate,
mass flow rateFy, and the density. Not surprisingly

the density measurement was not very well suited, as
was expected from the analysis in Section 3.3. It was
possible to control the flow using this measurement,
but not at an average valve opening larger than 17-18
% which is just inside the unstable area. The benefits
of using control are therefore negligible.

The small oscillations seen in each plot has a period
of 200 s and is caused by the periodic oscillations of
the inlet air flow rate. The results using the topside
pressure’,; are not included in the figure. This is be-

flow rates for the gas and water, as described in Sec-cause it was not possible to stabilize the flow inside the
tion 2.3, are also included in these simulations. The unstable region using this measurement. Although the
only measurement that is not included is the topside analysis suggested otherwise, the disturbances added
pressureP,, as the corresponding controller was not in the simulations might have had a larger effect on

able to stabilize the flow.

At first, the controller is turned off and the system is
left open-loop with a valve opening of 20% for ap-

this measurement than on the others.

Sometimes control configurations using combinations
of measurements can improve the performance of a
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Fig. 17. Controlling the flow using PI controllers

controller when compared with controllers using sin- lations is stopped before the controller has stabilized
gle measurements. This is why cascade controllersat the desired set point.

using different combinations of the topside measure-
ments have been applied to the system. Figure 18
shows an example of such a control configuration. The
inner loop controls the topside densitywhile the set |
point for this inner controller is set by an outer loop
controlling the valve opening. This way drift due to

the low stationary gain fop is avoided. o o w0 e @ a0

500

Density [kg/m3]

400

024

valve opening

oz ! setpoint
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Setpoint z
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Fig. 19. Simulation results using densjyand valve
opening z as measured variables in a cascade
control structure

Using the volumetric flow rate measuremefy, in
the inner loop instead would probably give better
Fig. 18. Cascade controller using measurements denresults as this measurement stabilizes the flow better
sity p and valve opening than the density measurement

The results from simulations using this control struc-

ture are plotted in Figure 19. The set point for the 4. EXPERIMENTAL RESULTS

outer loop controller, controlling the valve opening, is

increased from 17% to 18% after approximately 170 Even though the results from the analysis and simu-
min. The flow then quickly becomes unstable, even lations suggested that the topside volumetric or mass
though the valve opening is just inside the unstable flow ratesF, and Fy would be better measurements
region. The results using this controller are approxi- for control than the topside density an attempt was
mately the same as when using the PI controller with made on controlling the flow using the density as
densityp. What is not revealed by Figure 17 however, measurement in the inner loop. The density was found
is whether or not the controller will drift as the simu- using the fiber optic signals.



The reason why flow measurements were not included

in the experiments was because no direct measure- - L

ments were available. One alternative would be to ok —— Valve posiion
calculate the flow using a valve equation for two- ut

phase flow and the topside pressure measuremgent 2t

fiber optic signalsS; and.S; and the valve opening nf

z. However, two-phase flow valve equations are quite T
complicated, and it seemed easier first to use the mea
surements at hand.

Fiber optic signal

Three different combinations of measurements were
tested in a cascade control structure. One of the con-
trollers uses the inlet pressufk in the inner loop and
the valve opening in the outer loop. Even though
Py is not a topside measurement, the results using this
controller serve as a basis to compare the other two
controllers with. The other two control structures use
the topside density in the inner loop, and had either
the valve opening (Figure 18) or the topside pressure
P, as a measurement in the outer loop .

20 2%
Figure 20 shows the experimental results using the time min]

three control systems. First the system was left open-
loop with a valve opening of 25%. Since this is well in-
side the unstable area, the pressures and density in th _ :
system is oscillating. After about 100s the controllers densityp as single measurement (no outer loop
are turned on, and in both three cases the controllers added)

are able to control the flow. When the controllers are Also now the controller manages to control the flow.
turned off after 500-600s, the flow quickly becomes The system does not seem to drift, which means that
unstable again. The thick lines indicated the set pOintSthe Steady State gain is not too small for Stabi"zing
for the different controllers. In plot @) and b) in Figure the flow in this case. Controlling the flow at a larger
20 the valve opening set point for the outer loop was average valve opening led to reduced performance
25% fully open, whereas for the experiment presentedand the flow either became unstable or the controller
in plot c) the set point for the topside pressitténthe  did not manage to satisfactory keep the measurements
outer loop was 0.056. Earlier experiments had shownat the desired set points (large fluctuations). As the
that this lead to an average valve opening of aboutanalysis showed, the control task gets harder as the
25%. valve opening increases. This is due to the fact that
_the gain is reduced as the valve opening gets larger. By
gradually increasing the average valve opening, either
by increasing the set point for valve opening in the
puter loop or, for case c), reducing the set point for
the effect of this increase in valve opening

gig. 21. Experimental results using a Pl controller with

From the analysis and simulations presented in Sec
tion 3, it is expected that the control structure with
the inlet pressuré”; in the inner loop would perform
best, as this measurement was by far the best suited fo g
controlling the flow as seen both from simulations and the density,
control limitations for each measurement candidate. Was found.
Also, the density measurement at the laboratory is ex-Some results are plotted in the Appendix, where it is
tremely noisy as the plots in Figure 20 show. Despite seen that the effect of increasing the average valve
all this, looking at the experimental results the differ- opening from approximately 24% to 32%usifty as
ences are less obvious. In fact, using the dens#é$  measurement leads to increasingly larger fluctuations
the inner measurement works quite well, contradicting around the set points_ The same experiments were
the results from the analysis in Section 3. performed for using density as measurement in the

The main reason for adding the outer loop is to avoid "€ 100p with a) z and b}, in the outer loop. This
drift in the inner loop caused by the low steady state Made the system go unstable as the valve opening was

gain shown in Tables 2 and 3. Since the results from 9radually increasing. The average valve opening for
the experiments using a cascade configuration by tarWhich the sy;tem goes unstable using these controllers
outperform the results from the simulations, it was Were approximately a) 26% and b) 29%.

reason to question the values given by the model. This

is why an attempt was made to see whether it was

possible to control the flow using the densityamty 5. DISCUSSION

measurement for control. Figure 21 shows the results

using this PI controller and the density measurement\\hen comparing different controllers, the tuning of
p- the parameters has a high influence on the results.
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b) Z and density
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Fig. 20. Results from cascade control experiments at thatlah approximately valve opening of 25%

None of the controllers described in this paper have well, without the expected steady state drift, there are
been fine-tuned and the results might be improved other advantages in adding an outer loop. One exam-
further with some more work. This is why the max- ple of such is that it may be more intuitive to under-
imum average valve opening for which the controllers stand what is going on with the plant when adjusting
stabilize the flow, presented in Section 4, might be in- the set point for the valve opening rather than the set
creased with proper tuning. However, from the results point for the topside density.

it seems obvious that all three controllers perform well
up to approximately 25% valve opening and that as
the valve opening moves towards an average value o
30% the controller performance decreases for all the
controllers.

The experiments have been conducted on a small-
fscale rig with only 20mm inner diameter pipeline.
Whether or not the results can be directly applied to
larger test facilities was further investigated in Sivert-
sen et al. (2008). The results from these experiments
It is important to note that the model used for the showed that similar controllers as the ones described
analysis is a very simplified model. It was used merely in this paper, also were successful when applied to a
as atool to see which problems might occur in the lab, medium scale lab rig with a 10m high riser and 7.6 cm
and the underlying reasons for the problems. Whendiameter pipelines.
comparing the experimental results with analysis and
simulations using Storkaas’ model prior to the ex-
periments, it was clear that the experimental results 6. CONCLUSION
were far better than the model predicted when using
the density as measurement. On the other hand, thelhis paper presents results from a small-scale riser
topside pressurg, could not be used for stabilization, aboratory rig where the aim was to control the flow
in agreement with Storkaas’ model. using only topside measurements and thereby avoid-
. ing slug flow in the pipeline. The results were good in
An. attemp_t was m.ade to model the small-scale rig the sense that it was possible to control the flow with
using multiphase S|mqlator OLGA from SC"?‘”dPOYvef good performance far into the unstable region. In order
Petroleum Te_chnologles. quever, the S|mulat|ons to avoid the slug merely by choking the topside valve
seemed to fail due to numerical errors, Whlch could it would be necessary to operate with a valve opening
be caused by the small scale nature of the rig. Evenof 15%, whereas here it was shown that it was possible

though result§ using only a Pl controller and a single to control the flow with an average valve opening of
topside density measurement seemed to work VY250, despite very noisy measurements. This makes



it possible to produce with a larger production rate
and increase the total recovery from the producing oil
field.
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APPENDIX

Figures showing the behavior when increasing the

setpoint,z, for the outer loop using measurmeht
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MEDIUM-SCALE EXPERIMENTSON STABILIZING
RISER SLUG FLOW

Heidi Sivertsen * Vidar Alstad ** Sigurd Skogestad *:!
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of Science and Technology, Trondheim, Norway
** SatoilHydro Research Centre, Porsgrunn

This is the second of two papers describing control ex- Slug flow is a flow regime that has a negative impact
periments on different scale slug rigs. The first paper on the receiving facilities during offshore oil and gas
describes experiments performed on a small-scale lalproduction due to the large fluctuations in flow rates
rig build at NTNU’s Department of Chemical Engi- and pressure. Frequent problems are unwanted flaring
neering. These experiments showed that despite noisyand reduced operating capacity. The fluctuating pres-
measurements, it is possible to stabilize the flow in sure also leads to a lot of strain on other parts of the
the slug flow region using only topside measurements. system, such as valves and bends. The burden on the
The question to be answered in this paper is; do theseopside separators and compressors can in some cases
results also apply fdarger riser-systems? become so large that it leads to damages and plant
shutdown, representing huge costs for the producing
company. Being able to remove slugging has a great
economic potential and this is why lot of work and
oney has been spent on finding solutions to the prob-

In this paper, we look at some results obtained from
a 10m high, 3 diametermedium-scale test rig lo-
cated at StatoilHydro’s Research Centre in Porsgrunn,
Norway. Several cascade control structures are testecF'e1 m
and compared; both with each other and the results ~
obtained from the small-scale NTNU loop. The rig In the last years there have been several studies on
was also modelled and analysed using a simple three-active control as a tool to "stabilize” the flow and
state model. The new experiments were successful andhereby avoiding the slug flow regime. Mathemati-
confirmed the results achieved using the small-scalecally, the objective is to stabilize a flow region which
rig. This suggests that the small-scale lab loop canotherwise would be unstable. A simple analogue is
be used as a tool to predict possible useful control stabilization of a bicycle which would be unstable
strategies for the riser slug problem. without control. Schmidt et al. (1979) was the first to
successfully apply an automatic control system on a
pipeline-riser system with a topside choke as actuator.
1. INTRODUCTION Hedne and Linga (1990) showed that it was possible to
control the flow using a Pl controller and pressure sen-
The behavior of multiphase flow in pipelines is of sors megsuring the pressure (_jiﬁerence over the r_iser.
great concern in the offshore oil and gas industry, Lately different contro! strategies have also bpen im-
and a lot of time and effort have been spent studying plemented on production systems offshore with great
this phenomena. The reason for this is that by doing Success (Hollenberg et al. (1995), Courbot (1996),
relatively small changes in operating conditions, it is 1avre etal. (2000), Skofteland and Godhavn (2003)).
possible to change the flow behavior in the pipelines Active control makes it possible to avoid the slug flow
drastically. This has a huge influence on important regime with conditions where slug flow is predicted.
factors such as productivity, maintenance and safety. This way it is possible to operate with the same
average flow rates as before, but without the huge
oscillations in flow rates and pressure. The advantages
with using active control are large; it is much cheaper

1 Author to whom correspondence should be addressed:
skoge@chemeng.ntnu.no



than implementing new equipment and it also removes Several experiments were performed to test similar
the slug flow all together thereby removing the strain control configurations as was also tested on the NTNU
on the system. This way a lot of money can also be small-scale lab rig. This was done in order to inves-
saved on maintenance. Also, it is possible to producetigate whether different scales have an effect on the
with larger flow rates than what would be possible by quality of the control structures. Having results from
manually choking the topside valve. a larger rig could give an indication on whether the
small-scale NTNU lab rig really was suitable as a tool

Subsea measurements are usually included in the con;_ /.~ . )

. . for finding good control solutions to be used in larger
trol structures that have been reported in the literature oY .

scale facilities, such as a production platform.

so far. Pressure measurements at the bottom of the
riser or further upstream are examples of such mea-The question was; could active control be used to
surements. When dealing with riser slugging, subseastabilize the flow also for the medium-scale lab rig?
measurements have proved to effectively stabilize theln particular, it was interesting to see whether only
flow. When no subsea measurements are available, weopside measurements could be used to stabilize the
will see that the task gets far more challenging. flow, as was done on the small-scale lab rig described

Since subsea measurements are less reliable and muc'H Sivertsen and Skogestad (2008).

more costly to implement and maintain than mea-
surements located topside, it is interesting to see if
it is possible to control the flow using only topside
measurements. Is it also possible to combine topside
measurements in a way thatimprove the performance?2uring the experiments the flow consisted of water
And are the results comparable to the results obtained@nd air. The pipe diameter i$ §7.6 cm) and the height

when using a controller based on subsea measure©f the riser is approximately 10 m. The inflow of gas
ments? and water was pressure dependent. Water inlet rate

] ) ) ) during the experiments was 7-8%pth while the air
Earlier stu_dles on using only topside measurgmentsinﬂow rate fluctuated between 8 to 1P . Slugging
are found in Godhavn et al. (2005) where experiments q.curred for valve openings larger than about 12%.

were performed on a larger rig and the flow was rigyre 2 show a schematic overview of the layout and
controlled using combinations of pressure and den- gy silable instrumentation.

sity measurements. Similar experiments as the ones
described in this paper was later performed on a
medium-scale lab rig to investigate the effect the scale
of the lab rig has on the quality of the controllers.
These experiments are described in Sivertsen and Sko-
gestad (2008).

2. EXPERIMENTAL SETUP

The medium-scale multiphase flow control rig at Sta-
toilHydro Research Centre in Porsgrunn is built to
simulate multiphase flow in an offshore well/pipeline
and production unit. The facility is ideal for devel-
opment and testing of new control solutions for anti-
slug and separator control under realistic conditions.
Figure 1 shows a photograph of the facility.

Water

Pumps

Fig. 2. Schematic overview of the layout and available
instrumentation

The loop includes an approximately 4 m long section
where gas, oil and water are introduced through differ-
ent inlets. This "well section” consists of annulus and
tubing, a 15.2 cm outer pipe and a 7.6 cm inner tubing
with perforations.

The pipe section consist partly of flexible tubing,
hence it is possibly to vary the geometry of the piping.
This way the inclination of the riser and other parts
of the pipe can be adjusted to achieve the desired
geometry.

The pipeline geometry during the experiments was

Fig. 1. A birds-view perspective of the medium-scale
riser rig at StatoilHydro Research Centre in Pors-
grunn

chosen to give terrain-induced slugging. A more de-
tailed schematic of the geometry used in the experi-
ments is shown in Figure 3. The numbers indicate the



location of feeding inlets and important instrumenta- the volumetric flow rate as measurement. The pressure
tion. and single-phase flow rates are measured downstream
the pumps, using a differential pressure volumetric
flow meter (Pivot tube) for the air and a Coriolis type
mass flow for the water.

Y [m]

2.3 Separator

The three-phase separator located at the top of the
riser has a volume of approximately 1.5 nA 53 cm

high weir plate separates the oil and water outlets. The

separator is equipped with a pressure measurement
and measurements of the oil and water levels. No

The numbers 1, 2 and 3 indicate the air, water and Oil was added to the flow during the experiments
oil inlets respectively. Downstream this section the Presented in this paper.

pipeline is close to horizontal for about 10 m. An

approximately 7 m, 35inclined section then follows.

A pressure measuremen®() is implemented at the 2.4 Control choke valve

end of this section (4). The next 60 m section has

a 1.8 declination, followed by an approximate|y 20 The control choke valve is a Vertically positioned
m horizontal section with a pressure and temperaturevalve located at the top of the riser. The valve is
measurement at the end (6). A 10 m long vertical riser €quipped with a Profibus-PA Positioner, which returns
then follows a low point in the geometry (7). The low- the actual valve position to the control system.

point contains a see-trough section, which makes it

possible to determine visually the flow regime in this 5 4 1 choke valve characteristics  Several flow ex-
section. At the top of the riser a production choke (10) periments had been performed in order to find the

and separator (11) are located. There is also a Pressurgingle- and two-phase (water/air) valve characteris-
measurement (8) and a see-through section (9) locategq-

half-way up the riser. Upstream the production choke a
pressure measuremelib and a gamma densiometer

are implemented. —— A
Q=T[5 ®

The water and oil outlets from the separator are re-

turned to a large 10 fbuffer tank. The oil and water

feed are pumped from this buffer tank back to the C. is the valve constant anfl z) is the characteristics
respective phase inlets in the well section using two Of the valve. AP is the pressure drop across the valve
displacement pumps. Before entering the well section,and p is the density of the fluid. For valve openings
the feed flow rate and density of each phase are mealess than 50% and 60% for single-phase and two-

X[m]

Fig. 3. Schematic of the geometry of the riser-system

sured. phase flow respectively, the characteristics were found
to be close to linear. Thus, Equation (1) can be written
2.1 Gasfeed
|AP
Q/Cv =2\ — (2)
The compressed air is supplied from the local air sup- P

ply net. The supplied air holds a pressure of approx-
imately 7 bara. An automated control valve controls
the feed flow rate of compressed air to the well sec-
tion. The operating range of the control valve is 10-
400 kg/h. During experiments the feed flow of air is
normally in the range 15 to 50 kg/h.

Values for@Q/C, can be calculated from given values
for valve opening;, measured pressure drop across the
valve A P and measured density

2.5 Instrumentation

The mass flow and the density of the compressed air

are measured using a Coriolis type mass flow meter. A number of automatic control valves are installed.
This includes the production choke valve, the valves
controlling gas, water and oil outlet from the separator

2.2 Water feed and the feed flow of air to the well section. These
valves can be operated either in manual mode or

A displacement pump controls the feed flow rate of in automatic mode where valve openings are given

water. The power is either set directly by the operator as output from PID feedback controllers. The rig is

or given as output from a feedback controller using controlled from a control room located close to the rig.



3. CONTROLLABILITY ANALYSIS approximately 12%. This is the point where transition

to slug flow occurs naturally and this is the highest

3.1 Modelling valve opening which gives "non-slug” behaviour in
open-loop operation, without control. The dotted line

In Sivertsen and Skogestad (2008) it was shown howin the middle shows the unstable "non-slug” solution

an analysis of a model describingraall-scale lab-rig  predicted by the model. This is the desired operating

did reveal fundamental control limitations depending line with closed-loop operation.

on which measurements that were used for control.

This was found using a simplified model (Storkaas

et al. (2003))_. _One of the advantages of thig simple 2 e
model is that it is well suited for controller design and
analysis. It consists of three states; the holdup of gas |
in the feed section 1) and in the riseri.2), and

the holdup of liquid {,). The model is illustrated in
Figure 4. 057 ----------------------------------------------------------------- 3

P, [bara]

The same model was used to predict the behaviour

for the medium-scale lab rig used in this study. Using " 06
this model the system was analysed in the same way Predicted unstable
as in Sivertsen and Skogestad (2008). Both open- anc non-slug flow

. . 14
closed loop simulations were performed.

P, [bara]
28 8 4 &
: 2 - T Y

02r

(a) Simplified representation of riser slugging

Choke Valve with pening Fig. 5. Bifurcation plot for the medium scale rig:
s P Ve P Gur Non Pressures at inleP; and topsideP, as function
— of choke valve opening z

The bifurcation plot was obtained by open-loop simu-
lations of the system at different valve openings. Some
of these results are plotted in Figure 6 together with
experimental results. The model fit the experimental
data quite well, in terms of both amplitude and fre-

Feed Pipeline

(b) Simplified representation of desised fow segime quency of the oscillations. Note that a shift in time
does not matter. The match between simulated and
Fig. 4. Storkaas’ pipeline-riser slug model (Storkaas experimental results is especially very good for a valve
etal. (2003)) opening of 14.9%.

After entering the geometrical and flow data for the lab In Figure 7 a root-locus diagram of the system is
rig, the model was tuned as described in Storkaas et alplotted. This shows how the poles, computed eigen-
(2003) to fit the open loop behaviour of the lab rig. Vvalues from the model, cross into the RHP as the valve
The model data and tuning parameters are presente@pening reaches 12% from below. This confirms what
in Table 1. After inserting new system parameters andwas seen in the bifurcation diagram.

re-tuning the model, the open-loop data found using

the model fitted the experimental results quite well as

shown by the bifurcation plot in Figure 5. 3.2 Analysis

The bifurcation diagram gives information about the

valve opening for which the flow becomes unstable The model can now be used to explore different mea-
and shows the amplitude of the pressure oscillationssurement alternatives for controlling the flow. The
for the inlet and topside pressurel, (and P). The following measurements were analysed in this study;
upper lines in the bifurcation plot show the maximum inlet pressureP;, pressure upstream production choke
pressure at a particular valve opening and the lower P, densityp, mass flow ratéy, and volumetric flow
line shows the minimum pressure. The lines meet rateF, through the topside choke. Figure 8 shows the
at the "bifurcation point” when the valve opening is different measurement candidates.



Table 1. Model data parameters

Parameter Symbol Value
Inlet flow rate gasfg/s] wa,in 0.0075
Inlet flow rate water£g/s] W, in 1.644
Valve opening at bifurction point [-] z 0.12
Inlet pressure at bifurcation poirtidrg] Py stas) 0.9
Topside pressure at bifurcation poihtfg] P stas; 0.3
Separator pressurédrg] Py 0
Liquid level upstream low point at bifurcation point]  hi stasj 0.05
Upstream gas volumer}?] Ve 0.2654
Feed pipe inclinationfdad] 0 0.05
Riser heightin] Ho 10
Length of horizontal top sectiom{] L3 0.1
Pipe radiusqn] r 0.0381
Exponent in friction expression [-] n 2.15
Choke valve constani —2] K 0.0042
Internal gas flow constant [-] K> 1.83
Friction parameterd? /m?2] K3 72.37
tho
tlé -
12 o OPEH:HQ ) —— Experimental values ‘/FjVV WE/
3 Simulated values {' Q) = P2
[ TWWWWWWMMMMWWMM
o P1
0'80 1‘ 2‘ 3 Jt g § i%\\
Valve opening 14.9 % e
2 T \1\
g I
3 \\ —_
o \:\\\\\
\_}
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time [min]

Fig. 8. Measurement candidates for control

In Sivertsen and Skogestad (2008) it was shown how
the RHP poles and zeros and their locations compared
to each other in the imaginary plane had a large influ-
ence on the controllability of the system. By scaling
the system and calculating the sensitivity peaks, it is
possible to get a picture of the challenges in terms of
stabilizing the system.

Fig. 6. Open loop data for valve openings 10, 15, 20 The process modé€¥ and disturbance modél,; were

and 25%.

| ——/r— |
7=0.40

.
0.04
Re(p)

L
0.06

Fig. 7. Root-locus plot showing the trajectories of the
RHP open-loop poles when the valve opening
varies from O (closed) to 0.4

found by linearizing Storkaas’ model at two operation
points (z = 0.15 and z = 0.2). The process variables
were scaled with respect to the largest allowed con-
trol error and the disturbances were scaled with the
largest variations in the inlet flow rates in the lab, as
described in Skogestad and Postlethwaite (1996). The
disturbances were assumed to be frequency indepen-
dent. The input was scaled with the maximum allowed
positive deviation in valve opening since the process
gain is smaller for large valve openings. For mea-
surements/=[P, P p Fyw Fg] the scaling matrix is
De=diag[0.1bar 0.1bar 50kg/r0.2kg/s E—3m3/s].

The scaling matrix for the disturbancds[m¢ and
mpr] is Dd= diag [22—3kg/s 0.2kg/s]. The nominal
values are 0.0075 kg/s for the gas and 1.64 kg/s for
the water rate. The input is scalddh: = 1 — z,,0
wherez,,,,, is the nominal valve opening.

Tables 2 and 3 summarize the results of the analysis.
The locations of the RHP poles and zeros are pre-



sented for valve openings 15 and 20%, as well as
stationary gain and lower bounds on the closed-loop Bode Diagram
transfer functions described Sivertsen and Skogestac ' ' ' '
(2008). The pole location is independent of the input
and output (measurement), but the zeros may move.
From the bifurcation plot in Figure 5, it is seen that

both of these valve openings are inside the unstable
area. This can also be seen from the RHP location of

Magnitude (dB)

the poles. .
-80)
The only two measurements of the ones considered - :
in this paper which introduces RHP-zeros into the - i
. . 21 T
system, are the topside densjtyand pressureP. o N ‘%
The RHP zeros are in both cases located quite close N SN powwenre

to the RHP poles, which results in the high peaks
especially for sensitivity functio®G but also forsS.

In Figure 9 the RHP poles and relevant RHP zeros are
plotted together. This plot shows that we can expect
problems when trying to stabilize the flow using these S e N L B
measurements as controlled variables. Frequency (rad/sec)

Phase (deg)

Fig. 10. Bode plots for the plant models using different
* ‘ ‘ ‘ ‘ ‘ measurements
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Fig. 9. Plot-zero map for valve opening 20%
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The model is based on constant inlet flow rates. The
stationary gain forfy, predicted by the model is 0, 30 it —_—
which means that it is not possible to control the Y ey e
steady-state behavior of the system and the systen.

will drift. Usually the inlet rates are pressure depen-
dent, and the zeros for measuremehts and Fy,
would be expected to be located further away from the

origin than indicated by Tables 2 and 3. 3.3 Smulations

Fig. 11. Bode plots for the disturbance models using
different measurements

Figure 10 and 11 shows the Bode plots for the differ-
ent plant models and disturbance models respectively.
The models were found from a linearization of the
model around valve opening 15%. As in Sivertsen and
Skogestad (2008) the Bode plots show that for the
mass flow rate measuremehty the low frequency
value of the disturbance modgkF;WW| is higher than
plant model GW|. For acceptable control we require Figure 13 compares the simulation results obtained
|G(jw)] > |Gq(jw)] — 1 for frequencies where using four different measurement candidates. Distur-
|G4] > 1 (Skogestad and Postlethwaite (1996)). In bances in inlet flow rates for the gas and water are
this case|G4(0)| is 1.01 andGyy is close to zero, not included in the simulations. The results can for
which means problems can occur for this measure-this reason differ somewhat from the results obtained
ment. in Sivertsen and Skogestad (2008). Despite this, the

Closed-loop simulations were performed in order to
investigate the effect of the limitations found in the
analysis. The measurements were used as single mea-
surements in a feedback loop with a Pl-controller.
Figure 12 shows this control structure using the inlet
pressureP; as measurement.



Table 2. Control limitation data for valve opening 15%. Wdé poles ap = 0.0062 +

0.060z.
Measurement RHP zeros  Stationary gain Minimum bounds
G(0)] S| ISG| |KS| [SGa| |KSG|
P [bar] - 22.9 1.00 0.00 0.016 0.00 0.042
Pslbar] 1.00,0.09 20.5 121 156 0.017 0.54 0.040
plkg/m?3) 0.051 33.1 122 334 0011 1.02 0.042
Fywlkg/s] - 0.00 1.00 0.00 0.006 0.00 0.042
Fo[m®/s] - 8.3 1.00 0.00 0.013 1.02 0.040
Table 3. Control limitation data for valve opening 20%. Udée poles ap = 0.019 +
0.0737
Measurement RHP zeros  Stationary gain Minimum bounds
G(0)] S| ISG| |KS| |SGql |KSG4l
Py [bar] - 10.1 1.00 0.00 0.082 0.00 0.090
Py bar] 1.08,0.089 8.94 1.66 10.7 0.10 0.55 0.070
plkg/m3] 0.050 2.87 160 196 0.048 1.27 0.080
Fwkg/s] - 0.00 1.00 0.00 0.021 0.00 0.070
Folm?/s] - 4.16 1.00 0.00 0.047 0.00 0.070

results were quite similar. Results using the topside sureP; and volumetric flow raté’, as measurements.
pressuref, are not included in the plot, as the corre- However, this time the flow controllef, outper-
sponding controller was not able to stabilize the flow. formed the pressure controller, being able to stabilize
the flow with an average valve opening of impress-
ing 55%. Based on earlier knowledge of slug control

minute with a valve opening of 20%. From the bifurca- and experimental r_esults; these results are too good
to be true, and might come from the fact that no

tion diagram in Figure 5 it was shown that the system disturbances in the inlet flow rates were added in the
goes unstable for valve openings larger than 12%. As _. . .

expected the system oscillates due to the presence O§|mulat|ons this time.

slug flow. The results using the density and mass flow controller
were quite similar to those obtained for the small
scale lab rig in Sivertsen and Skogestad (2008). It was
dpossible to control the flow in the unstable region,
but the controllers were slow and did not manage to
stabilize the flow very far into the unstable region. The
analysis in Section 3.2 indicates that these problems
stems from the RHP zeros introduced when using
these measurements.

At first, the controllers are turned off and the system
is left open loop for approximately three and a half

When the controllers are activated the control valves
start working as seen from the right plot in Figure
13. After about 80 minutes the set points are change
for all the controllers, bringing the flow further into

the unstable region. The aim of the simulation study
is to be able to control the flow with satisfactory

performance as far into the unstable region as possible
which means with as high average valve opening as
possible. Several simulations were performed, and the
ones stabilizing the flow at the highest valve opening

are presented in 13. 4. EXPERIMENTAL RESULTS

As in Sivertsen and Skogestad (2008), the controllersThe analysis in Section 3.2 showed that both the inlet
giving the best results were the ones using inlet pres-pressureP; and the scaled topside volumetric flow
rate Iy were suitable for stabilizing the flow. The
results using the topside densjiywere not as good
— A ‘ as for P, and Fy,, but still it was possible to control
e - jll the flow using also this measurement.

Figure 14 shows experimental results from an attempt
| to stabilize the flow using assingle measurement.
P1 Even though the controller stabilizes the flow initially,
W the flow eventually returns to the slug flow pattern.
e The fact that the flow is so quickly stabilized suggest
P . that the density is better suited for control than the
\\\\\ . model predicts, in fact it stabilizes the flow at ap-
= N proximately 20% which is far better than the results
=y found in the analysis. However, the controller seems
to eventually drift from the desired set point causing
the flow to become unstable.

Fig. 12. Feedback control using Pl controller withinlet | goking at Table 3 it is clear that except for the mass
pressure’ as measurement flow measurementy, with zero steady-state gain,
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Fig. 13. Stabilizing slug flow using the choke valve (z); Phtol with four alternative measurements

p is the measurement having the lowest steady-state _
gain at valve opening 20%. This explains why the
controller does not seem to be able to keep the flow
stable at the set point after the flow has been stabilized.
Also for the volumetric flow rate measuremei the 0 w w w w
steady-state gain is quite low for valve opening 20%, S —— ‘ ‘
and we might expect the same problems using this fr i
measurement as the single measurement.
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Control configurations using combinations of mea-
surements can improve the performance of a controller o
when compared to controllers using single measure-
ments. In order to avoid the drift problem, different ”%
cascade controllers were tested experimentally. Sixg 500
cascade controllers with different measurement com- £
binations were tested. The measurements were com=
bined in a cascade control configuration, where the set
point for the inner controller is adjusted by the outer
loop to prevent the inner controller from drifting. This
way p andFg can be used as measurement in an inner
loop, even though the controller based solely on one
of these measurements suffer from the drift problem.
The volumetric flow measurement used during the ex-
periments was scaled with respect to the choke valveFig. 14. Experimental results using a single measure-
constant’,. mentp in an attempt to stabilize the flow
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Topside measurements are often noisy, and so als%
in this case. For this reason the density measuremen}
signal was filtered using a first-order low-pass filter
with a time constant of 4

dditional experiments were performed using the in-
et pressureP; as measurement for the inner loop.
Although P; is not a topside measurement, and of-
ten not available in many real subsea applications, it
was included to serve as a comparison for the other



controllers. As outer measurements, the pressure drofihe best choice with average maximum valve opening
across the control valvé, and topside choke valve 23.8% and 23.9%, respectively. The third best choice
openingz were used. This gives all together six com- is using z in the outer loop ankl, in the inner loop
binations of measurements in the outer and inner loop;(22.8%).

(2) zandy (b) zandp () z andFq (d) 12 and Py (€) The controllers were not fine-tuned and the results

P, andp (f) P, andFo. might for this reason be influenced somewhat by the
Figure 15 shows a sketch of a cascade control structureguality of the tuning. Still, the results showed that it
for alterative (e) and Figures 16-18 shows the experi- was possible to stabilize the flow very well using only
mental results for all six alternatives. Plot (a) shows topside measurements and that these results are com-
the results when valve openingis used as outer parable to the results found when including subsea
loop measurement. In plot (b) the measured topsidemeasuremen®; as one of the measurements.
pressure? is used.

o 5. DISCUSSION
.~ setooint_—~

P setpoint 7 pe) (9 E— It is important to note that Storkaas’ model used to
N N analyze the system is a very simplified model, and
it was used merely as a tool to see which problems
might occur in the lab, and the underlying reasons
A for the problems. When comparing the experimental
Y results with analysis and simulations using Storkaas’
model prior to the experiments, it was clear that the
experimental results were far better than the model
predicted when using the density as measurement. The
/\ ' 0 ' \ model is however not very detailed and it is merely
used as a tool to understand the underlying dynamics
Control of the problem. The pressure dependency of the inflow
valve rates of gas and water was not included, and the effect
of this dependency probably helps to stabilize the
flow since the inlet rates are decreased as more water
accumulates in the riser.

Fig. 15. Cascade control with measurements densityDuring the experiments the timing for when the con-
p (inner loop) and pressure drop across topside troller is activated (where in the slug-cycle) was very
valve P, (outer loop) important for the controller’s ability to stabilize the

flow. When the controller was activated just after the

During the experiments, the operation is gradually inlet pressure had peaked, the controller managed to

moved further into the unstable region by changing stabilize the flow quite easily. If the controller was

the set point in the outer loop (increasing and  activated at some other time, usually the controller
decreasingP s). The valve opening for which the didn’t manage to stabilize the flow at all.

flow can no longer be stabilized gives a measure on the . o

performance of each controller. Note that being able to AIS0: the tuning of the controllers has a big influence

increase the mean valve opening and at the same tim@n the results. Even better results might be achieved

keep the flow stable has large economic advantagesYVith other types of controllers or better tuning. This

This is because producing at a higher valve opening!S /S0 Why it is not possible to make a clear recom-
implies less friction loss and increased production,  mendation of which combination of measurements is

best. The study does however show that all the combi-
The results using all of the controllers were very good, nations stabilize the flow quite well.
and they all managed to stabilize the flow far into
the unstable region. The upper plot in each of the
subfigures shows how the valve opening is increased 6. CONCLUSION
during the experiments.
Table 4 compare the average values the last 12 min-l.-hiS paper has presented results from a medium-scale

before the controllers go unstable. As mentioned, the.rlser rig where the aim was to control the flow us-

. : s ing only topside measurements. The results show that
mean valve opening gives a good indication of the . . . : )
. . : it was possible to stabilize the flow using different
quality of the controller. See also Figure 19 in the S .
) ; . combinations of topside measurements. Table 4 shows
Appendix which shows more detailed plots for all the .
. ; o the different controller results compared to each other.
controllers the last 12 minutes before instability. . :
The best results were achieved with the scaled volu-
Based on the results, we conclude that udiagn the metric flow rateF/C, as the inner measurements,
outer loop and eitheP; or Fy, in the inner loop is  although this result may be dependent on the tuning



Table 4. Mean values just before instability using différeascade controllers, based on
data plotted in Figure 19

Outer loop z P

Inner loop P p Fg/Cy P p Fg/Cy
P [barg] 071  0.68 0.68| 0.72 0.72 0.67
Py barg] 0.146 0.123 0.119 0.132 0.142 0.079
plkg/m?3] 425 433 403| 424 433 417
Q/Cy]—] 1.18 0.98 1.18| 1.28 1.0943 0.997
z[%)] 209 195 22.8| 2338 19.3 23.9
Flkg/h] 7.24 7.55 76| 7.54 7.60 7.55
Fo[m3/h] 753 10.07 9.2| 817 8.56 11.05
Figure 19(a) 19(b) 19(c)| 19(d) 19(e) 19(f)

of the controllers. All of the controllers managed to Appendix
stabilize the flow well, increasing the maximum valve

opening from 12% without control to more than 20%

with control.

When comparing the results with similar experiments
performed on a small-scale riser rig build at our de-
partment, Sivertsen and Skogestad (2008), the results
using different control configurations are quite similar.
This suggests that the small-scale riser rig might be
suitable for testing different control strategies prior to
more costly and time-consuming tests on larger rigs.
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