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Abstract

The theme of this thesis is optimal operation of refrigeration cycles, but the results
also applies to the reverse process generating heat.

A simple refrigeration cycle has five steady-state degrees of freedom related to;
compressor, choke valve, heat transfer in condenser, heat transfer in evaporator
and “active charge”. One degree of freedom is used to control the load of the
cycle, e.g. the compressor. It is usually optimal to maximize the heat transfer in
the condenser and in the evaporator (e.g. by maximizing the fan speeds). The two
remaining degrees of freedom may be used to control the degree of super-heating
and the degree of sub-cooling. It is found that super-heating should be minimized,
whereas some sub-cooling is optimal in terms of cycle efficiency. The degree of
freedom related to active charge is often lost by specifying no sub-cooling by the
design. This gives a loss in the order of 2%. Different designs for affecting the
active charge are discussed.

By allowing for sub-cooling in the condenser of a sub-critical refrigerant cycle
there are no fundamental differences between a trans-critical cycle (e.g. withCO2

as working fluid) and a sub-critical cycle (e.g. with ammonia as working fluid).
However, the practical operation is quite different. For a sub-critical ammonia
cycle several simple control structures gives close to optimal operation. For the
trans-criticalCO2 cycle on the other hand, a combination of measurements is nec-
essary.

Refrigeration processes are often designed by specifying a minimum approach
temperature (∆Tmin) in the evaporator and in the condenser. With this approach,
the optimality of sub-cooling in the condenser will not be found. In addition,
specifying the areas found by designing with the∆Tmin-method and re-optimizing
without the constraints on∆Tmin leads to a different operating point. These two
deficiencies shows that the∆Tmin-method is not sufficient. An alternative method
(simplified TAC) is proposed and compared with the∆Tmin-method.

Considering the large amount of work that goes into the design of LNG processes,
there is surprisingly little attention to their subsequent operation. This partly comes
from the assumption that optimal design and optimal operation is the same, but this
is generally not true.

The PRICO LNG process is used as an example for optimal design and optimal
operation of LNG processes. In the design phase there are a number ofconstraints
that must be satisfied to get a feasible design. The limitations imposed by the
constraints are discussed. It is found that constraints related to the compressor per-
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formance is important to consider. In operation the objective function is muchsim-
pler than in design where also the equipment is part of the optimization. Two main
modes of operation are studied; i) minimize compressor shaft work for given pro-
duction and ii) maximum production (e.g. for maximum compressor shaft work).

An important issue for optimal operation and plantwide control is to find the de-
grees of freedom available for optimization. A previously published systematic
approach to determine the steady-state degrees of freedom is extended totake into
account the active charge and the refrigerant composition as possible degrees of
freedom. A number of case studies are used to illustrate the findings.
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Chapter 1

Introduction

1.1 Motivation

The demand for energy is increasing rapidly and it is expected to increaseeven
faster in the years to come. At the same time the amount of oil is decreasing so
alternative transportable energy sources has gained more attention. Oneof these
alternatives is liquefied natural gas (LNG) which is natural gas (mainly methane) in
liquid state at atmospheric pressure and about−160◦C. The process of liquefying
natural gas requires large amounts of energy so a lot of work has beendone on
design of LNG processes. However, it seems that the subsequent operation is less
studied, at least in the open literature. This is a bit surprising considering that even
small improvements will give large savings due to high throughput.

An important issue for optimal operation is to find the steady-state degrees offree-
dom available for optimization (Nopt). This number is important for several rea-
sons. First, it determines the degrees of freedom available for solving theoptimiza-
tion problem. However, more importantly in terms of operation it determines the
number of steady-state controlled variables that need to be selected. Optimalop-
eration is normally implemented by keeping those variables at constant setpoints.
The selection of controlled variables is therefor also an important issue. The ob-
jective is to achieve “self-optimizing” control where a constant setpoint for the
selected variable indirectly leads to near-optimal operation. Note that the selection
of a good controlled variable is equally important in an “advanced” controlscheme
like MPC which also is based on keeping the controlled variables close to given
setpoints.

Our goal was to study optimal operation of refrigeration cycles used for liquefac-

1
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tion of LNG, but as a start we needed to understand operation of simpler refrig-
eration cycles. We therefore started out by studying basic refrigerationcycles and
moved in the direction of refrigeration processes used for liquefaction ofnatural
gas.

1.2 Thesis overview

We discuss degrees of freedom for simple refrigeration cycles in Chapter 3. A
simple ammonia refrigerator model is used for numerical results. The main focus
is to show that allowing for sub-cooling in the condenser gives one extra steady-
state degree of freedom related to “active charge”. This shows that there are no
fundamental differences between a sub-critical cycle and a trans-critical cycle (e.g.
theCO2 cycle presented in Chapter4). We also show that some sub-cooling is
beneficial in terms of cycle efficiency.

Chapter4 is dedicated to selection of controlled variables for simple refrigeration
cycles. We present two different case studies; a conventional sub-critical ammonia
cycle and a trans-criticalCO2 cycle. We find that the ammonia cycle has several
control structures that will give close to optimal operation. For theCO2 cycle
however, a combination of controlled variables is necessary to give acceptable
performance.

We address the problem of specifying the minimum approach temperature (∆Tmin)
as a method of designing processes with heat exchangers in Chapter5. A simple
design method for preliminary designs are presented and compared with the∆Tmin

method.

In Chapter6 we discuss design optimization of a simple LNG process, the PRICO
process. Nine cases are presented to show the effect of different constraints on
the optimum. The PRICO process is studied further in Chapter7 where the theme
is optimal operation and selection of controlled variables. We present different
modes of operation and find a self-optimizing control structure.

Chapter8 discuss operational degrees of freedom for refrigeration cycles and sum-
marize some of the important results for degree of freedom analysis. Several illus-
trative process examples are presented to illustrate our findings. These cases are
including heat integrated distillation and two complex processes for liquefaction
of natural gas, the mixed fluid cascade (MFC) process from Statoil-LindeLNG
Technology Alliance and the propane pre-cooled mixed refrigerant (C3MR) pro-
cess from Air Products.
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AppendixA presents some results from optimization on the MFC process. We
assumed that the degree of super-heating was controlled at 10◦C and optimized
the remaining 13 unconstrained degrees of freedom (including 9 compositions).
The paper only presents the nominal operating point so it still remains to find a
self-optimizing control structure.

In AppendixB we consider a refrigerator that is used to refrigerate food cabinet
inside a store. Optimal operation of this refrigerator is studied with respect toboth
food quality and energy consumption by using a simple model for the food quality
and a simple model for the refrigerator performance. We compare the traditional
way of controlling such refrigerators with different improved schemes. The main
savings are from letting the condenser pressure vary with the ambient temperature.
However, there are also some savings related to reducing the temperature inthe
food cabinet during the night when the refrigerator has higher efficiency.
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Chapter 2

Introduction to vapour
compression cycles

2.1 Introduction

In this chapter, it is given an overview of some basic vapour compressioncycle
designs. The goal is not to cover all designs, but we wish to introduce thefeatures
used later in the thesis.

The vapour compression cycle is the most common process used in both refriger-
ation systems and heat pumps. The two processes operate in the same manner. A
simple flowsheet and pressure enthalpy diagram with the nomenclature is given in
Figure2.1. For refrigeration it is the cooling dutyQC that is of interest, whereas it
is the heating dutyQH that is of interest for a heating cycle. When a heat pump is
used in heat integration, both the heating and cooling duty is utilized.

Some typical areas of usage are:

Household: Refrigerators, air-conditioners and heat pumps.

Automotive: Air-conditioners and refrigerators.

Industry: Refrigeration of process streams, heat pumps for heat integration.

5
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(a) Flowsheet
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(b) Pressure enthalpy diagram

Figure 2.1: A simple refrigeration or heat pump cycle with a corresponding typical
pressure-enthalpy diagram indicating both sub-cooling and super-heating

2.1.1 Fundamentals

The basic refrigeration (or heating) cycle has four states (denoted 1,2,3,4 in Figure
2.1) and operates in the following manner:

The working fluid is evaporated and possibly super-heated (3→ 4) by heat ex-
change with the cold source (e.g. air inside the refrigerator). Energy is added
in a compressor (e.g. as electricity) to increase the pressure of the working fluid
(4 → 1). The high pressure vapour is de-super-heated, condensed andpossibly
sub-cooled (1→ 2) by heat exchange with the hot source (e.g. air in the room).
The liquid is then expanded through an expansion device (choke valve) (2→ 3) to
give a low temperature two-phase mixture at the evaporator inlet.

The efficiency of a vapour compression cycle is often reported in terms of“coef-
ficient of performance” (COP). The COP for for a heating and cooling process is
given by

COPh =
h1−h2

h1−h4
=

ṁ(h1−h2)

ṁ(h1−h4)
=

QH

Ws
(2.1)

and COPc =
h4−h3

h1−h4
=

ṁ(h4−h3)

ṁ(h1−h4)
=

QC

Ws
(2.2)

respectively.

The vapour compression cycle for heating or cooling has some similarities with
cyclic processes for generating mechanical work from heat, e.g. steamturbine cy-
cles. These work generating cycles were studied extensively during the1800 and
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Nicolas Leonard Sadi Carnot studied the theoretical cycle later called the Carnot
cycle. He found that the maximum work that may be extracted from a given hot
source is only depending on the hot source temperatureTH and the cold sink tem-
peratureTC. This may be derived using the 2nd law of thermodynamics,∆Stotal≥ 0,
where the equality holds for an ideal reversible process.

QH

QC

Ws
Ideal cyclic machine

Cold sink (TC)

Hot source (TH)

Reversible entropy change

∆SH = −QH
TH

∆Smachine= 0

∆SC = QC
TC

Figure 2.2: Schematic illustration of a Carnot machine generating mechanical
work from a hot source

The Carnot machine is illustrated in Figure2.2. The cyclic machine will have no
net change in entropy, so∆Smachine= 0. If we assume reversible heat transfer and
that the hot source and cold sink has constant temperature we get∆SH = −QH

TH
and

∆SC = QC
TC

. Thus, for the reversible case we get:

QH

TH
=

QC

TC
(2.3)

Taking an energy balance around the machine,W = QH −QC, we may express the
above as follows:

W =

(

1−
TC

TH

)

QH (2.4)

Here, 1− TC
TH

= ηCarnot is named the Carnot efficiency. This is the theoretical max-
imum fraction of the heatQH that may be converted to mechanical workWs for an
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ideal reversible process. Correspondingly,TH
TC

−1 is the minimum fraction of the
cooling dutyQC that must be added as mechanical workWs. Thus, for a work gen-
erating process a large difference betweenTC andTH is beneficial. For a cooling
process however, the opposite is true.

2.1.2 Expansion device

In household refrigerators a fixed expansion device called capillary tube is often
used. This is a thin long pipe that gives the necessary pressure drop from the con-
denser to the evaporator. The operational characteristics of systems withcapillary
tubes is discussedDossat(2002, page 356).

For larger systems with more variations in operating conditions it is desirable to
have a variable expansion device. The most common is a choke valve, where the
pressure is reduced without doing any work (isenthalpic expansion).

P[bar]

h[Jkg-1]

Phase envelope

(ii) (iii) (i)

(a) Different expansion paths

Turbine for liquid
expansion

Valve with small
pressure drop

Tank with
saturation

Valve for two-
phase expansion

(b) Liquid turbine and choke valve, path (iii)

Figure 2.3: Expansion in turbine increase the system performance. The left figure
shows different expansion alternatives in a pressure enthalpy diagram; i) choke
valve, ii) turbine and iii) combination of liquid turbine and choke valve, shown in
right figure

The choke valve may be replaced by a turbine to improve the efficiency of thecy-
cle. The pressure enthalpy diagram in Figure2.3(a)illustrates the different paths
for (i) isenthalpic expansion (choke valve) and (ii) isentropic expansion(ideal tur-
bine). The vapour fraction (and specific enthalpy) into the evaporator islower
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with a turbine than for a choke valve so the COPc is higher becauseh4 − h3 is
larger without affectingh2−h1. A practical problem of utilizing a turbine is that
some of the liquid becomes vapour during expansion and this may cause wearin
the turbine. A solution to this problem is to use a combination of a liquid tur-
bine and a choke valve, illustrated in Figure2.3(b)(Barclay and Yang, 2006). The
turbine will then expand the liquid down to a pressure slightly higher than the sat-
uration pressure and the choke valve will handle the remaining pressure drop into
the two-phase region, see path (iii) in Figure2.3(a). This is only useful if the liq-
uid is sub-cooled before the expansion device, otherwise there will be nopressure
drop for the liquid turbine.

The inclusion of a liquid turbine is considered in Chapter6.

2.1.3 Condenser

The design of the condenser is important for the possible extra degree offreedom
related to active charge. Two basic types of condensers are shown in Figure2.4.
Figure2.4(a)shows a case where the liquid drains into a tank below the heat trans-

To evaporator From evaporator

(a) Saturation at outlet

To evaporator From evaporator

∆Tsub���

Air fan

(b) Plug-flow with possible sub-cooling

Figure 2.4: Two basic types of condensers

fer zone. With this design, there will be no sub-cooling in the condenser sothere
is no degree of freedom related to active charge since additional charge will only
change the level in the tank below the condenser. An alternative design would be
if the liquid covers part of the heat transfer zone, but this is not considered here.

Figure2.4(b)shows a condenser with plug-flow. The refrigerant is first desuper-
heated, then condensed and finally sub-cooled. Here, the degree of freedom related
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to active charge may be available (if we have means of changing it) becausechang-
ing the charge will directly affect the pressure and sub-cooling in the condenser.

Remark. The plug-flow condenser may also give no sub-cooling by adding a liquid re-
ceiver after the condenser.

2.1.4 Evaporator

The design of the evaporator influences the degree of super-heating before the
compressor. No super-heating is achieved with the flooded evaporator shown in
Figure2.5(a). Here, a float controller may adjust the choke valve to maintain a
constant liquid level, but other strategies are also possible. Figure2.5(b)shows a
plug flow evaporator where we may have super-heating at the outlet. The super-
heating may be controlled by a thermostatic expansion valve (TEV). The TEV will
adjust its opening to give a certain degree of super-heating out of the evaporator.
The TEV requires a certain degree of super-heating to be able to measureit and to
assure that no liquid is fed to the compressor also dynamically. The super-heating
is therefor typically controlled at 10◦C. Langley(2002, page 43).

From condenser To condenser

(a) Saturation at outlet

From condenser To condenser

∆Tsup
��*

Air fan

(b) Plug-flow with possible super-heating

Figure 2.5: Two basic types of evaporators

Remark. The plug-flow evaporator may also give no super-heating by adding a liquid
receiver after the evaporator.
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2.1.5 Active charge

Consider first the simple case where both the condenser and evaporatorare plug-
flow heat exchangers, Figure2.4(b)and2.5(b)respectively. There is no additional
liquid level in the cycle and we neglect the holdup in the piping, compressor and
valve. We then have that the total charge in the system ismtot = mevaporator+
mcondenser. An illustration is given in Figure2.6. The compressor controls the load
of the cycle and the choke valve controls the degree of super-heating. We assume
that the flow of hot and cold source are kept constant so there are no degrees of
freedom in the cycle. However, we have indicated an external filling/emptying
system that may be used to adjust the charge in the system.

TC

Super-heat
control

(a) Initial charge gives saturation at condenser
outlet

TC

Super-heat
control

(b) Increased charge gives sub-cooling at con-
denser outlet

Figure 2.6: A simple design with external filling/emptying system illustrating the
degree of freedom related to active charge

In Figure2.6(a)the charge is just enough to give saturation before the choke valve.
If the charge is increased by filling from the external tank we will get the situation
illustrated in Figure2.6(b). The explanation is as follows:

Since the degree of super-heating out of the evaporator is controlled (by the choke
valve) there will be no room for additional charge in the evaporator (except the
increase due to higher density in vapour phase for higher pressure).The charge
will therefor accumulate in the condenser where it will increase the pressure (and
therefore the heat transfer) and give sub-cooling at the outlet. This illustrates that
there is an extra degree of freedom related to the active charge. This degree of
freedom is lost if the condenser design in Figure2.4(a)is used.
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The active charge may also be controlled without the external tank. This is dis-
cussed in Chapter3.

Remark. If we remove refrigerant from the cycle in Figure2.6(a)we may get to a point
where the condenser pressure is to low to get full condensation. This illustrates why sepa-
rate tank with a variable liquid level is desirable.

2.1.6 Operation of simple cycles

The simplest (and probably most well known) process using vapour compression
cycle is the household refrigerator. The evaporator is mounted inside the refrig-
erator and the remaining equipment (compressor, condenser and chokevalve) is
mounted on the outside of the refrigerator.

Household refrigerators are usually controlled with a thermostat that switches the
compressor on and off depending on the temperature inside the refrigerator. The
expansion device is usually fixed, for example a capillary tube. Natural convec-
tion heat exchangers (no fans) are used. Thus, it is only one manipulated variable,
namely the on/off switch for the compressor. Design and characteristics ofrefrig-
erators is discussed byDossat(2002).

On/off control of the compressor is reasonable for a refrigerator since the com-
pressor will operate at the design point with high efficiency most of the time (not
during start-up). The use of a constant expansion device is also reasonable since
the conditions are more or less constant (only small variations in the refrigerator
and room temperature). However, for other applications it is necessarywith con-
tinues capacity control. The compressor may then have variable speed andthere
are larger variations in the cycle such that a fixed valve position is inefficient. It
is therefor normal to also have a variable valve. In addition it is common to have
adjustable fans on the heat exchangers to improve heat transfer. This gives four
manipulated variables, but as discussed above there may be a fifth manipulated
variable. This fifth manipulated variable is related to the active charge in the cycle
and depends on the design of the cycle.

The compressor is normally used to control the cooling load. The valve may be
used to control the liquid level in the evaporator (or the degree of super-heating).
As shown in AppendixB it is close to optimal to have the fans at constant speeds.
We are then left with one degree of freedom that should optimize the operation.
Good controlled variables are found in Chapter4 and include the degree of sub-
cooling (∆Tsub) and the temperature difference at the condenser outlet. A possible
control configuration is shown in Figure2.7.
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TC

Super-heat
control

Sub-cooling
control

Figure 2.7: A possible control configuration for a simple refrigerant cycle. The
fans are at constant speed

2.2 Some design features

The description in this section is based on refrigeration processes, but the same
applies for heating cycles.

2.2.1 Constant versus varying temperature loads

The choice of refrigerant and configuration depends heavily on the cooling load.
If the cooling load has a constant or close to constant temperature throughout the
evaporator, a pure refrigerant will give a good temperature match. Therefrigerant
will evaporate at a slightly lower temperature than the cooling load (TC). This
is illustrated in Figure2.8(a) where there is some super-heating (∆Tsup). Note
that this super-heating may be removed if the evaporator is designed as a flooded
evaporator. We have assumed constant temperature loads in Chapter3 and4 by
the use of cross-flow heat exchangers. Other cases of constant temperature loads
are single component condensation or evaporation.

Often the cooling load change temperature as it is being cooled. If the temperature
varies a lot, a single pure refrigerant will give large temperature differences in
the warm end of the evaporator, illustrated in Figure2.8(b). This large temperature
difference gives a loss in terms of cycle efficiency, COP, so it may be economically
attractive to consider alternatives to a single pure refrigerant cycle.



14 Introduction to vapour compression cycles
T
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(a) Constant temperature load
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Mixed refrigerant

(b) Variable temperature load

Figure 2.8: Evaporator temperature profile

Using a multicomponent refrigerant will give a gliding temperature also on the
refrigerant side in the evaporator. This is illustrated in Figure2.8(b). The refriger-
ation composition may be adjusted to optimize the performance of the system.

2.2.2 Two-stage expansion and two pressure levels

(a) Flowsheet

Large vapour fraction LargeWs

High temperature
HHHHj

P[bar]

h[Jkg-1]

(b) Pressure enthalpy diagram, dotted cycle is con-
ventional one-stage expansion

Figure 2.9: Two stage expansion improves cycle efficiency

If a high pressure ratio,PR= Ph
Pl

is required (because of large difference inTH and
TC) there will be a large vapour fraction in the expansion process. All this vapour
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has to be compressed back to the high pressure if the simple layout in Figure2.1is
utilized. This is illustrated with the dotted cycle in Figure2.9(b). The large vapour
amount will not contribute to the cooling (except in the super-heating section)
for a pure refrigerant and only give a minor contribution for mixed refrigerants.
An improvement is to do the expansion in two (or more) stages, as illustrated in
Figure2.9(a). The vapour from the intermediate pressure level is fed either to the
compressor as a side stream or between two compressors. This configuration has
two effects making it more desirable:

• The vapour generated in the expansion down to the intermediate pressure is
not expanded further so the necessary compressor power is reduced

• The vapour from the intermediate pressure level is colder than the vapour
that has been compressed from the lowest pressure level so the mixing ofthe
two streams will work as inter-cooling in the compressor and the necessary
compressor power is reduced, as well as the outlet temperature

Evaporator 1

Evaporator 2

1©2©

3© 4©

5©

6©

(a) Flowsheet

T
[◦

C
]

Position[-]

Cooling load

Evaporator 1

Evaporator 2

(b) Temperature profile

Figure 2.10: Cooling at two pressure levels

An interesting use of two-stage expansion occur if cooling is needed at several
temperature levels, e.g. a process stream that is cooled. One may then havean ad-
ditional evaporator at the intermediate pressure level. This configuration isshown
in Figure2.10(a). The process stream is first cooled by the intermediate pressure
level (Evaporator 1) and then by the low pressure level (Evaporator 2). The pres-
sure enthalpy diagram is still as in Figure2.9(b), but the amount of vapour at the
intermediate pressure level is increased. The temperature profile in the evaporators
may be illustrated by Figure2.10(b). Control of such cycles are discussed byWil-



16 Introduction to vapour compression cycles

son and Jones(1994) and we study degrees of freedom for this process in Chapter
8.

2.2.3 Internal heat exchange

Two ways of implementing internal heat exchange is illustrated in Figure2.11. The
configuration shown in Figure2.11(a)is common forCO2 cycles (Neksaa et al.,
1998), but may also be used for other working fluid. The positive effect is that the
expansion loss is reduced because of the extra sub-cooling before theexpansion
valve. However, the compressor inlet is heated which is negative for the efficiency.
Depending on the working fluid and the operating point this kind of internal heat
exchange may improve the efficiency (Radermacher, 1989). Also, if the suction
line to the compressor will heat the vapour anyhow it is better to use this cooling
internally.

The internal heat exchange configuration shown in Figure2.11(b)is often used in
LNG processes. Unless the internal heat exchanger may be bypassedit does not
contribute to additional manipulated variables.

(a) May improve cycle efficiency also for
pure fluids, often used forCO2 cycles

(b) No effect for pure refrigerants, often used
in LNG processes

Figure 2.11: Internal heat exchange

2.2.4 Cascaded cycles

The configuration in Figure2.12shows two cycles in cascade, both with internal
heat exchange. The refrigerant in the first cycle is condensed (partly of fully) by an
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HX2

HX1

Figure 2.12: Cascaded cycles, shown with internal heat exchange

external fluid (e.g. air or water) and then further cooled in HX1. This refrigerant
is used as cooling in HX1 after expansion. The refrigerant in the secondcycle
is cooled and possibly partly condensed with the same external fluid. Additional
cooling is provided in both HX1 (by heat exchange with the first refrigerant cycle)
and in HX2. The second refrigerant is expanded and vaporized through HX2 to
provide the cooling at the lowest temperature. This layout shown in Figure2.12is
often used for liquefaction of natural gas. The number of cycles typicallyvaries
from one to three and the refrigerant may be mixed or pure (then without internal
heat exchange).

2.3 Conclusion

There are a number of design features that may be utilized in refrigeration pro-
cesses based on the vapour compression cycle. It is not in the scope ofthis thesis
to find which of these features are part of the truly optimal design, but rather to start
from a given process design and study optimal operation. However, it seems that
a study to quantify the energy improvements imposed by different design features
is needed and may be an issue for further work.
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Chapter 3

Optimal operation of simple
refrigeration cycles
Part I: Degrees of freedom and
optimality of sub-cooling

Published in Computers & Chemical Engineering (2007), 31, pages 712-721

The paper focuses on the operation of simple refrigeration cycles. With
equipment given, there are, from a control and operational point of view,
five steady state degrees of freedom; the compressor power, the heat
transfer in the condenser, the heat transfer in the evaporator, the choke
valve opening and the active charge in the cycle. Different designs for
affecting the active charge, including the location of the liquid receiver,
are discussed. With a given load (e.g. given cooling duty) the com-
pressor power is set. Furthermore, it is usually optimal to maximize the
heat transfer. The two remaining degrees of freedom (choke valve and
active charge) may be used to set the degree of super-heatingand sub-
cooling. It is found that super-heating should be minimized, whereas
some sub-cooling is optimal. For a simple ammonia cycle, sub-cooling
gives savings in compressor power of about 2%. In this paper,refriger-
ation (cooling) cycles are considered, but the same principles apply to
heat pumps.
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20 Simple cycles Part I

3.1 Introduction

Cyclic processes for heating and cooling are widely used and their powerranges
from less than 1kW to above 100MW. In both cases vapour compression cycle is
used to “pump” energy from a low to a high temperature level.

The first application, in 1834, was to produce ice for storage of food, which led to
the refrigerator found in most homes (Nagengast, 1976). Another well-known sys-
tem is the air-conditioner (A/C). In colder regions a cycle operating in the opposite
direction, the “heat pump”, has recently become popular. These two applications
have also merged together to give a system able to operate in both heating and
cooling mode.

In Figure 3.1 a schematic drawing of a simple cycle is shown together with a
typical pressure-enthalpy diagram for a sub-critical cycle. The cycleworks as
follows:

The low pressure vapour (4) is compressed by supplying workWs to give a high
pressure vapour with high temperature (1). The vapour is cooled to its saturation
temperature in the first part of the condenser, condensed in the middle part and
possibly sub-cooled in the last part to give the liquid (2). In the choke valve, the
pressure is lowered to its original value, resulting in a two-phase mixture (3). This
mixture is vaporized and possibly super-heated in the evaporator (4) closing the
cycle.
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Figure 3.1: (a) Simple refrigeration or heat pump cycle with (b) typical pressure-
enthalpy diagram indicating both sub-cooling and super-heating

The choke valve may be replaced by an expander for improved efficiency, but this
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Table 3.1: Structure of model equations
Heat exchangers (condenser and evaporator)
Q = U ·

∫
∆T dA = ṁ· (hout−hin)

P = Psat(Tsat)
m= ρ/V
Valve
ṁ= z·CV

√
∆P·ρ hout = hin

Compressor
Ws = ṁ(hout−hin) = ṁ· (hs−hin)/η

is not considered here. The coefficient of performance for a refrigeration cycle
(refrigerator, A/C) is defined as

COP=
Qc

Ws
=

ṁ(h4−h3)

ṁ(h1−h4)
(3.1)

The COP is typically around 3 which indicates that 33% of the heat duty is added
as work (e.g. electric power).

In this paper, the objective is to optimize the operation of a given cycle (Figure3.1)
in terms of maximize the COP, or specifically to minimize the compressor power
Ws for a given cooling loadQc. We consider only steady state operation. The
model equations are summarized in Table3.1. Note that pressure losses in piping
and equipment are neglected. We also assume that the temperature of the hot(TH)
and cold (TC) source are constant throughout the heat exchanger. This assumption
holds for a cross flow heat exchanger. In practice, there may be some operational
constraints, for example, maximum and minimum pressure constraints, which are
not considered here.

In industrial processes, especially in cryogenic processes such as air separation
and liquefaction of natural gas (LNG process), more complex refrigeration cycles
are used in order to improve the thermodynamic efficiencies. These modifications
lower the temperature differences in the heat exchangers and include cycles with
mixed refrigerants, several pressure levels and cascaded cycles. Our long term
objective is to study the operation of such processes. However, as a start we need
to understand the simple cycle in Figure3.1.

An important result from this study is the degree of freedom analysis given in
Section3.2. We find that the “active” charge plays an important role in operation of
cyclic processes. This is also directly applicable to more complex designs. Unlike
an open process, a closed cyclic process does not have boundary conditions on
pressures imposed by the flows in and out of the system. Instead the pressure level
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is indirectly given by the external temperatures, heat exchanger sizes,load and
the active charge.The active charge is defined as the total mass accumulated in
the process equipment in the cycle, mainly in the condenser and evaporator, but
excluding any adjustable mass in liquid receivers (tanks).

The effect of a change in active charge on operation depends on the specific design.
Intuitively, it seems that an increase in active charge must increase the pressure,
and indeed this is true in most cases. For example, this is the case for the mod-
els used in this paper with plug-flow in the heat exchangers. Then more liquidin
the condenser gives more sub-cooling which, effectively reduces cooling and pres-
sure increases. Similarly more liquid in the evaporator gives less super-heating
effectively increasing heat transfer and pressure increases. However, there may be
designs where the effect of charge on pressure is opposite. For example, consider
a well-mixed flooded condenser where the heat transfer coefficientU to liquid is
larger than to vapour. An increase in charge (liquid) may then improve cooling
and pressure decreases. In any case, the main point is that the “active” charge is a
degree of freedom that affects the operation of the system, and this paper focuses
on how to use it effectively.

Although there is a vast literature on the thermodynamic analysis of refrigeration
cycles, there are very few authors who discuss their operation and control. Some
discussions are found in text books such asStoecker(1998), Langley(2002) and
Dossat(2002), but these mainly deal with more practical aspects.Svensson(1994)
andLarsen et al.(2003) discuss operational aspects. A more comprehensive recent
study is that ofKim et al. (2004) who consider the operation of trans-criticalCO2

cycles. They discuss the effect of “active charge” and consider alternatives for
placing the receiver.

The paper also discuss super-heating and sub-cooling. In the literature, it is gen-
erally taken for granted that there for a given cycle should be no sub-cooling and
super-heating (∆Tsub= 0◦C and∆Tsup= 0◦C) in optimal operation. For example,
Stoecker(1998, page 57) states that

The refrigerant leaving industrial refrigeration condensers may be slightly
sub-cooled, but sub-cooling is not normally desired since it indicates that
some of the heat transfer surface that should be be used for condensation is
used for sub-cooling. At the outlet of the evaporator it is crucial for protection
of the compressor that there be no liquid, so to be safe it is preferable for the
vapor to be slightly super-heated.

In this study, we confirm that super-heating is not optimal. The issue of sub-
cooling is less clear. Of course, sub-cooling in itself is always optimal, as less
refrigerant needs to be circulated. The issue is whether sub-cooling is optimal



3.2. Degrees of freedom in simple cycles 23

for a given cold source temperature and a given condenser area, because sub-
cooling will reduce the temperature driving forces which must be compensated
by increasing the pressure. We find, contrary to popular belief, that withgiven
equipment, sub-cooling in the condenser may give savings in energy usage (com-
pressor power) in the order of 2%. An ammonia case study is presented to obtain
numerical results.

3.2 Degrees of freedom in simple cycles

3.2.1 Design versus operation

Table 3.2 shows typical specifications for the simple refrigeration cycle in Fig-
ure 3.1 in design (find equipment) and in operation (given equipment). The five
design specifications include the load, the two pressures, and the degreeof sub-
cooling and super-heating. Based on these five design specifications, external con-
ditions and an assumed isentropic efficiency for the compression, we may obtain
the following fourequipment parameters which can be adjusted during operation:
compression work (Ws) valve opening (z) and effective heat transfer (including
UA-values) for the two heat exchangers. Initially, we were puzzled because we
could not identify the missing fifth equipment parameter to be adjusted during op-
eration. However, we finally realized that we can manipulate the ”active charge”
in the cycle, which affects the operation. The fact that the charge is an indepen-
dent variable is unique for closed systems since there is no (external) boundary
condition for pressure which would otherwise set the active charge.

Table 3.2: Typical specifications in design and operation
Given #

Design Load (e.g.Qh), Pl , Ph, ∆Tsup and∆Tsub 5
Operation Ws (load), choke valve opening (z),

effective heat transfer (e.g.UA) in two
heat exchangers and active charge 5

3.2.2 Active charge and holdup tanks

For the simple cycle in Figure3.1we have the following overall material balance:

mtot = mevap+mcon+mvalve+mcomp
︸ ︷︷ ︸

mactive

+mtanks (3.2)
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Normally the holdups in the valve and compressor are neglected and we get:

mtot = mevap+mcon
︸ ︷︷ ︸

mactive

+mtanks (3.3)

With no filling, emptying or leaks, the total massmtot is fixed. We have not in-
cluded a holdup tank in Figure3.1, but in practice it is common to include a tank
or receiver with variable liquid mass. It is assumed that a change inmtanks (e.g.
by filling or leaking) with a constant active charge (mactive) does not affect the op-
eration of the cycle. This implies that the tank must contain both liquid and gas
in equilibrium (saturated). Then we can move mass to or from the tank without
affecting the pressure, and thus without affecting the rest of the cycle.Thus the
liquid tank makes operation independent of the total charge in the system.

More importantly, the extra tank introduces an additional degree of freedom. This
can be seen from Equation3.3: With mtot constant, we can by changing the mass
(liquid) in the tank (mtank), change the active charge (mactive). This shows thatmtank

has an indirect steady state effect on the active charge, and can therefore be used
for control purposes, of course provided that we have means of changing it.

Although it is possible to introduce several tanks in a cycle, we only have one
material balance for each cycle, so from Equation3.3this will not add any steady-
state degrees of freedom with respect to the active charge.

Rule 3.1 In each closed cycle, we have one degree of freedom related to the active
charge, which may be indirectly adjusted by introducing a variable liquid level
(tank; receiver) in the cycle.

Rule 3.2 In each closed cycle, there will be one liquid holdup that does not need
to be explicitly controlled, because the total mass is fixed. This is usually selected
as the largest liquid volume in the closed system. The remaining liquid levels
(holdups) must be controlled (to avoid overfilling or emptying of tanks).

Remark 1 Note that in Rule3.2it says “does not need” rather than “must not”. Thus, Rule
3.2does not say that we cannot control all the liquid volumes in the system (including the
largest one), but it just states that it is not strictly necessary. In fact, controlling all the
liquid volumes, provides a way for explicitly controlling the active charge in the cycle
(Rule3.1).

Remark 2 Introducing additional liquid tanks may be useful for operation, but at least
for pure fluids, these will not introduce any additional steady-state degrees of freedom
because we can move mass from one tank to another without affecting operation. Also,
to avoid that tanks fill up or empty, these additional levels must be controlled (Rule3.2),
either by self-regulation or feedback control.
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Remark 3 In mixed refrigerantcycles two tanks may be used to indirectly change the
composition of the circulating refrigerant. In this case the two tanks have different compo-
sition so moving mass from one tank to another does affect operation. For more complex
cycles the maximum number of degrees of freedom related to tank holdups is the number
of components in the refrigerant.

Adjusting the active charge

In order to freely adjust the active charge, we need to introduce a liquid tank (re-
ceiver) plus an extra valve.Kim et al. (2004) discuss alternative locations for the
variable tank holdup (liquid receiver). In Figure3.2, we show cycles for the two
main cases where the tank is placed (a) on the high pressure side after the con-
denser and (b) on the low pressure side after the evaporator. Other placements and
combinations are possible, but these are only variations of these two and willnot
add any steady-state degrees of freedom for pure refrigerants.

The most obvious way of introducing a means for adjusting the tank holdup is to
add an extra valve before the tank as shown in Figure3.2. In Figure3.2(a), the

z
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QH
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Pl

Ph

Pm

(a) Liquid tank and extra valve on high pres-
sure side

z

QC

QH

Ws

Pl

Ph

(b) Liquid tank and extra (non-optimal)
valve on low pressure side

Figure 3.2: Simple cycle with variable active charge

liquid tank is located at an intermediate pressurePm after the condenser. Since
the extra valve is on the “same side” as the expansion valve (choke), the pressure
drop over the extra valve will not effect the efficiency of the cycle. Since Pm is
assumed to be the saturation pressure at the tank temperature, the exit stream from
the condenser must be sub-cooled (or super-critical, but this is not considered in
this paper). Thus, in Figure3.2(a), the pressure drop across the valve may be used
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to adjust the degree of sub-cooling in the condenser. To understand how the extra
valve creates sub-cooling, consider the pressure-enthalpy diagram inFigure3.1.
The receiver (tank) with saturated liquid operates at saturation pressure Pm, and
the pressure drop for the extra valve introduces a pressure dropPh−Pm. As seen
from Figure3.1, the corresponding operating point 2 at the exit of the condenser
must then be at a sub-cooled state.

Another possibility is to place the tank after the evaporator, as shown in Figure
3.2(b). With this design the stream exiting the evaporator is not fully evapo-
rated and by lowering the pressure through the extra valve the vapour exiting the
valve becomes saturated (see pressure-enthalpy diagram). However,in this case
the valve introduces a pressure drop that must be compensated by increasing the
compression power, so a valve here is generally not optimal.

A low pressure tank may not be desirable from a practical point of view, since the
vapour velocity will be highest at this point in the cycle and the extra equipment
will increase the pressure drop.

Extra valve removed

An extra valve is generally required to freely adjust the active charge. However, in
many practical cases the extra valve in Figure3.2(a)and3.2(b)is removed. What
effect does this have?

• High pressure tank without valve. Without the valve we have at steady state
the same thermodynamic state at the exit of the condenser as at the exit
from the tank. Thus, the exiting stream from the condenser will be satu-
rated liquid. The most common design is shown in Figure3.3, where the
tank and condenser are merged together so that the saturated liquid from the
condenser drains into the receiver. As we will show, this is not generally
optimal. Thus, in this design we have used a degree of freedom (“fully open
valve”) to set the degree of sub-cooling to zero (not optimal).

• Low pressure tank without valve (Figure3.4(a)). This gives saturated vapour
to the compressor. Fortunately, this is generally optimal for the cycle as a
whole, because the inlet temperature to the compressor should be as low as
possible to minimize vapour volume and save compression power. Thus, in
this design we have used a degree of freedom (“fully open valve”) to set the
degree of super-heating to zero (optimal). Two designs are shown in Figure
3.4(a), one with a separate receiver and one using a flooded evaporator. The
designs are equivalent thermodynamically, but the heat transfer coefficient
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QH

Figure 3.3: Condenser with saturation at outlet giving no sub-cooling (common
design, but non-optimal)

and pressure drop will be different.

In summary, removing the valve gives saturation at the exit of the heat exchanger.
In the case of high-pressure liquid tank we get a sub-optimal design if we remove
the valve, whereas for the low-pressure tank we get an optimal design if the extra
valve is removed.

QC
TC

(a) With separate receiver

QC

(b) Flooded evaporator

Figure 3.4: Evaporator with saturation at outlet giving no super-heating (optimal)

3.2.3 Degrees of freedom for operation

In summary, we have the following five operational or control degrees offreedom
for a simple refrigeration cycle (Figure3.1):
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1 Compressor powerWs. We assume here that it is used to set the “load” for
the cycle.

2, 3 Effective heat transfer. There are two degrees of freedom related to adjust-
ing the heat transferred in the condenser and evaporator. This may be done
in many ways, for example, by introducing bypasses, changing the flowrates
of coolant or using a flooded condenser or evaporator to change the effec-
tive UA-value. However, we generally find that it is optimal to maximize
the effective heat transfer in the condenser and evaporator. Thereare ex-
ceptions where it may not be optimal to maximize the heat transfer in the
condenser and evaporator, for example because, of costs related to pumps,
fans or coolants, but these degrees of freedom are not consideredin the fol-
lowing.

4 Choke valve opening (z)

5 Active charge (see Section3.2.2)

In practice, we are then with a given load and maximum heat transfer left withtwo
steady state degrees of freedom. These are the choke valve opening (z) and the
active charge (mactive). These may be used to set the degree of super-heating and
degree of sub-cooling. The pressure levels (Ph andPl ) are indirectly determined by
the given (maximum) value of the heat transfer.

3.3 Discussion of some designs

As discussed in more detail in Section3.4, we find that the thermodynamic effi-
ciency is optimized by having no super-heating and some sub-cooling. With this
in mind, we next discuss some alternative designs.

3.3.1 Optimal designs

Two potentially optimal designs are shown in Figure3.5. The reason we say “po-
tentially optimal” is because they will only be optimal if we use the optimal value
for the sub-cooling and super-heating.

To avoid super-heating, we have in Figure3.5(a)and3.5(b)a low-pressure tank
(receiver) after the evaporator. This tank will give saturated vapourout of the
evaporator at steady state (optimal), and also by trapping the liquid it will avoid
that we get liquid to the compressor during transient operation. To avoid super-
heating we must have vapour-liquid equilibrium in the tank. This may be achieved
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Figure 3.5: Two potentially optimal designs with sub-cooling and no super-heating

by letting the vapour bubble through the tank. An alternative design is the flooded
evaporator in Figure3.4(b).

At the high-pressure side, we show optimal designs with both (a) no receiver and
(b) a receiver and an extra valve. In (a) the choke is used to control the degree of
sub-cooling (∆Tsub). Also other control policies are possible, for example, keep-
ing the choke valve position at its optimal value or controlling the pressure, but
controlling ∆Tsub was found byJensen and Skogestad(2005) to be a good self-
optimizing controlled variable.

The design in Figure3.5(b)is thermodynamically equivalent to Figure3.5(a), but
the addition of the tank may prevent that we get two-phase flow with vapour “blow
out” through the choke. We here have two adjustable holdups, so from Rule 3.2
one of them must be controlled. In Figure3.5(b)is shown the case where the choke
valve is used to control the level in the high pressure tank, but alternatively it could
control the level in the low pressure tank.

3.3.2 Non-optimal designs

Three non-optimal designs are shown in Figure3.6. Figure3.6(a)shows the design
used in most applications except that the tank and condenser are often integrated as
shown in Figure3.3. This common design has two errors compared to the optimal
solution: 1) There is no sub-cooling in the condenser and 2) there is super-heating
in the evaporator. The super-heat control is in practice accomplished witha ther-
mostatic expansion valve (TEV). In theory, one could get optimality by setting the
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setpoint for super-heating to zero, but in practice this is not possible because this
could give liquid out of the evaporator. The setpoint for super-heatingis typically
about 10◦C.

In Figure3.6(b)we have two liquid tanks, one after the evaporator and one after the
condenser. This design is better since there is no super-heating in the evaporator,
but one error remains: There is no sub-cooling in the condenser. Note that we need
to control one of the liquid levels in accordance with Rule3.2.

Another non-optimal design is shown in Figure3.6(c). Here we have introduced
the possibility for sub-cooling, but we have super-heating which is generally not

QC

QH

Ws

Super-heat
controlz

Pl

Ph

(a) Non-optimal 1. This design has two er-
rors: 1) No sub-cooling and 2) Super-heating
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No sub-cooling
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(c) Non-optimal 3, This design has one error:
Super-heating

Figure 3.6: Three non-optimal designs
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optimal.

3.4 Optimality of sub-cooling

We have several times made the claim that sub-cooling may be optimal. To justify
this somewhat controversial claim, we start by considering a specific example.

3.4.1 Ammonia case study

The objective is to cool a storage building by removing heat (QC) as illustrated in
Figure3.7. The cycle operates between a cold medium of air inside the building
(TC = Troom) and hot medium of ambient air (TH = Tamb). The steady state heat
loss from the building is 20kW and the cooling loadQC is indirectly adjusted by
the temperature controller which adjusts the compressor work (Ws) to maintain
TC = Ts

C.

TC Ts
C

QH

QC

z

Ws

Ph

Pl

Figure 3.7: Cold warehouse with ammonia refrigeration unit

Some data for the cycle:

• Ambient temperatureTH = 25◦C

• Indoor temperature setpointTs
C = −12◦C

• Isentropic efficiency for compressor is 95%
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• Heat transfer coefficients (U) are 1000 and 500 Wm-2K-1 for the evaporator
and condenser, respectively

• Heat exchangers with areas given in Table3.3

• Thermodynamic calculations based on SRK equation of state

The equipment is given and we have 5 steady-state operational degreesof free-
dom (Section3.2). With a given load and maximum heat transfer, we have two
remaining steady state degrees of freedom, which may be viewed as the degree of
sub-cooling (∆Tsub) and the degree of super-heating (∆Tsup). The performance of
the cycle, measured by the compressor powerWs, was optimized with respect to
the two degrees of freedom. We find as expected that super-heating is not optimal,
but contrary to popular belief, the results in Table3.3 show that sub-cooling by
4.66◦C reduces the compression workWs by 1.74% compared to the case with
saturation out of the condenser. The high pressurePh increases by 0.45%, but this
is more than compensated by a 2.12% reduction in flowrate. The sub-cooling in-
creases the condenser chargeMcon by 5.01%. Figure3.8shows the corresponding
pressure enthalpy diagram for the two cases and Figure3.9shows the temperature
profile in the condenser. Similar results are obtained if we use other thermody-
namic data, if we change the compressor efficiency or if we let UA be smaller in
the sub-cooling zone.
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(b) Optimal operation with sub-cooling allowed
(Figure3.5)

Figure 3.8: Pressure-enthalpy diagrams with and without sub-cooling

The improvement of 2% would be larger if the pressure drop in the piping and
equipment was accounted for in the model, because the mass flowrate is reduced
with an unchanged low pressure. Thus, the volumetric flowrate in the low pressure
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(b) Temperature profile with sub-cooling

Figure 3.9: Temperature profile in condenser

Table 3.3: Optimal operation with and without sub-cooling
No sub-cooling Optimal sub-cooling

Ws[W] 4648 4567
QC [kW] 20 20
ṁ[kgs-1] 0.0177 0.0173
Mcon

∗ [kg] 0.301 0.316
∆Tsub[

◦C] 0.00 4.66
∆Tsup[

◦C] 0.00 0.00
∆Tmin, con[

◦C] 5.00 0.491
Ph [bar] 11.63 11.68
Pl [bar] 2.17 2.17
Acon[m2] 8.70 8.70
Avap[m2] 4.00 4.00

∗Evaporator charge has no effect because of saturation (no super-heating) in the evaporator

side is reduced and this is important as pressure drop is most critical at low pres-
sure. The pressure losses on the high pressure side will also be slightly reduced
(because of smaller flowrate and higher pressure), but this is less important for the
efficiency of the cycle.
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3.4.2 Explanation

The irreversible isenthalpic expansion through the choke valve gives a thermody-
namic loss. The reason for the improvement in efficiency by sub-cooling is that
loss is reduced because less vapour is formed, see Figure3.8. This more than com-
pensates the increased irreversible loss due to larger temperature difference in the
condenser. To understand this in more detail consider Figure3.10which shows a
conceptual pressure enthalpy diagram of a typical vapour compression cycle. We
have indicated a cycle without sub-cooling (solid line) and the same cycle with
sub-cooling (dotted line). Note that since we in the latter case have a higher con-
denser pressure (and therefore also a higher temperature in the condensing section)
we will with given equipment (UA-values) have more heat transfer, whichgives
a lower outlet temperature. The condenser outlet will follow the line “Con. out”
with increasing pressure. The line will asymptotically approach the hot source
temperatureTH and we want to find the optimal operating point on this line.

P

h[Jkg-1]

∆ws∆qC qC ws

TC-line

TH-line

Con. out

Figure 3.10: Pressure-enthalpy diagram for a cycle with and without sub-cooling

If we consider moving from one operating point to another we require an increase
in the COP for the change to be optimal:

∆COP=
qC +∆qC

ws+∆ws
−

qC

ws
> 0 (3.4)

COP·∆ws < ∆qC (3.5)
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whereqC · ṁ= QC andws · ṁ= Ws. We assume thatQC [Js-1] is given, and that
ṁ[kgs-1] andqC [Jkg-1] may vary. We use∆Tsub as the independent variable and
introduce differentials. The requirement for improving efficiency is then from
Equation3.5:

(
∂qC

∂∆Tsub

)

UA
> COP·

(
∂ws

∂∆Tsub

)

UA
(3.6)

According to Equation3.6, for an initial COP of 3, the increase in specific duty
in the evaporator (∆qC) should be 3 times larger than the increase in specific com-
pressor power (∆ws) to give improved performance. In Figure3.10we have that
∆qC ≈ ∆ws, so the optimal degree of sub-cooling is clearly less than that indi-
cated by this figure. Note however, that the “Con. out” line is much flatter for
smaller∆qC, so a small degree of sub-cooling may be optimal. The optimum is
located at the degree of sub-cooling where the inequality in Equation3.6becomes
an equality. In the case study we found that the optimum outlet temperature from
the condenser (25.49◦C) is closer toTH (25◦C) than the saturation temperature
(30.15◦C).

Similar considerations on optimizing the pressurePh have been made earlier for
trans-criticalCO2-cycles (Kim et al., 2004). However, for sub-critical cycles like
the ammonia cycle studied above, it has been assumed that the pressure is fixed by
a saturation condition.

3.4.3 Discussion of sub-cooling: Why not found before?

The above results on optimality of sub-cooling is contrary to previous claims and
popular belief. Why has this result not been found before?

Reason 1: Not allowed by design

The design of the condenser is often as shown in Figure3.3, where the saturated
liquid drains into a liquid receiver. In this design it is not possible to have sub-
cooling.

Reason 2: Infinite area case

The optimal degree of sub-cooling becomes smaller as we increase the heattrans-
fer (UA-values). In particular, with an infinite heat transfer area, sub-cooling is
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not optimal. In this case the temperature at the condenser outlet is equal to thehot
source temperatureTH . Neglecting the effect of pressure on liquid enthalpy, the
enthalpy is also given. We then find that∆qC = 0 and sub-cooling is not optimal
as illustrated in Figure3.11.

P

h[Jkg-1]

∆wsws∆qC qC

TC-line

TH-line

Figure 3.11: Pressure-enthalpy diagram for infinite area case where condenser
outlet is at hot source temperatureTH

In practice, the enthalpy depends slightly on pressure (as indicated by thecurved
constant temperature lines in Figure3.11) so ∆qC might be larger than zero, but
this effect is too small to change the conclusion that sub-cooling is non-optimal
with infinite area.

Reason 3: Specifying HRAT

The minimum approach temperature (∆Tmin or HRAT) is commonly used as a spec-
ification for design of processes with heat exchangers. The idea is to specify ∆Tmin

in order to get a reasonable balance between minimizing operating (energy)costs
(favored by a small∆Tmin) and minimizing capital costs (favored by a large∆Tmin).
Although specifying∆Tmin may be reasonable for obtaining initial estimates for
stream data and areas, it should not be used for obtaining optimal design data -
and especially not stream data (temperatures). This follows because specifying
∆Tmin results in an optimum with no sub-cooling. This can be seen by letting the
TH-line in Figure3.11representTH + ∆Tmin. The condenser outlet temperature is
thenTH +∆Tmin and similarly to the infinite area case we get∆qC = 0 (neglecting
the effect of pressure on liquid enthalpy), and sub-cooling is not optimal.

The results can also be understood because specifying∆Tmin favors designs with
∆T being as close as possible to∆Tmin throughout the heat exchanger, and this
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clearly disfavour sub-cooling, see Figure3.9(b).

A third way of understanding the difference is that we end up with two different
optimization problems for design (Equation3.7) and operation (Equation3.8).

min (Ws) (3.7)

subject to TC−Ts
C = 0

∆Ti −∆Tmin,i ≥ 0

min (Ws) (3.8)

subject to TC−Ts
C = 0

Amax,i −Ai ≥ 0

For the ammonia case study, solving3.7with ∆Tmin = 5◦C gives the data for “No
sub-cooling” in Table3.3. Setting the resulting areas asAmax, and solving the
optimization problem3.8results in A=Amaxand the data for “Optimal sub-cooling”
in Table3.3. We see that specifying∆Tmin gives no sub-cooling, whereas fixing
the heat exchanger areas to the same value gives 4.66◦C of sub-cooling.

3.5 Discussion

3.5.1 Super-heating by internal heat exchange

For the simple cycle in Figure3.1, some sub-cooling in the condenser was found
to be optimal, and we here discuss whether other means of obtaining further sub-
cooling, in particular the use of internal heat exchange (Figure3.12), may be ben-
eficial.

Consider first the case when the vapour leaving the evaporator is saturated. In this
case the internal heat exchange in Figure3.12has no effect on the overall process,
at least for pure fluids. This can be understood because there is no effect on the
pressure-enthalpy diagram.

Next, consider the case where the vapour is super-heated, which was previously,
without internal heat exchange, found to be non-optimal. Depending on the prop-
erties of the fluid, this design may be desirable in some cases, even for purere-
frigerants (Radermacher, 1989). In the ammonia case study presented above it is
not optimal with internal heat exchange, but for a trans-criticalCO2 cycle, internal
heat exchange with super-heating is optimal (Neksaa et al., 1998).
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Figure 3.12: Internal heat exchange

3.5.2 Selection of controlled variable

Without internal heat exchange, we have found that it is generally optimalto have
no super-heating (∆Tsup= 0◦C) and some sub-cooling (∆Tsub> 0◦C). In practice,
no super-heating is easily obtained by use of a design with a low pressure tank
as shown in Figure3.4(a)and Figure3.5. It is less clear how to get the right
sub-cooling. In Figure3.5 we show a strategy where a valve is used to control
the degree of sub-cooling∆Tsub. However, the optimal value of∆Tsub will vary
during operation, and also∆Tsub may be difficult to measure and control, so it is
not clear that this strategy is good. More generally, we could envisage anon-line
optimization scheme where one continuously optimizes the operation (maximizes
COP) by adjusting the valves. However, such schemes are quite complex and
sensitive to uncertainty, so in practice one uses simpler schemes, like the onein
Figure3.5, where the valve controls some other variable. Such variables could be:

• Choke valve position setpointzs (that is, the valve is left in a constant posi-
tion)

• High pressure (Ph)

• Low pressure (Pl )

• Temperature out of condenser (T2)

• Degree of sub-cooling (∆Tsub= T2−Tsat(Ph))

• Temperature out of evaporator (T4)

• Degree of super-heating (∆Tsup= T4−Tsat(Pl ))

• Liquid level in storage tank (to adjust charge to rest of system)
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• Pressure drop across the extra valve if the design in Figure3.5(b)is used

The objective is to achieve “self-optimizing” control where a constant setpoint for
the selected variable indirectly leads to near-optimal operation (Skogestad, 2000).
The selection of “self-optimizing” controlled variables for simple refrigeration cy-
cles is the main topic in Part II (Jensen and Skogestad, 2007).

3.6 Conclusion

The “active charge” in a closed cycle has a steady state effect. This is unlike open
systems, where we have boundary conditions on pressure. To adjust the degree
of freedom related to the “active charge” one needs a liquid tank (receiver) in the
cycle. The key to make efficient use of this degree of freedom is to allow for
sub-cooling in the condenser. Conventional wisdom says that one should avoid
sub-cooling in the condenser to maximize the efficiency. However, we find that
some sub-cooling is desirable. For the ammonia case study we get savings in the
order of 2%, by using the design in Figure3.5 that allows for sub-cooling. The
savings would be even larger if we compared with the common design in Figure
3.6(a)which in addition to having no sub-cooling, also gives super-heating.

Nevertheless, the savings in themselves are not very large. More importantly, the
results show that the active charge is a degree of freedom, and that the sub-cooling
gives some decoupling between the high pressurePh and the hot source temper-
atureTH . This is similar to that found for other cycles, including mixed (multi
component) fluids and trans-criticalCO2.

Frictional pressure drops in the equipment have been neglected, but their inclusion
would further favor sub-cooling which has a smaller mass flow.
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Chapter 4

Optimal operation of simple
refrigeration cycles
Part II: Selection of controlled
variables

Published in Computers & Chemical Engineering (2007), 31, pages 1590-1601

The paper focuses on operation of simple refrigeration cycles and con-
siders the selection of controlled variables for two different cycles. One
is a conventional sub-critical ammonia refrigeration cycle and the other
is a trans-criticalCO2 refrigeration cycle. There is no fundamental dif-
ference between the two cycles in terms of degrees of freedomand op-
eration. However, in practical operation there are differences. For the
ammonia cycle, there are several simple control structuresthat give self-
optimizing control, that is, which achieve in practice close-to-optimal
operation with a constant setpoint policy. For theCO2 cycle on the
other hand, a combination of measurements is necessary to achieve self-
optimizing control.

4.1 Introduction

Refrigeration and heat pump cycles are used both in homes, cars and in industry.
The load and complexity varies, from small simple cycles, like a refrigerator or air-
conditioner, to large complex industrial cycles, like the ones used in liquefaction
of natural gas.

41
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Figure 4.1: Simple refrigeration cycle studied in this paper (shown for the ammo-
nia case)

The simple refrigeration process illustrated in Figure4.1is studied in this paper. In
Part I (Jensen and Skogestad, 2007b) we showed that the cycle has five steady-state
degrees of freedom; the compressor power, the heat transfer in the condenser, the
heat transfer in the evaporator, the choke valve opening and the “active charge”.
Different designs for affecting the active charge, including the locationof the liquid
storage, were discussed in Part I.

It was found in Part I that there are normally three optimally active constraints;
maximum heat transfer in condenser, maximum heat transfer in evaporatorand
minimum (zero) super-heating. The cycle in Figure4.1obtains the latter by having
a liquid receiver before the compressor which gives saturated vapourentering the
compressor. In addition, we assume that the load (e.g. cooling duty) is specified.
There is then one remaining unconstrained steady-state degree of freedom, related
to the outlet temperature of the condenser, which should be used to optimize the
operation. The main theme of the paper is to select a “self-optimizing” controlled
variable for this degree of freedom such that a constant setpoint policy(indirectly)
achieves near-optimal operation.

We consider two systems:

• a conventional sub-critical ammonia cycle for cold storage (TC = −10◦C)

• a trans-criticalCO2 cycle for cooling a home (TC = 20◦C)

TheCO2 cycle is included since it always has an unconstrained degree of freedom
that must be used for control. This is because there is no saturation condition on the
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high pressure side, which is usually said to introduce one extra degree offreedom
to the cycle (Kim et al., 2004). However, as shown in Part I (Jensen and Skogestad,
2007b), this “extra” degree of freedom is also available in a conventional sub-
critical cycle if we allow for sub-cooling in the condenser. The sub-cooling will
to some extent decouple the outlet temperature and the saturation pressure inthe
condenser. More importantly, some sub-cooling is actually positive in terms of
thermodynamic efficiency (Jensen and Skogestad, 2007b). The ammonia cycle is
included to show that there are no fundamental differences between a sub-critical
and a trans-critical cycle. There is some confusion in the literature on this.

Although there is a vast literature on the thermodynamic analysis of closed refrig-
eration cycles, there are few authors who discuss the operation and control of such
cycles. Some discussions are found in text books such asStoecker(1998), Lang-
ley (2002) andDossat(2002), but these mainly deal with more practical aspects.
Svensson(1994) and Larsen et al.(2003) discuss operational aspects. A more
comprehensive recent study is that ofKim et al.(2004) who consider the operation
of trans-criticalCO2 cycles.

This paper considers steady-state operation and the objective is to find which con-
trolled variables to fix. The compressor power is used as the objective function
(costJ = Ws) for evaluating optimal operation.

4.2 Selection of controlled variable

We consider here the simple cycle in Figure4.1 where the liquid receiver on the
low pressure side ensures that the vapour entering the compressor is saturated.
Note that there is no liquid receiver after the condenser, and thus no assumption
of having saturated liquid at the condenser outlet. Furthermore, it is assumed that
the heat transfer in both the condenser and evaporator are maximized. Finally, a
temperature controller on the stream to be cooled (here the building temperature
TC) is used to adjust the compressor power.

There then remains one unconstrained degree of freedom (choke valve positionz)
which should be used to optimize the operation for all disturbances and operating
points. We could envisage an real-time dynamic optimization scheme where one
continuously optimizes the operation (minimize compressor power) by adjustingz.
However, such schemes may be quite complex and sensitive to uncertainty. These
problems can be reduced by selecting a good control variable, and ideallyone get
a simple constant setpoint scheme, with no need for real-time optimization. What
should be controlled (and fixed, at least on the short time scale)? Some candidates
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are:

• Valve positionz(i.e., an open-loop policy where the valve is left in a constant
position)

• High pressure (Ph)

• Low pressure (Pl )

• Temperature out of compressor (T1)

• Temperature before valve (T2)

• Degree of sub-cooling in the condenser∗ (∆Tsub= T2−Tsat(Ph))

• Temperature approach in hot source heat exchanger (T2−TH)

• Temperature out of evaporator (T4)

• Degree of super-heating in the evaporator† (∆Tsup= T4−Tsat(Pl ))

• Liquid level in the receiver (Vl ) to adjust the active charge in the rest of the
system

• Liquid level in the condenser (Vl ,con) or in the evaporator (Vl ,vap)

• Pressure drop across the “extra” valve in Figure4.11†

The objective is to achieve “self-optimizing” control where a constant setpoint for
the selected variable indirectly leads to near-optimal operation (Skogestad, 2000).
Note that the selection of a good controlled variable is equally important in an “ad-
vanced” control scheme like MPC which also is based on keeping the controlled
variables close to given setpoints.

The selection of controlled variables is a challenging task, especially if one con-
siders in detail all possible measurements, so we will first use a simple screening
process based on a linear model.

4.2.1 Linear analysis

To find promising controlled variables, the “maximum gain” rule (Halvorsen et al.,
2003) will be used. For the scalar case considered in this paper the rule is:
Prefer controlled variables with a large scaled gain|G′| from the input (degree of

∗Not relevant in theCO2 cycle because of super-critical high pressure
†Not relevant for our design (Figure4.1)
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freedom) to the output (controlled variable)
Procedure scalar case:

1. Make a small perturbation in each disturbancesdi and re-optimize the oper-
ation to find the optimal disturbance sensitivity∂∆yopt/∂di . Let ∆di denote
the expected magnitude of each disturbance and compute from this the over-
all optimal variation (here we choose the 2-norm):

∆yopt =

√

∑i

(
∂∆yopt

∂di
·∆di

)2

2. Identify the expected implementation errorn for each candidate controlled
variabley (measurement).

3. Make a perturbation in the independent variablesu (in our caseu is the choke
valve positionz) to find the (unscaled) gain,G = ∆y/∆u.

4. Scale the gain with the optimal span (spany≡ ∆yopt+n), to obtain for each
candidate output variabley, the scaled gain:
|G′| = |G|

spany

The worst-case lossL = J(u,d)−Jopt(u,d) (the difference between the cost with a
constant setpoint and re-optimized operation) is then for the scalar case (Skogestad
and Postlethwaite, 2005, page 394):

L =
|Juu|

2
1

|G′|2
(4.1)

whereJuu = ∂ 2J/∂u2 is the Hessian of the cost functionJ. In our caseJ = Ws

(compressor work). Note thatJuu is the same for all candidate controlled variables
y.

The most promising controlled variables should then be tested on the non-linear
model using realistic disturbances to check for non-linear effects, including feasi-
bility problems.

4.2.2 Combination of measurements

If the losses with a fixed single measurement are large, as for theCO2 case study,
then one may consider combinations of measurements as controlled variables.The
simple null space method (Alstad and Skogestad, 2007) gives a linear combination
with zero local loss for the considered disturbances,

c = h1 ·y1 +h2 ·y2 + . . . (4.2)
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The minimum number of measurementsy to be included in the combination is
ny = nu+nd. In our casenu = 1 and if we want to consider combinations ofny = 2
measurements then onlynd = 1 disturbance can be accounted exactly for. With the
“exact local method” (Halvorsen et al., 2003) or the “extended null space method”
(Alstad and Skogestad, 2007) it is possible to consider additional disturbances.
The local loss is then not zero, and we will minimize the 2-norm of the effect of
disturbances on the loss.

4.3 Ammonia case study

The cycle operates between air inside a building (TC = Troom = −10◦C) and am-
bient air (TH = Tamb = 20◦C). This could be used in a cold storage building as
illustrated in Figure4.1. The heat loss from the building is

Qloss= UAloss(TH −TC) (4.3)

The nominal heat loss is 15kW. The temperature controller shown in Figure4.1
maintainsTC = −10◦C and will indirectly giveQC = Qloss at steady-state.

4.3.1 Modelling

The structure of the model equations are given in Table4.1and the data are given
in Table4.2. The heat exchangers are modelled assuming “cross flow” with con-
stant temperature on the air side (TH = 20◦C andTC = −10◦C). The isentropic
efficiency for the compressor is assumed constant. The SRK equation of state is
used for the thermodynamic calculations. The gPROMS model is available on the
internet (Jensen and Skogestad, 2007a).

Table 4.1: Structure of model equations
Heat exchangers (condenser and evaporator)
Q = U ·

∫
∆T dA = ṁ· (hout−hin)

P = Psat(Tsat)
m= ρ/V
Valve
ṁ= z·CV

√
∆P·ρ hout = hin

Compressor
Ws = ṁ(hout−hin) = ṁ· (hs−hin)/η
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Table 4.2: Data for the ammonia case study
TH = 20◦C
TC = Ts

C = −10◦C
Condenser: (UA)C = 2500WK-1

Evaporator: (UA)E = 3000WK-1

Compressor: isentropic efficiencyη = 0.95
Choke valve:CV = 0.0017m2

Building: UAloss= 500WK-1

4.3.2 Optimal steady-state operation

At nominal conditions the compressor power was minimized with respect to the
degree of freedom (z). The optimal results are given in Table4.3, and the corre-
sponding pressure enthalpy diagram and temperature profile in the condenser are
shown in Figure4.2. Note that the optimal sub-cooling out of the condenser is
5.8◦C. This saves about 2.0% in compressor power (Ws) compared to the conven-
tional design with saturation.
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Figure 4.2: Optimal operation for the ammonia case study

4.3.3 Selection of controlled variables

There is one unconstrained degree of freedom (choke valve openingz) which
should be adjusted to give optimal sub-cooling in the condenser. We want to
find a good controlled variable (see Section4.2 for candidates) to fix such that
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Table 4.3: Optimal steady-state for ammonia case study
Ws[kW] 2.975

z[-] 0.372
Ph [bar] 10.70
Pl [bar] 2.35

QH [kW] 17.96
ṁ[kgs-1] 0.0127

∆Tsub= T2−Tsat(Ph) [◦C] 5.80
T1 [◦C] 102.6
T2 [◦C] 20.9
T3 [◦C] -15.0
T4 [◦C] -15.0

we achieve close-to-optimal operation in spite of disturbances and implementation
error (“self-optimizing control”).

Linear analysis of alternative controlled variables

The following disturbance perturbations are used to calculate the optimal variation
in the measurementsy∗.

d1: ∆TH = ±10◦C

d2: ∆Ts
C = ±5◦C

d3: ∆UAloss= ±100WK-1

The assumed implementation error (n) for each variable is given in Table4.4which
also summarizes the linear analysis and gives the resulting scaled gains in order
from low gain (poor) to high gain (promising).

Some notes about Table4.4:

• Pl andT4 have zero gains and cannot be controlled. The reason for the zero
gains are that they both are indirectly determined byQloss.

Qloss= QC = (UA)C (T4−TC) and Pl = Psat(T4) (4.4)

∗In order to remain in the linear region, the optimal variations were computedfor a disturbance
of magnitude 1/100 of this, and the resulting optimal variations were then multiplied by 100 to get
∆yopt(di)
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Table 4.4: Linear “maximum gain” analysis of candidate controlled variablesy for
ammonia case study

|∆yopt(di )|
Variable (y) Nom. G d1 (TH ) d2 (TC) d3 (UAloss) |∆yopt| n span y |G′|
Pl [bar] 2.35 0.00 0.169 0.591 0.101 0.623 0.300 0.923 0.00
T4 [◦C] -15.0 0.00 0.017 0.058 0.010 0.061 1.00 1.06 0.00
∆Tsup[

◦C] 0.00 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.00
T1 [◦C] 102.6 -143.74 38 17.3 6.2 42.2 1.00 43.2 3.33
Ph [bar] 10.71 -17.39 4.12 0.41 0.460 4.17 1.00 5.17 3.37
z[-] 0.372 1 0.0517 0.0429 0.0632 0.092 0.05 0.142 7.03
T2 [◦C] 20.9 287.95 10.4 0.20 0.300 10.4 1.00 11.4 25.3
Vl [m

3] 1.00 5.1455 9e-03 0.011 1.2e-03 0.0143 0.05 0.064 80.1
∆Tsub[

◦C] 5.80 -340.78 2.13 1.08 1.08 2.62 1.50 4.12 82.8
Vl ,con[m3] 0.67 -5.7 5.8e-03 2.4e-03 1.4e-03 0.0064 0.05 0.056 101.0
T2−TH [◦C] 0.89 -287.95 0.375 0.174 0.333 0.531 1.50 2.03 141.8

• The degree of super-heating∆Tsup can obviously not be controlled in our
case because it is fixed at 0◦C (by design of the cycle).

• The loss is proportional to the inverse of squared scaled gain (see Equation
4.1). This implies, for example, that a constant condenser pressure (Ph),
which has a scaled gain of 3.37, would result in a loss in compressor power
J = Ws that is(82.8/3.37)2 = 603 times larger than a constant sub-cooling
(∆Tsub), which has a scaled gain of 82.8.

• The simple policies with a constant pressure (Ph) or constant valve position
(z) are not promising with scaled gains of 3.37 and 7.03, respectively.

• A constant level in the liquid receiver (Vl ) is a good choice with a scaled
gain of 80.1. However, according to the linear analysis, the liquid level in
the condenser (Vl ,con) is even better with a scaled gain of 101.0.

• Controlling the degree of sub-cooling in the condenser (∆Tsub= T2−Tsat(Ph))
is also promising with a scaled gain of 82.8, but the most promising is the
temperature approach at the condenser outlet (T2−TH) with a scaled gain of
141.8.

• The ratio between the implementation errorn and the optimal variation∆yopt

tells whether the implementation error or the effect of the disturbance is most
important for a given control policy. For the most promising policies, we see
from Table4.4 that the contribution from the implementation error is most
important.

Nonlinear analysis

The nonlinear model was subjected to the “full” disturbances to test more rigor-
ously the effect of fixing alternative controlled variables. The main reason for
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Figure 4.3: Ammonia case: Compressor power (left) and loss (right) for different
disturbances and controlled variables. A line that ends corresponds to infeasible
operation.



4.3. Ammonia case study 51

considering the full disturbances is to check for non-linear effects, in particular
possible infeasible operation, which cannot be detected from the linear analysis.
Figure4.3shows the compressor powerWs (left) and lossL =Ws−Ws,opt (right) for
disturbances inTH (d1), TC (d2) andUAloss (d3). Ws,opt is obtained by re-optimizing
the operation for the given disturbances. As predicted from the linear analysis,
control ofPh or z should be avoided as it results in a large loss and even infeasi-
bility (a line that ends corresponds to infeasible operation). Controlling the degree
of sub-cooling∆Tsub gives small losses for most disturbances, but gives infeasible
operation whenTH is low. Controlling the liquid level, either in the receiver or
in the condenser, gives small losses in all cases. Another good policy is tomain-
tain a constant temperature approach out of the condenser (T2−TH). This control
policy was also the best in the linear analysis and has as far as we know notbeen
suggested in the literature for ammonia cycles.

A common design for refrigeration cycles, also discussed in Part I, is to have no
sub-cooling in the condenser. In practice, this might be realized with the design
in Figure4.1 by adding a liquid receiver after the condenser and using the choke
valve to control this liquid level, or using the design in Figure4.11with the “extra”
valve between the condenser and tank removed. The performance of thisdesign
(“no sub-cooling”) is shown with the dashed line in Figure4.3. The loss (right
graphs) for this design is always nonzero, as it even at the nominal point has a loss
of 0.06kW, and the loss increases with the cooling duty of the cycle. Nevertheless,
we note that the loss with this design is low (less than about 0.2kW or 3.5%) for all
considered disturbances. This may be acceptable, although it is much higherthan
the best controlled variables (Vl , Vcon,l andT2−TH) where the maximum losses are
less than 0.005kW.

Figure4.4shows the sensitivity to implementation error for the four best controlled
variables. Controlling a temperature difference at the condenser exit (either T2−
TH or ∆Tsub) has a small sensitivity to implementation error. On the other hand,
controlling either of the two liquid levels (Vl or Vl ,con) might lead to infeasible
operation for relatively small implementation errors. In both cases the infeasibility
is caused by vapour at the condenser exit. In practice, this vapour “blow out” may
be “feasible”, but certainly not desirable.

A third important issue is the sensitivity to the total charge of the system which
is relevant for the case where we control the liquid level in the receiver (y = Vl ).
There is probably some uncertainty in the initial charge of the system, and maybe
more importantly there might be a small leak that will reduce the total charge over
time. Optimally the total charge has no steady-state effect (it will only affect the
liquid level in the receiver). However, controlling the liquid level in the receiver
(y = Vl) will make the operation depend on the total charge, and we have lost one
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Figure 4.4: Ammonia case: Loss as function of implementation error

of the positive effects of having the liquid receiver. The other control structures
will not be affected by varying total charge.

Conclusion ammonia case study

For the ammonia case, controlling the temperature approach at the condenser exit
(T2−TH) seems to be the best choice as the losses caused by implementation error
(Figure4.4) and disturbances (Figure4.3) are very small. This control implemen-
tation is shown in Figure4.5where we also have introduced an inner “stabilizing”
loop for pressure. However, thesetpointfor the pressure is used as a degree of
freedom so this loop does not affect the results of this study, which are based on
steady-state. Although not optimal even nominally, another acceptable policyis
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to use the conventional design with no sub-cooling (Figure4.11 with the “extra
valve” removed and minimum super-heating).
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Figure 4.5: Proposed control structure for the ammonia cycle

4.4 CO2 case study

Neksaa(2002) shows thatCO2 cycles are attractive for several applications, both
from an efficiency point of view and from an environmental perspective. Skaugen
(2002) gives a detailed analysis of the parameters that affect the performance of a
CO2 cycle and discusses pressure control in these systems.

The simple cycle studied in this paper, see Figure4.6(a), operates between air
inside a room (TC = 20◦C) and ambient air (TH = 30◦C). This could be an air-
conditioner for a home as illustrated in Figure4.6(a). The heat loss out of the
building is given by Equation4.3, and the temperature controller shown in Figure
4.6(a)indirectly givesQC = Qloss. The nominal heat loss is 4.0kW.

We consider a cycle with an internal heat exchanger, see Figure4.6(a). This heat
exchanger gives further cooling before the choke valve by super-heating the sat-
urated vapour from the evaporator outlet. This has the advantage of reducing the
expansion loss through the valve, although super-heating increases thecompres-
sor power. For theCO2 cycle it has been found that the internal heat exchanger
improves efficiency for some operating points (Domanski et al., 1994). For the
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CO2 cycle, we find that the internal heat exchanger gives a nominal reduction of
9.9% in Ws. For the ammonia cycle, the effect of internal heat exchange to give
super-heating is always negative in terms of efficiency.

4.4.1 Modelling

Table4.1shows the structure of the model equations and the data are given in Table
4.5. Constant air temperature is assumed in the evaporator (TC). The gas cooler
and internal heat exchanger are modelled as counter-current heat exchangers with
6 control volumes each. The Span-Wagner equation of state (1996) is used for
the thermodynamic calculations. The MATLAB model is available on the internet
(Jensen and Skogestad, 2007a).
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Figure 4.6: TheCO2 cycle operates trans-critical and is designed with an internal
heat exchanger

4.4.2 Optimal operation

Some key parameters for optimal operation of theCO2 cycle are summarized in
Table4.6 and the pressure enthalpy diagram is given in Figure4.6(b). Figure4.7
shows the optimal temperature profiles in the gas cooler and in the internal heat
exchanger.
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Table 4.5: Conditions for theCO2 case study
Evaporator:(UA)vap = 798W◦C-1

Gas cooler:(UA)gco = 795W◦C-1

Internal heat exchanger:(UA)ihx = 153W◦C-1

Compressor: isentropic efficiencyη = 0.75
Ambient: TH = 30◦C
Air flow gas cooler:ṁcp = 250J◦C-1s-1

Room:TC = Ts
C = 20◦C

Room:UAloss= 400W◦C-1

Choke valve:CV = 1.21·10−6m2

Table 4.6: Optimal operation forCO2 case
Ws[W] 958

z[-] 0.34
Ph [bar] 97.61
Pl [bar] 50.83
QH [W] -4958

Qihx [W] 889
ṁ[kgs-1] 0.025

T1 [◦C] 89.6
T2 [◦C] 25.5
T3 [◦C] 15.0
T4 [◦C] 31.2

Note that when the ambient air goes below approximatelyTH = 25◦C the opti-
mal pressure in the gas cooler is sub-critical. We will only consider trans-critical
operation, so we assume that the air-conditioner is not used below 25◦C.

4.4.3 Selection of controlled variable

We want to find what the valve should control. In addition to the variables listedin
Section4.2, we also consider internal temperature measurements in the gas cooler
and internal heat exchanger. Note that the “no sub-cooling” policy is not possible
for theCO2 cycle because it operates trans-critical.

As discussed in more detail below, there are no obvious single measurementsto
control for this application. One exception is the holdupm on the high pressure
side of the cycle. However, measuring the holdup of a super-critical fluidis not
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Figure 4.7: CO2 case: Temperature profile in gas cooler and internal heat ex-
changer

easy (one might use some kind of scale, but this will be to expensive in most ap-
plications). Thus, we will consider measurement combinations. First, we will try
to combine two measurements, and if this is not acceptable for all disturbances,
we may try more measurements. Any two measurements can be combined, and
we choose here to combinePh and T2. The reason is thatPh is normally con-
trolled anyway for dynamic reasons, andT2 is simple to measure and is promising
from the linear analysis. Also, temperature corrected setpoint for pressure has
been proposed before (Kim et al., 2004). We use the “exact local method” (Al-
stad and Skogestad, 2007) and minimize the 2-norm ofMd = HFWd, whereF =
∂yopt/∂di is the optimal sensitivity ofy′ = [Ph T2] with respect to disturbances
d′ = [TH TC (UA)loss]. The magnitude of the disturbances are given inWd. We
find that the linear combinationc= h1 ·Ph+h2 ·T2 with k= h2/h1 =−8.53bar◦C-1

minimizes the 2-norm of the three disturbances on the loss. This can be imple-
mented in practice by controlling the combined pressure and temperature

Ph,combine= Ph +k ·
(
T2−T2,opt

)
(4.5)

whereT2,opt = 25.5◦C andk = −8.53bar◦C-1. An alternative is to use a more
physically-based combination. For an ideal gas we havem = PV·MW

RT , and since
the gas cooler holdupmgco seems to be a good variable to control, we will include
P/T in the gas cooler as a candidate controlled variable.
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Table 4.7: Linear “maximum gain” analysis of controlled variables forCO2 case
|∆yopt(di)|

Variable (y) Nom. G d1 (TH ) d2 (TC) d3 (UAloss) |∆yopt| n spany |G′|

Ph/T ′
2 [bar◦C-1] 0.32 -0.291 0.140 -0.047 0.093 0.174 0.0033 0.177 0.25

Ph [bar] 97.61 -78.85 48.3 -15.5 31.0 59.4 1.0 60.4 1.31
T ′

2 [◦C] 35.5 36.7 16.27 -2.93 7.64 18.21 1 19.2 1.91
T ′

2 −TH [◦C] 3.62 24 4.10 -1.92 5.00 6.75 1.5 8.25 2.91
z[-] 0.34 1 0.15 -0.04 0.18 0.24 0.05 0.29 3.45
Vl [m3] 0.07 0.03 -0.02 0.005 -0.03 0.006 0.001 0.007 4.77
T2 [◦C] 25.5 60.14 8.37 0.90 3.18 9.00 1 10.0 6.02
Ph,combine[bar] 97.61 -592.0 -23.1 -23.1 3.91 33.0 9.53 42.5 13.9
mgco[kg] 4.83 -11.18 0.151 -0.136 0.119 0.235 0.44 0.675 16.55

Linear method

We first use the linear “maximum gain” method to find promising controlled vari-
ables. The following disturbances∗ are considered:

d1: ∆TH = ±10◦C

d2: ∆TC = ±5◦C

d3: ∆UAloss from −100 to +40W◦C-1

The linear results are summarized in Table4.7. Some controlled variables (Pl , T ′
4,

∆Tsub and∆Tsup) are not considered because they, as discussed earlier, can not be
fixed or are not relevant for this cycle. The ratioPh/T ′

2 in the gas cooler is not
favourable with a small scaled gain. This is probably, because the fluid in thegas
cooler is far from ideal gas soPh/T ′

2 is not a good estimate of the holdupmgco.
From Table4.7 the most promising controlled variables are the holdup in the gas
cooler (mgco) and the linear combination (Ph,combine). Fixing the valve openingzs

(no control) or the liquid level in the receiver (Vl ) are also quite good.

Non-linear analysis

Figure4.8 shows the compressor power (left) and loss (right) for some selected
controlled variables. We see that the two most important disturbances are thetem-
peraturesTH andTC which gives larger losses than disturbance in the heat loss out
of the building. Controlling the pressurePh gives infeasible operation for small

∗In order to remain in the linear region, the optimal variations were computedfor a disturbance
of magnitude 1/100 of this, and the resulting optimal variations were then multiplied by 100 to get
∆yopt(di)
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disturbances in the ambient air temperature (TH). The nonlinear results confirm
the linear gain analysis with small losses forPh,combineandmgco.
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Figure 4.9:CO2 case: Loss as function of implementation error

Another important issue is the sensitivity to implementation error. From Figure
4.9we see that the sensitivity to implementation error is very large fory = Vl . The
three best controlled variables are constant valve opening (z), constant holdup in
the gas cooler (mgco) and the linear combination (Ph,combine).

ConclusionCO2 case study

For thisCO2 refrigeration cycle we find that fixing the holdup in the gas cooler
mgco gives close to optimal operation. However, since the fluid is super-critical,
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holdup is not easily measured. Thus, in practice, the bestsinglemeasurement is a
constant valve openingz (“no control”). A better alternative is to usecombinations
of measurements. We obtained the combinationPh,combine= Ph + k · (T2−T2,opt)
using the “exact local method”. This implementation is shown in Figure4.10. The
disturbance loss compared with single measurements is significantly reduced and
the sensitivity to implementation error is very small.
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Figure 4.10: Proposed control structure for theCO2 cycle

4.5 Discussion

4.5.1 Super-heating

An important practical requirement is that the material entering the compressor
must be vapour (either saturated or super-heated). Saturation can be achieved by
having a liquid receiver before the compressor as shown in Figure4.1. However,
in many designs the receiver is located at the high pressure side and super-heating
may be controlled with the choke valve (e.g. thermostatic expansion valve TEV)
as shown in Figure4.11. A minimum degree of super-heating is required to handle
disturbances and measurement errors. Since super-heating is not thermodynami-
cally efficient (except for some cases with internal heat exchange), this minimal
degree of super-heating becomes an active constraint. With the configuration in
Figure 4.11, the “extra” valve is the unconstrained degree of freedom (u) that
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should be adjusted to achieve optimal operation. Otherwise the results from the
study hold, both for the ammonia andCO2 cycle.
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Figure 4.11: Alternative refrigeration cycle with liquid receiver on high pressure
side and control of super-heating

4.5.2 Heat transfer coefficients

We have assumed constant heat transfer coefficients in the heat exchangers. Nor-
mally, the heat transfer coefficient will depend on several variables such as phase
fraction, velocity of the fluid and heat transfer rate. However, a sensitivity analysis
(not included) shows that changing the heat transfer coefficients does not affect
the conclusions in this paper. For theCO2 cycle, we did some simulations using a
constant air temperature in the gas cooler, which may represent a cross flow heat
exchanger and is an indirect way of changing the effective UA value. We found that
the losses for a constant liquid level control policy (y = Vl ) was slightly smaller,
but the analysis presented here is still valid and the conclusion that a combination
of measurements is necessary to give acceptable performance, remains the same.

4.5.3 Pressure control

This paper has only considered steady-state operation. For dynamic reasons, in
order to “stabilize” the operation, a degree of freedom is often used to control one
pressure (Pl or Ph). However, thesetpointfor the pressure may be used as a degree
of freedom at steady-state, so this will not change the results of this study. An
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example of a practical implementation using cascade control is shown in Figure
4.5 where the temperature difference at the condenser outlet is controlled which
was found to be the best policy for the ammonia case study. The load in the cycle
is controlled by adjusting the setpoint to the pressure controller that stabilize the
low pressure (Pl ).

4.6 Conclusion

For a simple cycle, there is one unconstrained degree of freedom that should be
used to optimize the operation. For the sub-critical ammonia refrigeration cyclea
good policy is to have no sub-cooling. Further savings at about 2% are obtained
with some sub-cooling where a good control strategy is to fix the temperature
approach at the condenser exit (T2−TH), see Figure4.5. One may argue that 2%
savings is very little for all the effort, but larger savings are expected for cases
with smaller heat exchanger areas (Jensen and Skogestad, 2007b), and allowing
for sub-cooling shows that there is no fundamental difference with theCO2 case.

For the trans-criticalCO2 cycle, the only single “self-optimizing” measurement
seems to be the holdup in the super-critical gas cooler (mgco). However, since
this holdup is difficult to measure a combination of measurements is needed. We
propose to fix a linear combination of pressure and temperature,Ph,combine= Ph +
k · (T2−T2,opt), see Figure4.10. This is a “self-optimizing” control structure with
small losses for expected disturbances and implementation errors.
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Chapter 5

Problems with specifying∆Tmin in
design of processes with heat
exchangers

Accepted for publication in Industrial & Engineering Chemistry Research

We show in this paper that the common method of specifying∆Tmin

for individual heat exchangers may lead to wrong decisions and should
be used with care when designing heat exchanger systems. In particu-
lar, design with constraints on∆Tmin may result in operation conditions
which are not optimal when the resulting areas are installed. In addition,
differentU-values for the heat exchangers are not easily handled. We
propose an alternative method (simplified TAC) to avoid these problems
and compare it with the∆Tmin-method on three vapour compression (re-
frigeration) cycle case studies.

5.1 Introduction

In process design one seeks to optimize the future income of the plant. This
might be realized by minimizing the total annualized cost (TAC),JTAC = Joperation+
Jcapital[$year-1]; see Problem5.1 below. However, findingJTAC requires detailed
equipment and cost data, which is not available at an early design stage.

An alternative simple and common approach for design of processes with heat ex-
changers, especially at an early design stage, is to specify the exchanger minimum
approach temperature (EMAT= ∆Tmin) in each heat exchanger; see Problem5.2

65
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below. The idea is that this specification should give a reasonable balancebetween
minimizing operating costsJoperation (favored by a small∆Tmin) and minimizing
capital costsJcapital (favored by a large∆Tmin).

As an example, Figure5.1 shows a hot stream (T2) transferring heat to a cold
stream with constant temperature (T1). Stream 2 may be hot exhaust gas which is
cooled to recover its energy and this is done by vaporizing water in stream 1. A
small value of∆Tmin means that a lot of the energy is recovered, but it requires
a large heat exchanger. On the other hand, a larger value of∆Tmin requires less
area, but the outlet temperatureT2 will be higher and less energy is recovered.
There exists many rules of thumb for the value of∆Tmin. For exampleTurton et al.
(1998, page 250) recommends 10◦C for fluids and 5◦C for refrigerants.

0 1 Position[-]

T
[◦

C
]

T1 = constant

T2(Small area)

T2(Large area)

∆Tmin(Large area)

∆Tmin(Small area)

Figure 5.1: The effect of different values for∆Tmin

Note that what we call∆Tmin in this paper is the individual exchanger minimum
approach temperature (EMAT). This should not be confused with the “pinch tem-
perature” (heat recovery approach temperature, HRAT) used in design of heat ex-
changer networks.

The use of∆Tmin as a constraint is only used fordesign, as it is reasonably well
known that we should never specify∆Tmin during operation (here the areas should
be used as constraints rather than∆Tmin). However, even when it comes to design,
specifying∆Tmin (and maybe varying it in an outer loop), does not always result
in a good design, except for simple cases. To understand why specifying ∆Tmin in
design may not be correct, consider the following three problems:

Problem 5.1 Detailed optimal designbased on minimizing TAC[$year-1] (e.g.
Biegler et al., 1997):

min
u1

(
Joperation+Jcapital

)
(5.1)
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subject to model equations and operational constraints (this applies to all problems
in this paper). The degrees of freedom,u1, include all the equipment data (sizes)
and operating variables. The annualized capital cost is often obtained as:

Jcapital= ∑
i∈Units

(Cfixed,i+Cvariable,i·S
ni
i )/T (5.2)

HereSi is the characteristic size for the unit (area in m2 for heat exchangers), and
the cost factors (Cfixed,i andCvariable,i) and cost scaling factorni are constants for
each unit (e.g. heat exchangers).T is the capital depreciation time, e.g.T =
10years. The operating costJoperationare given by the prices of feeds, products and
utilities (energy) plus other fixed and variable operating costs; e.g. see Equation
5.8below.

Problem 5.2 Simplified optimal designwith specified∆Tmin:

min
u2

(Joperation) (5.3)

subject to ∆Ti −∆Tmin ≥ 0

Here, the degrees of freedom,u2, include the heat transfer in the heat exchanger
(Qi) and the operating variables (flows, works, splits etc.). After solving this prob-
lem one can calculate the heat exchanger areasAi from the resulting temperatures
(usingQi =

∫
Ui∆Ti dAi). Note that Problem5.2will favor designs where the tem-

perature difference∆T is close to∆Tmin throughout the heat exchangers because
this improves energy efficiency but does not cost anything. Specifying∆Tmin will
therefore tend to give designs with large heat exchanger areas. In addition, dif-
ferentU-values can not be handled easily as they are not part of the optimization
problem in Equation5.3. An indirect approach is too use different∆Tmin, i for each
heat exchanger in Equation5.3.

Let us now consider steady-state operation, where the equipment data, including
heat exchanger areas, are given and the degrees of freedomu3 include only the
operating variables. For each heat exchanger, there is at steady-state one operat-
ing variable which may be chosen as theeffectiveareaAi (in practice,Ai may be
changed using a bypass). However, we must requireAi ≤ Amax

i whereAmax
i is the

“installed area” e.g. found from Problem5.1or 5.2. We then have:

Problem 5.3 Optimal operationwith given heat exchanger areas.

min
u3

(Joperation) (5.4)

subject to Ai −Amax,i ≤ 0
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Note that in many cases, including the examples in this paper, it is optimal to have
Ai = Amax,i.

The solution to Problem5.3in terms of optimal stream data (temperatures) will be
the same as to Problem5.1, butnot generally the same as to Problem5.2; see the
motivating example below. To understand this, note that in Problem5.3, with the
areas given, there is no particular incentive to make the temperature difference∆T
“even” (due to∆Tmin) throughout the heat exchangers. Provided there are degrees
of freedom, we will therefore find that∆T from Problem5.3varies more through
the heat exchangers than∆T from Problem5.2. In particular, the∆Tmin obtained
from Problem5.3 is often smaller than that specified in design (Problem5.2),
see the introductory example below. Thus, the optimal nominal operating point
(solution to Problem5.3) is not the same as the nominal simplified design point
(solution to Problem5.2). From this it is clear that specifying∆Tmin in design is
not a good approach.

The objective of this paper is to study the∆Tmin-method (Problem5.2) in more
detail and suggest an alternative simple design method (called the simplified TAC-
method) for heat exchanger systems. The optimization problems are solved using
the gPROMS software.

TC
TC (building)

TH (ambient)

TH (ambient)

T1T2
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Figure 5.2: An ammonia refrigeration system

5.2 Motivating example: Ammonia refrigeration cycle

The ammonia refrigeration cycle for cold storage presented inJensen and Skoges-
tad(2007a) is shown in Figure5.2. We use the following conditions:
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Table 5.1: Structure of model equations for the ammonia case study
Heat exchangers (condenser and evaporator)
Q =

∫
U∆T dA = ṁ· (hout−hin)

P = Psat(Tsat)
m= ρ/V
Valve
ṁ= z·CV

√
∆P·ρ hout = hin

Compressor
Ws = ṁ(hout−hin) = ṁ· (hs−hin)/η

• Qloss= 20kW

• Ambient temperatureTH = 25◦C

• Cold storage (indoor) temperature set pointTs
C = −12◦C

• Heat transfer coefficient for the evaporator and condenser,U = 500Wm-2 ◦C-1

• The ammonia leaving the evaporator is saturated vapour (which is always
optimal for this cycle,Jensen and Skogestad(2007b))

The temperature controller is assumed to adjust the compressor power to maintain
TC = Ts

C which indirectly sets the loadQC = Qloss. The main model equations are
given in Table5.1.

5.2.1 ∆Tmin design-method

The operational cost is given by the compressor power (Joperation=Ws), so with the
∆Tmin-method, the optimal design problem, see Problem5.2, becomes:

min
u2

(Ws)

subject to ∆Tvap−∆Tmin, vap≥ 0 (5.5)

∆Tcon−∆Tmin,con≥ 0

where the degrees of freedomu2 include the heat transfered in the two heat ex-
changers (Qi) (but note thatQC = 20kW) plus three other operating variables∗

(e.g. two pressures and refrigerant flow). We choose∆Tmin = 10◦C in both the

∗The simple cycle in Figure5.2has five operating variables (Jensen and Skogestad, 2007b), but
two of these have been specified (given load and saturated vapour)
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evaporator and the condenser (Shelton and Grossmann, 1986). The resulting heat
exchanger areasA are then obtained fromQ =

∫
(U ·∆T)dA.

As noted in the introduction, the solution to Equation5.5 does not generally give
optimal operation with the resulting areas. The re-optimized operation problem
with given areas, see Problem5.3, becomes:

min
u3

(Ws)

subject to Avap−Amax
vap ≤ 0 (5.6)

Acon−Amax
con ≤ 0

whereAmax
vap andAmax

con are the result of the∆Tmin-method design problem (Equation
5.5). The degrees of freedomu3 include Avap and Acon (which in this case are
optimally equal to their maximum design values) plus the three other operating
variables (e.g. two pressures and refrigerant flow).

The results for the two problems are summarized in the two left columns of Table
5.2 and we note that re-optimization reduces the operating cost (Ws) by 3.2%.
Figure5.3shows the corresponding temperature profiles in the condenser.
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(b) Re-optimized operation with specifiedA

Figure 5.3: Temperature profile in the condenser for the∆Tmin-method

• In the design case (5.5) (with fixed∆Tmin) there is no sub-cooling of ammo-
nia in the condenser. In the re-optimized operation (5.6) however, there is a
sub-cooling of 8.9◦C. The optimality of sub-cooling in simple refrigeration
cycles is discussed in detail inJensen and Skogestad(2007b).

• The high pressurePh is increased by 0.7% in the re-optimized case, but this
is more than compensated for by a 3.7% reduction in flowrate.
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Table 5.2: Ammonia case study
∆Tmin-method Simplified TAC (Eq.5.9)

Design (5.5) Operation (5.6) C0 = 818∗ C0 = 8250†

∆Tmin = 10◦C Re-optimized
∆Tvap

min [◦C] 10.0 10.0 9.13 26.7
∆Tcon

min [◦C] 10.0 1.53 1.84 10.0
Acon[m2] 4.50 4.50 4.12 1.47
Avap[m2] 4.00 4.00 4.38 1.50
Atot [m2] 8.50 8.50 8.50 2.97
HX cost[-] 1.00 1.00 1.00 0.51
Pl [bar] 1.74 1.74 1.81 0.77
Ph [bar] 13.5 13.6 14.0 28.4
∆Tsub[

◦C] 0.0 8.9 9.6 28.5
ṁ[mols-1] 1.07 1.03 1.03 1.10
Ws[W] 6019 5824 5803 12479
COP[-] 3.32 3.43 3.45 1.60

Given data is shown in boldface
∗C0 adjusted to get same total heat exchanger area as the∆Tmin-method
†C0 adjusted to get same∆Tmin as used in the∆Tmin-method

In summary, we find that the∆Tmin design-method does not result in optimal oper-
ating variables for the given example. A better design method is therefore needed!

5.3 Proposed simplified TAC method

The original cost function for Problem5.1 requires quite detailed cost data plus
a lot of other information which is not available at an early design stage. The
simplified Problem5.2on the other hand, is easy to formulate and solve, but here
we cannot easily handle differentU-values for heat exchangers and the optimal
design point is not generally the same as the optimal operating point (even nom-
inally). Therefore, the objective is to find a better simplified formulation. The
starting point is to replace the equipment cost (Equation5.2) in Problem5.1with
a simplified expression. First, we assume that the structure of the design is given
such that we need not consider the fixed cost terms (i.e. we setCfixed,i = 0). Sec-
ond, we only consider heat exchanger costs. For a vapour compression cycle this
is justified if the capital cost for the compressor is proportional to the compressor
powerWs, which corresponds to assumingni = 1 for the cost exponent for the com-
pressor. We can then include the capital cost for the compressor in the operating
cost of the compressor. Third, we assume that all heat exchangers have the same
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cost factors (Cvariable,i= C0 andni = n).

The resulting “simplified TAC” optimal design problem becomes:

Problem 5.4 Simplified optimal designwith simplified TAC

min
u4

(

Joperation+C0 ·∑
i

An
i

)

(5.7)

subject to model equations and operating constraints, and whereu4 includes the
heat exchanger areasAi plus the operating variables. In the general case:

Joperation= ∑ pFi Fi −∑ pPj Pj +∑ pQkQk +∑ pWs,lWs,l [$year-1] (5.8)

whereFi are feeds,Pj are products,Qk are utilities (energy),Ws,l are the mechan-
ical work the p’s are respective prices. For a heat exchanger network problem
this can be reduced toJoperation= ∑ pQi Qi [$year-1] which in many cases simpli-
fies to Joperation= QH [$year-1], whereQH is the supplied heat (Gundersen and
Naess, 1988). For the refrigeration cycles considered in this paper,Joperation=
Ws[$year-1].

In the examples, we choosen = 0.65 for the heat exchangers and useC0 as the
single adjustable parameter (to replace∆Tmin). There are several benefits compared
with the∆Tmin-method:

• The heat exchanger temperatures depend onUiAi for each heat exchanger.
Thus, differentU-values for each exchanger are easily included.

• The optimal design (Equation5.7) and the optimal operation (Problem5.3)
have the same solution in terms of optimal stream data. This follows since
the termC0 ∑i A

n
i is constant in operation.

• The assumption of using the sameC0 for all heat exchangers is generally a
much better than assuming the same∆Tmin.

On the other hand, compared to the∆Tmin design method, the simplified TAC de-
sign method requires calculation of∆T inside all exchangers during the optimiza-
tion, and the optimization problem is also a bit more difficult to solve. However,
the proposed method does not require any additional data compared with the∆Tmin

method.
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5.3.1 Revisit of ammonia case study

The optimization problem (Equation5.7) for the proposed simplified TAC-method
becomes∗:

min(Ws+C0 · (A
n
con+An

vap)) (5.9)

The right two columns of Table5.2shows the optimal design withn= 0.65 and two
different values ofC0. First,C0 = 818 gives the same total heat exchanger area and
almost the same capital cost as the∆Tmin-method, but the area is better distributed
between the evaporator and condenser. This results in a 3.60% reduction in op-
erating cost (Ws) compared with the∆Tmin-method (0.36% after re-optimizing the
operating point for the∆Tmin-method). Second,C0 = 8250 gives∆Tmin = 10.0◦C
as specified in the∆Tmin method. The compressor work is increased with 107%
(114%), but the heat exchanger area is reduced by 60%, and this is theonly design
that truly satisfies the∆Tmin we selected initially.

The simplified TAC method confirms that sub-cooling is optimal, and we see that
the degree of sub-cooling increases with decreasing heat transfer area (increased
C0).

Note that the heat transfer coefficientsUi were assumed to be equal, but the sim-
plified TAC method will automatically distribute the heat transfer area optimally,
also if the heat exchangers have different heat transfer coefficients. For example,
with Uvap = 2Ucon the energy savings (for the same heat exchangers cost) are even
larger (6%) using the simplified TAC method compared with the∆Tmin-method.

5.4 Other case studies

We here briefly present results from two other case studies.

5.4.1 CO2 air-conditioner

CO2 as a working fluid in air-conditioners and heat-pumps is gaining increased
popularity because of its low environmental impact (Lorentzen, 1995; Neksaa,
2002). We consider a trans-criticalCO2 air-condition unit with the following data:

∗In a more realistic design, one may also consider additional constraints such as maximum
compressor suction volumes and pressure ratio, but this is not discussed here.
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Table 5.3:CO2 air-conditioner
∆Tmin-method Simplified TAC

Design Operation C0 = 253∗ C0 = 185† C0 = 877‡

∆Tmin = 5◦C Re-optimized
∆Tgco

min [◦C] 5.00 3.56 2.41 2.07 5.00
∆Tvap

min [◦C] 5.00 5.00 5.78 5.01 11.5
∆T ihx

min [◦C] 5.00 4.75 - - -
Agco[m2] 1.31 1.31 1.76 2.02 0.92
Avap[m2] 1.60 1.60 1.38 1.60 0.70
Aihx [m2] 0.23 0.23 0 0 0
Atot [m2] 3.14 3.14 3.14 3.62 1.61
HX cost[-] 1.00 1.00 0.91 1.00 0.59
Ph [bar] 87.8 91.6 92.8 91.0 107.0
Pl [bar] 50.8 50.8 49.9 50.8 43.3
ṁ[mols-1] 0.65 0.59 0.69 0.70 0.67
Ws[W] 892 859 871 814 1328
COP[-] 4.49 4.65 4.59 4.92 3.01

Given data is shown in boldface
∗C0 adjusted to get same total area as∆Tmin-method
†C0 adjusted to get same heat exchanger cost as the∆Tmin-method
‡C0 adjusted to get same∆Tmin as used in the∆Tmin-method

• Heat transfer coefficient:U = 500Wm-2K-1 for the evaporator, condenser
and internal heat exchanger

• Ambient temperature:TH = 30◦C

• Set point for room temperature:TC = 20◦C

• Heat loss into the room:Qloss= 4.0kW

The details about the model are found inJensen and Skogestad(2007a). In the op-
timization we have included an internal heat exchanger (with areaAihx) that trans-
fers heat from before the compressor to before the valve. Otherwise the flowsheet
is as for the ammonia cycle shown in Figure5.2.

For solving Problem5.2, we use a design∆Tmin = 5.0◦C in all heat exchangers.
Again we find that re-optimizing for operation (Problem5.3) gives a better oper-
ating point with 3.70% less compressor power. The results given in Table5.3are
similar to the ammonia cooling cycle, although there is no sub-cooling sincePh is
above the critical pressure.

Interestingly with the simplified TAC method we obtainAihx = 0.0m2, which
means that it is not optimal from an economical point of view to pay for the area for
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the internal heat exchanger (although the internal heat exchanger would of course
be used if it were available free of charge). This is a bit surprising sincewe have
not included the fixed cost of installing a heat exchanger, which would make it
even less desirable to invest in an internal heat exchanger. On the otherhand, if
we require a lot of super-heating before the compressor then it might be better to
achieve this super-heating in an internal heat exchanger, but this is notdiscussed
here.

With C0 = 253 we get the same total heat transfer area as for the∆Tmin-method, but
the shaft work is reduced by 4.26% (0.58% compared to re-optimized).C0 = 185
gives the same cost of heat exchanger area (without even considering the savings
of completely removing a heat exchanger) andWs is reduced by 12.22% (8.85%).
With C0 = 877 we get the only design with∆Tmin = 5.0◦C. The heat exchanger
cost is reduced by 41% and the compressor power is increased by 49% (55%)
compared with the∆Tmin-method.

5.4.2 PRICO LNG process

The PRICO LNG process (Price and Mortko, 1996) is a simple configuration uti-
lizing mixed refrigerants. Details about the model is presented elsewhere (Jensen,
2008). Note that we are not considering constraints on compressor suction volume
and pressure ratio for the compressor. This will be important in an actual design,
but we have tried to keep the case study simple to illustrate the effect of specifying
∆Tmin.

A design∆Tmin of 2.0◦C is used for the∆Tmin method. From Table5.4 we see
that re-optimizing reduces the energy usage (Ws) by 4.8%. This is achieved by
increasing the pressure ratio (by 25.5%) and reducing the refrigerant flowrate (by
16.7%). The composition of the refrigerant is also slightly changed, but this is
not shown in Table5.4. We were quite surprised by the rather large improvement
obtained by re-optimizing with fixed heat transfer areas considering the relatively
low value for the initial∆Tmin.

With the simplified TAC method we get a 4.1% reduction (0.2% increase com-
pared to re-optimized) inWs for the same total heat transfer area (C0 = 2135). The
small increase inWs compared with the re-optimized∆Tmin design is because the
simplified TAC method minimizes the heat exchanger cost and not the total area.
With the same cost (C0 = 2090), the TAC-method gives a reduction in compressor
power of 4.3% (0.1%). The saving compared with the re-optimized case is small
because of the small∆Tmin resulting in very large heat exchangers. A more rea-
sonable design is achieved withC0 = 7350, which gives a design with a true∆Tmin
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Table 5.4: PRICO LNG process
∆Tmin-method Simplified TAC

Design Operation C0 = C0 = C0 =
∆Tmin = 2◦C Re-optimized 2135∗ 2090† 7350‡

∆Tmin,HOT [◦C] 2.00 0.89 0.90 0.86 2.00
∆Tmin,NG[◦C] 2.00 0.98 1.09 1.08 2.22
AHOT ·10−3 [m2] 98.2 98.2 101.2 102.7 43.1
ANG ·10−3 [m2] 29.9 29.9 26.9 27.2 14.5
ATot ·10−3 [m2] 128.1 128.1 128.1 129.9 57.7
HX cost[-] 1.00 1.00 0.99 1.00 0.60
Ph [bar] 20.1 27.1 27.0 26.8 37.8
Pl [bar] 2.7 2.9 2.9 2.9 1.91
ṁ[kmols-1] 3.0 2.5 2.5 2.5 2.3
Ws[MW] 18.94 18.14 18.17 18.12 22.16

Given data is shown in boldface
∗C0 adjusted to get same total area as∆Tmin-method
†C0 adjusted to get same heat exchanger cost as the∆Tmin-method
‡C0adjusted to get same∆Tmin as used in the∆Tmin-method

of 2.0◦C. The heat exchanger capital cost is reduced by 40% but the compressor
power is increased by 17.0% (22.2%).

5.5 Discussion

5.5.1 ∆Tmin-method

There are some main points that are important to note from this analysis of the
∆Tmin-method

1. ∆Tmin is treated as an important parameter in heat exchanger design, but
the theoretical basis seems weak as “violating”∆Tmin in operation may give
lower operating cost.

2. The∆Tmin-method will not always give the optimal operating point, so sub-
optimal setpoints might be implemented.

3. The size distribution between the heat exchanger will not be optimal, al-
though this may be partly corrected for by individually adjusting the value
of ∆Tmin for each heat exchanger.

4. More seriously, the results might lead to wrong structural decisions andthis
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can not be changed by iterating on the∆Tmin-values. In the ammonia case
study, one would incorrectly conclude that sub-cooling is not optimal and
thus implement a liquid receiver after the condenser. This would during
operation achieve no sub-cooling. From the true optimum however, we see
that some sub-cooling is optimal.

5. One potential advantage with the∆Tmin-method is that it only requires an
overall energy balance for the heat exchangers. However, for more com-
plex cases a more detailed model of the heat exchangers is needed so in the
general cases this advantage is lost.

In summary, the∆Tmin-method is not satisfactory for realistic design problems.

5.5.2 Other approaches

The question is whether there are other ways of specifying temperature differences.
In terms of area, rather than specifying∆Tmin, it would be better to specify the
mean temperature difference∆T = 1

A

∫
∆TdA, since∆T is directly linked to the

heat transfer area by (assuming constant heat transfer coefficient):

Q = UA∆T (5.10)

However, this method has several drawbacks that makes it unattractive touse.
First, it might be cumbersome to calculate the integral of the temperature and sec-
ond, and more importantly there are no general rules in selecting values for∆T.
We therefore propose to use the simplified TAC-method.

5.5.3 Heat exchanger network design

The results in this paper show that one should notuse a constraint on∆Tmin (EMAT)
for the design of individual heat exchangers. What about the standard heat ex-
changer network (HEN) design problem (e.g.Gundersen and Naess, 1988), where
a constraint on the heat recovery approach temperature∆Tmin (HRAT) for the net-
work is used? Our results do notinvalidate this approach. First, the stream data
(inlet and outlet temperatures and flows) are fixed for the standard HEN prob-
lem. It then follows, that specifying∆Tmin (HRAT) is equivalent to specifying the
heat recovery, or equivalently the required hot utility (QH). The solution to this
particular design problem will therefore result in optimal operating data if wein-
stall the resulting areas (and remove the∆Tmin specification). However, note that
the simplified TAC-formulation in Equation5.7with Joperation= ∑i pQi Qi is much
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more general than the standard heat exchanger network design problem, where the
stream data are specified.

5.6 Conclusion

We have shown that the method of specifying∆Tmin for design of heat exchangers,
(min J subject to∆T ≥ ∆Tmin), may fail to give an optimal operating point. In the
ammonia refrigeration case study, the∆Tmin-method fails to find that sub-cooling
in the condenser is optimal. As a simple alternative we propose the simplified total
annualized cost (TAC) method (min(J+C0 ∑i A

n
i )), whereC0 replaces∆Tmin as the

adjustable parameter. A high value ofC0 corresponds to increasing the investment
(capital) costs relative to the operating (energy) costs and favors small areas and a
larger∆Tmin. Thus,C0 can be adjusted to get a desired value for∆Tmin or the total
area or it can be obtained from cost data. With the alternative method, different
heat transfer coefficientsUi can also be accounted for.

Another important conclusion is related to the temperature difference profilein the
heat exchanger. According to exergy or entropy minimization rules of thumb(e.g.
Sauer et al., 1996) it is optimal to have even driving forces, which suggests that∆T
should be constant in heat exchangers. The results presented here however, suggest
that this is not true. The∆Tmin approach (Problem5.2) favors a more constant∆T
profile (see Figure5.3(a)), but in optimal operation (Problem5.3) we find that the
temperature difference is small in one end (see Figure5.3(b)).
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Chapter 6

Optimal design of a simple LNG
process

In this chapter we discuss the design optimization of a single cycle
mixed fluid LNG process, the PRICO process. A simple objective func-
tion is stated and used on nine different cases with varying constraints.
Important constraints are discussed and the results are compared with
the commercial PRICO process and with other publications.

6.1 Introduction

Large amounts of natural gas are found at locations that makes it infeasible or not
economical to transport it in gaseous state to the customers. The most economic
way of transporting natural gas over long distances is to first produce liquefied
natural gas (LNG) and then transport the LNG by ships. LNG has approximately
600 times the density of gaseous natural gas.

At atmospheric pressure, LNG has at saturated conditions a temperature of ap-
proximately−162◦C, so the process requires large amounts of energy to generate
the necessary cooling. Several different process designs are used and they can be
grouped roughly as follows:

1. Pure fluid cascade process: The refrigerants are pure fluids, but several cy-
cles are used to improve the efficiency.

2. Mixed fluid refrigerant: The refrigerant composition is adjusted to match
the cooling curve of the natural gas.

81
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3. Mixed fluid cascade process: Combination of the two where energy effi-
ciency is further improved by using several mixed refrigerant cycles.

The PRICO LNG process considered in this paper, see Figure6.1, belongs to the
second group and has a single cycle with a mixed refrigerant. The mixed refrig-
erant gives a good temperature match throughout the heat exchanger compared
with using pure component cycles (group 1). However, compared with multiple
mixed refrigerant processes the thermodynamic efficiency is lower, so theprocess
is mainly used for smaller plants (e.g. peak shaving plants) up to 2MTPA (million
tons per annum).

Stebbing and O’Brien(1975) reports on the performance of the first commercial
PRICO plants in operation.Price and Mortko(1996) from the Black & Veatch
company discuss the process and give some key values for several oftheir plants.
With respect to academic work,Lee et al.(2002) used the PRICO process as one
of their case studies for testing their approach to design optimization. The same
group later published some updated results (Del Nogal et al., 2005).

LNG Flash gas

Fuel gasPre-treated
NG SW

Fuel HXNG HX

Refrigerant
compressor

Fuel
compressor

Condenser Ph

Pl

Pm
Tout

Figure 6.1: Simplified flowsheet of the PRICO process also showing flash gas
heating and recompression (not considered here).
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6.1.1 Optimal design

Mathematically, optimal design may be expressed as the solution to the following
optimization problem:

min JTAC = Joperation+Jcapital (6.1)

subject to c≤ 0

whereJcapital[$year-1] is the annualized cost of the equipment andJoperation[$year-1]
is the annual operating cost (Joperation= Jutility +Jfeeds+Jproducts). The total annual-
ized cost (TAC) is minimized with respect to the design variables, which includes
both the structure (integer variables) and the design parameters.c is a set of design
constraints (i.e. maximum design pressure, non-negative flows and feedcomposi-
tion).

The truly optimal design is a complex task involving mixed integer non-linear
programming. In our case, however, we start from a given process structure so we
may use a simpler approach with no integer variables.

For heat exchanger design, a common approach is to minimize only the operating
cost, but subject to a minimum approach temperature in all heat exchangers(Lee
et al., 2002; Del Nogal et al., 2005), that is,∆Ti ≥ ∆Tmin is introduced as a design
constraint. The idea is that the heat exchanger minimum approach temperature∗,
∆Tmin, gives a balance between low operating cost (favored by low∆Tmin) and low
capital cost (favored by high∆Tmin). This approach will however, not generally
result in a true optimal design, even when iterating on∆Tmin. Specifically, re-
optimizing to find the optimal operation given the resulting equipment, will usually
result in a lower optimal value of∆Tmin (Chapter5). This also implies that a design
approach based on specifying∆Tmin and altering it in an outer loop, will not work.

Therefore, we choose to use the simplified total annual cost (sTAC) methodpre-
sented in Chapter5. The capital cost is often expressed as a fixed and a variable
contribution,Jcapital= ∑i (Cfixed,i+Cvariable,i·S

ni
i )/T, whereSi is the characteristic

size for the unit (area in m2 for heat exchangers). The cost factors (Cfixed,i and
Cvariable,i) and the scaling factorni are assumed constants for each unit.T is the
capital depreciation time, e.g.T = 10years. First, if the structure of the network is
fixed, the size independent parameter does not matter (so we may useCfixed,i = 0).
Second, we here consider only the compressor and heat exchanger costs (main
equipment). Third, we assume that the exponentn = 1 for the compressors. We
can then add the operation and capital cost for the compressor into a singleterm,

∗∆Tmin in this paper refers to the individual exchanger approach temperature(ERAT) and not
the heat recovery approach temperature (HRAT) or “pinch” temperature of the entire network
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see Equation6.2 below. Fourth, we assume that the size dependent parameter
and the exponent are equal for all heat exchanger (Cvariable,i= C0 andni = n). We
choose to fixn= 0.65 for the heat exchanger areas and useC0 as a single adjustable
parameter.

The resulting “simplified TAC” design problem with the cost factorsC0 andk as
parameters becomes:

min



k ·Ws+ pfeed· ṁfeed− pLNG · ṁLNG − pfuel · ṁfuel
︸ ︷︷ ︸

Jflows

+C0 ·∑
i

An
i



 [$/year]

(6.2)

This minimization is subject to some design constraints, see Section6.1.2. Ai is
the heat transfer area for the two hot streams in the main heat exchanger (natural
gas and warm refrigerant) and for the sea water heat exchanger. Note thatk is not
only the price of the compressor energy as it also includes the annualized capital
cost for the compressor. One may viewk[$/MW/year] as the price of “renting” a
compressor.

With no capacity limits, this problem (Equation6.2) is actually ill-posed as it is
optimal to have infinite feed (capacity). In practice, one either designs fora given
feed or imposes constraints that limit the capacity. In this paper, we assume that
we wish to find the optimal design with a given maximum compressor shaft power
Wmax

s . The factork then does not matter as the termkWs is fixed. We also do
not include the condenser in the design, and instead specify the outlet temperature
of the condenser. A mass balance gives ˙mfuel = ṁfeed− ṁLNG and we may write
Jflows = ṁfeed(pfeed− pfuel)−ṁLNG (pLNG − pfuel) =−ṁLNG (pLNG − pfuel), where
we have assumedpfeed= pfuel. This is reasonable since feed may be used as a fuel.
SinceWs is constrained, the optimal design problem (Equation6.2) simplifies to:

min
(
−ṁLNG +Ĉ0

(
A0.65

HOT +A0.65
NG

))
(6.3)

subject to Ws ≤Wmax
s

mfuel ≤ mmax
fuel

c≤ 0

The minimization is with respect to design parameters (AHOT andANG) operating
parameters (flows, pressures, splits etc.). We may adjust the parameterĈ0 in Equa-
tion 6.3to obtain a reasonable∆Tmin. This will unlike the “∆Tmin-method” (where
we maximizeṁLNG with ∆Ti ≥ ∆Tmin as constraints) give the same operating point
if one re-optimizes the operation with the areas fixed at the optimal design values.
The setc is constraints that may vary for the different cases.
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6.1.2 Design constraints

In design it is necessary to impose some constraints for the optimization to assure
that a feasible solution is found.

Pressure: There are typically constraints on pressures in the process. These con-
straints may be related to equipment manufacturing limits. For example, a
large conventional centrifugal compressor has a maximum pressure in the
order of 30 to 40bar, while a vertical split centrifugal compressor may have
outlet pressure up to about 80bar (General Electric Oil and Gas, January
2007). Constraints may also arise from the fact that higher pressures are not
desirable from a safety point of view (e.g. explosion danger). One may also
constrain certain pressures to simplify the objective function by removing
the pressure dependence (higher pressure requires more expensive piping,
heat exchangers etc.).

Temperatures: There may be constraints on temperature gradients (e.g. in heat
exchangers) or on absolute temperatures. Both of these may be related to
mechanical issues such as stress.This has not been considered here.

Compressor suction volume (̇Vsuc): In operationthe compressor suction volume
and compressor head are linked to the speed of rotation through the charac-
teristic curve. In designone may have to limit the compressor size to keep
it within physical limits (e.g. by limiting the compressor suction volume).
The current maximum limit for a single flow centrifugal compressor seems
to be 380000m3h-1 (General Electric Oil and Gas, January 2007).

Compressor head: A simple correlation for the maximum head (or specific en-
thalpy rise) per compressor wheel is for a centrifugal compressor (see Equa-
tion 1.73 on page 37 inLüdtke, 2004):

Head= ∆h = s·u2 [kJkg-1] (6.4)

wheres≈ 0.57−0.66 is the work input factor andu[ms-1] is the velocity at
the wheel tip. Adding the numbers for each wheel gives the total head for
the compressor. For example, one compressor wheel with 1.7m diameter
and a rotational speedω = 3600RPM gives the following head:

u =
3600min-1

60smin-1
·π ·1.7m= 320ms-1 (6.5)

∆h = (320ms-1)2 ·s≈ 58−68kJkg-1 (6.6)

Table6.1gives the head for different rotational speeds and wheel diameters
(s= 0.57). For large compressors, the number of wheels is typically six or
less (up to eight for the barrel type).
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Table 6.1: Maximum head,∆h[kJkg-1], per compressor wheel for different wheel
diameters and rotational speeds (Equation6.4 with s = 0.57). The last column
shows the total head for a compressor with one of each of the wheels in the table.

Wheel diameter
Rotational speed 1.7m 1.6m 1.5m 1.4m 1.3m 1.2m Sum 6 wheels
3600RPM 59.6 52.8 46.4 40.4 34.8 29.7 263.6
3000RPM 41.4 36.6 32.2 28.0 24.2 20.6 183.0

Compressor pressure ratio (Pr): The maximum compressor pressure ratio is an
alternative simple way of limiting the compressor head (e.g.Price and
Mortko (1996) report the value of 5.5 for their compressor), but this ap-
proach is less exact since the head also depends on the mass flowrate. The
use of Equation6.4 is therefore preferred.

Compressor shaft work (Wmax
s ): A maximum value for the compressor shaft work

may be imposed for example due to physical limitations in the driver to the
compressor or the compressor itself or in the available power supply.

Mach number: The gas velocity must be below the sonic velocity (Mach number
less than one). High Mach numbers are typically a problem at low pressures,
so this is an issue at the compressor inlet. However, the velocity is only
known at the compressor outlet (the tip speed) so it is common to report
the machine Mach number as the tip speed over the sonic velocity at the
inlet. The machine Mach number may be higher than one (as high as 1.25
according toLüdtke(2004)) without having an actual Mach number higher
than one.We have not considered this constraint.

LNG outlet conditions: There may be constraints on the LNG heating value and
composition.This is not considered here. We have however, assumed stor-
age as saturated liquid atP = 1.1bar.

Fuel specifications: There may be constraints on the fuel heating value and com-
position.This is not considered here. We have limited the maximum amount
of fuel to a value somewhat larger than the energy needed by the refrigerant
compressor (by combustion in a gas turbine).

6.2 Process description

Figure6.1shows a simplified flowsheet of the PRICO process.Natural gasis fed
to the main heat exchanger (NG HX) after some pretreatment (removal of water,
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CO2 etc.) which is not included in this paper. The natural gas is cooled, liquefied
and sub-cooled by heat exchange in NG HX with the cold refrigerant. To further
lower the temperature, the sub-cooled liquid is then expanded and the liquid is
separated from the vapour (flash gas) and sent to storage as LNG. The vapour
(flash gas) is heated, re-compressed and used as fuel, but this part of the plant has
not been included in this work. Instead the flash gas is considered as a product
with a given fuel prize. The further simplified process considered in this work is
shown in Figure6.2.

LNG Flash gas

Pre-treated NG SW

NG HX

Refrigerant
compressor

Condenser

Ph

Pl

Pm
Tout

Figure 6.2: Further simplified flowsheet of the PRICO process used in this work

The refrigerant is partially condensed in the sea water (SW) cooler (condenser).
The main part (all in our case, see Figure6.2) of the refrigerant is fed to the NG
HX and is cooled together with the natural gas stream. The refrigerant is a sub-
cooled liquid at the outlet of NG HX and is expanded to the low pressure (Pl ). The
resulting two-phase mixture provides the cooling in NG HX by vaporization. The
outlet from the heat exchanger (NG HX) is slightly super-heated, partly toavoid
damage to the compressor. We have assumed∆Tsup= 10◦C in most cases.

We have made some simplifications compared to the process described inPrice and
Mortko (1996). First, we do not consider removal of heavy components from the
natural gas feed. This removal may be done upstream or integrated in the refriger-
ation process (as shown byPrice and Mortko(1996)). A more detailed discussion
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on this is given below.Second, we have not included the refrigerant separator and
refrigerant pump indicated byPrice and Mortko(1996). This, however, will not
change the thermodynamics if the pump work is neglected.Third, as already men-
tioned we have not considered the flash gas heating (Fuel HX) and compression.
The resulting flowsheet is shown in Figure6.2.

Some of the data reported byPrice and Mortko(1996), which we have used as
design constraints, is shown in Table6.2. In addition, we use the following:

• Composition of natural gas (mole-%): 89.7% methane, 5.5% ethane, 1.8%
propane, 0.1% n-butane and 2.8% nitrogen. Note that this composition is
more methane rich than that reported inPrice and Mortko(1996) (89.7%
versus 83.2%). The mole weight isMW = 0.0176kgmol−1.

• The temperature after the refrigerant condenser and the temperature in the
natural gas feed are both 30◦C. Price and Mortko(1996) report 29◦C and
32◦C, respectively.

• Pressure drops:

– 5bar on natural gas side in main heat exchanger

– 0.1bar in SW cooler

– 4bar for hot refrigerant in main heat exchanger

– 1bar for cold refrigerant in main heat exchanger

– 0.3bar from main heat exchanger to compressor

• Constant heat transfer coefficients

• The refrigerant is a mix of nitrogen (N2), methane (C1), ethane (C2), propane
(C3) and n-butane (nC4) and the composition is found by optimization.Price
and Mortko(1996) use hydrocarbons ranging fromC1 to iC5.

• The SRK equation of state is used for the thermodynamic calculations.

6.3 Results for optimal design

The numerical results from the optimization for nine cases are reported in Table
6.3. Boldface numbers indicate specifications or active contraints. We have ad-
justedĈ0 in Equation6.3to obtain∆Tmin ≈ 2.0◦C in the main heat exchanger (NG
HX) for all cases. We have assumed 10◦C super-heating at the compressor inlet
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Table 6.2: Design constraints based on data fromPrice and Mortko(1996)
Pfeed[bar] 40
Ws[MW] (max) 77.5
V̇suc[m3s-1] (max) 88∗

Ph [bar] (max) 22
Pr [-] (max) 5.5

∗This was reported as 317m3s-1, but this is probably a misprint and should be 317000m3 h-1

(∆Tsup= 10◦C) except in Cases6.3and6.4. Note from the results that it is optimal
in all cases to have noC3H8 in the refrigerant.

Table 6.3: Optimal design results for nine different cases
Case 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9

ṁfeed[kgs-1] 52.2 45.0 45.3 44.8 49.6 49.6 51.4 76.1 80.8
ṁLNG [kgs-1] 44.6 41.7 42.0 41.5 46.3 46.3 48.1 71.1 75.8
ṁfuel [kgs-1] 7.7 3.33 3.33 3.33 3.33 3.33 3.33 5.0 5.0

ṁREF [kgs-1] 478 475 472 443 251 298 320 611 617
Tout[

◦C] -144 -156 -156 -156 -157 -157 -157 -157 -156
∆Tsup[

◦C] 10.0 10.0 11.6 25.7 10.0 10.0 10.0 10.0 10.0
∆Tmin [◦C] 1.96 1.97 1.95 2.03 1.97 1.94 1.94 2.00 2.04

η [%] 82.8 82.8 82.8 82.8 82.8 82.8 82.8 82.8 82.8
Ws[MW] 77.5 77.5 77.5 77.5 77.5 77.5 77.5 120 120

Ph [bar] 22.0 22.0 22.0 22.0 50.4 30.0 37.0 30.0 30.0
Pressure ratio[-] 5.5 5.5 5.5 5.5 22.5 16.6 11.7 7.3 7.2

Pl [bar] 4.0 4.0 4.0 4.0 2.24 1.81 3.17 4.11 4.16
Head[kJkg-1] 134 135 136 145 256 216 200 162 161

Vsuc[m3s-1] 84.3 83.3 84.0 83.9 75.1 106 70 106 106
UAHOT [MW ◦C-1] 38.4 40.9 41.3 39.8 18.7 22.9 26.8 51.8 52.2
UANG [MW ◦C-1] 4.8 4.4 4.4 4.6 5.7 5.5 5.8 8.0 8.2
UAtot [MW ◦C-1] 43.1 45.3 45.7 44.4 24.4 28.4 32.6 59.8 60.4

Ĉ0 ·10−3 [kgs-1m-1.3]∗ 110 120 130 107 37 51 54 3000 3000
Refrigerant composition:

xCH4 [mole-%] 33.3 32.3 32.3 32.5 31.1 29.2 31.9 32.5 33.2
xC2H6 [mole-%] 35.3 33.2 33.4 34.7 32.3 32.9 32.7 32.9 33.5
xC3H8 [mole-%] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

xn−C4H10 [mole-%] 25.0 24.6 24.3 22.8 26.7 30.3 25.2 23.4 23.5
xN2 [mole-%] 6.4 9.9 10.0 10.0 9.9 7.6 10.2 11.2 9.8

∗Ĉ0 adjusted to obtain∆Tmin ≈ 2.0◦C

Case 6.1Nominal design using data fromPrice and Mortko(1996) in Table6.2.
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We specify the LNG temperature at the exit of NG HX (Tout) to −144◦C (Price
and Mortko, 1996). The LNG production ( ˙m = 2.52kmoles-1 = 44.6kgs-1) is
slightly larger (3.7%) than that reported byPrice and Mortko(1996) (ṁLNG =
2.43kmols-1∗), but note that the feed composition is different and that we have
neglected the removal of heavy components. On the other hand, we have not
included the heating of flash gas (in Fuel HX) before re-compression to turbine
fuel which would have further increased the LNG production by providing some
cooling for free.

The resulting flash gas is 7.7kgs-1 and will produce about 230MW of energy by
combustion in a gas turbine (assuming 60% efficiency and 50MJkg-1). This is too
high considering that the refrigerant compressor consumes less than 80MW. In the
remaining cases we have therefore limited the amount of flash gas to 3.33kgs-1 to
achieve about 100MW equivalents of fuel, which replaces the specification onTout.

Case 6.2Constraint on the amount of flash gas after expansion (3.33kgs-1) such
that it gives about100MWworth of energy in a gas turbine.

Note that the temperature out of the heat exchanger (Tout) is reduced from−144
to −156◦C to reduce the amount of flash gas. This results in a 6.0% reduction in
production compared with Case6.1 (ṁLNG drops from 44.6kgs-1 to 41.7kgs-1).
This is because we are unable to cool as much natural gas and this is not compen-
sated for by the increased liquid fraction after expansion. The effect of the outlet
temperature (Tout) is further discussed below.

Case 6.3Optimized super-heating.

We find by removing the constraint on super-heating, that∆Tsup increases from
10.0◦C to the optimal value of 11.6◦C. This gives an 0.8% increase in LNG
production compared with Case6.2. This illustrates, as discussed byJensen and
Skogestad(2007), that the optimal super-heating is not zero for a system with
internal heat exchange.

Case 6.4Higher degree of super-heating.

In this case we specify a higher degree of super-heating (25.7◦C compared to the
optimal of 11.6◦C). This gives only a 1.3% reduction in LNG production com-
pared to Case6.3, which shows that the optimum is “flat” in terms of super-heating.
With 0.22◦C super-heating we get a reduction of 2.3% in LNG production com-
pared with Case6.3.

∗Calculated from 4.71MNm3day-1
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In reality, we expect that the heat transfer coefficient is lower in the super-heating
section than in the vaporization section. This suggests that the optimal degreeof
super-heating will be lower than what we find with constant heat transfercoeffi-
cients.

Until now we have fixed the two refrigerant pressures. Specifically, thedischarge
pressurePh is fixed at 22bar and the pressure ratio,Pr = Ph/Pl at 5.5 (Table6.3).
However, some authors have published optimization results with discharge pres-
sure much higher than 22.0bar (Lee et al., 2002; Del Nogal et al., 2005). They
also claim that the refrigerant flowrate should be about 3-4 times the flowrate of
natural gas on mole basis. For the cases up till now we have obtained a ratio of
about 6, which is about 50% higher. These two observations are closelyrelated as
the amount of refrigerant depends on the pressure ratio (Pr).

Case 6.5No pressure constraints

Here we optimize the process without the constraint on discharge pressure and
pressure ratio. We see that the production is increased from 41.7kgs-1 to 46.3kgs-1

(11%) while the refrigerant amount is reduced from 14.7kmoles-1 to 7.64kmoles-1

(which gives a ratio 2.9 between refrigerant and LNG flowrate). To achieve this,
the high pressure is increased toPh = 50.4bar and the pressure ratio isPr = 22.

Some other interesting results to note are:

• the compressor suction volume decreases

• the necessary heat transfer area for the warm refrigerant stream isless than
half,UA is 18.8MW/◦C compared to 40.9MW/◦C for Case6.2

Both these effects are related to the fact that much less refrigerant is needed, but
how can this be explained? The cooling duty per kg of refrigerant is closely re-
lated to the compressor head,[kJkg-1], which again is closely related to the pres-
sure ratio. So increasing the compressor head (and pressure ratio) willincrease
the cooling duty per kg of refrigerant and thus decrease the required amount of
refrigerant.

There is a potential problem with this design. A high pressure ratio usually requires
more compressor stages (casings) and this may not be desirable, althoughsome of
the extra capital cost related to the extra compressor casing and higher pressure
will be offset by the reduction in heat transfer area.

We wish to limit the PRICO process to one compressor casing, which may not be
feasible with the high pressure ratio of 22 in Case6.5. To get a realistic design we
use performance specifications for the MCL1800 series compressor from General
Electric Oil and Gas(January 2007).
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Case 6.6MCL1800 series compressor.

MCL1800 is a centrifugal compressor with casing diameter of 1800mm. The re-
ported maximum suction volume is 380000m3h-1 or about 106m3s-1, the maxi-
mum discharge pressure is 30bar and the maximum shaft work is 120MW (Gen-
eral Electric Oil and Gas, January 2007). In this case we keep 77.5MW as the
maximum compressor shaft work to compare with the other cases, and specify
a maximum compressor suction volume of 106m3s-1 and maximum pressure of
30bar.

Interestingly, the results show that we are able to almost match the production and
pressure ratios obtained in Case6.5with realistic specifications and one compres-
sor casing. The total head in the compressor may be achieved with one compressor
casing with 5 wheels and a rotational speed of 3600RPM, see Table6.1.

Note that the suction volumeVsuc is an active constraint for the three last cases in
Table6.3where actual compressor data are utilized.

The MCL1800 compressor seems a bit large for the specified duty, so let us try a
smaller compressor.

Case 6.7MCL1400 series compressor.

MCL1400 is a centrifugal compressor with a casing diameter of 1400mm. The
reported maximum suction volume is 250000m3h-1 or about 70m3s-1, the maxi-
mum discharge pressure is 37bar and the maximum shaft work is 75MW (General
Electric Oil and Gas, January 2007). We have assumed that it is possible to use
77.5MW power.

We get a slightly higher production (3.6%) compared with Case6.6. This illus-
trates that the increase in outlet pressure (from 30bar to 37bar) more than compen-
sates for the reduction in compressor suction volume (from 106m3s-1 to 70m3s-1).
The reqired head is slightly reduced because of a higher suction pressure. How-
ever, the maximum head is reduced compared with the MCL1800 compressor
because of a reduced tip speed. The total achievable head in the compressor is
strongly affected by the reduction in wheel diameter throughout the compressor
casing. Using a 7.0cm reduction from one wheel to the next and an intial wheel
diameter of 1.35m gives an estimated maximum total head of 172kJkg-1 with 6
compressor wheels. This is significantly less than the required amount and we be-
lieve that the design in Case6.7 is infeasible with one compressor casing, but a
detailed compressor design is necessary to verify this conclusion.

Finally, we would like to find the maximum train capacity limit for the PRICO
process with a single compressor casing.
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Case 6.8Again we utilize the larger MCL1800, but we allow for more shaft power,
namely120MW

We find that we may produce 71.1kgs-1 LNG in a single PRICO train with one
compressor casing using realistic design data. Note that the required compressor
head is reduced from 216kJkg-1 to 162kJkg-1 compared to Case6.6 so for this
case we may use a slower driver (see Table6.1), for example a Frame 9 gas turbine
with rotational speed of 3000RPM (General Electric Oil and Gas, January 2007).

Note that the cost factor̂C0 = 3000 is increased tenfolds compared to the other
cases. This was necessary to achieve∆Tmin = 2.0◦C. There seems to be no prac-
tical reasons for this large increase in the cost factor and an alternativedesign
optimization is given below.

1© 2©

Figure 6.3: A flowsheet of the PRICO process illustrating the use of liquid turbine
and valve as expansion device

The LNG expansion valve and the refrigerant expansion valve shown inFigure6.1
may be exchanged with a combination of liquid turbine and valve, see Figure6.3.
Ideally, one would do the entire expansion in a turbine, but two-phase turbines are
to our knowledge not in use so it is necessary to use the combination of a liquid
turbine and a valve (Barclay and Yang, 2006). The liquid turbine will then take the
pressure down to slightly above the saturation pressure and the expansion valve
will take care of the two-phase expansion. The main advantage with this solution
is not that power is generated by the liquid turbine (this is actually quite small),
but rather the extra cooling provided by the isentropic expansion in the turbine
compared to isenthalpic expansion in the valve. This reduces; i) the amount of
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flash gas that does not contribute to the product for LNG expansion andii) the
amount of flash gas that does not contribute significantly to the cooling, butstill
needs to be compressed by the compressor for the refrigerant expansion.

Case 6.9A liquid turbine is included in the expansion of the natural gas1© and
in the expansion of the refrigerant2©.

The production is further increased by 6.6% compared with Case6.8. The total
heat transfer area is increased by 1.0%. Note that also for this case we had to
specify a highĈ0 to obtain∆Tmin ≈ 2.0◦C.

We have assumed an isentropic efficiency of 80% in the liquid turbines. We have
used a back-off from saturation at the turbine outlet of 2.0bar. A turbine will be
even more advantageous for cases with higher pressures, both in the refrigerant
cycle and in the natural gas stream.

In summary,we see that some design constraints strongly affect the optimal solu-
tion. These constraints are related to the compressor performance; maximumsuc-
tion volume, maximum discharge pressure, maximum head and maximum shaft
work. The changes given by these constraints are illustrated in cases6.5 to 6.8.
Other constraints have less influence on the optimal solution; these are the degree
of super-heating and the amount of flash gas (determined by the temperature after
cooling or the amount of flash gas). The changes given by these constraints are
illustrated by the first four cases.

6.3.1 An alternative design optimization

Above we adjusted the cost factorĈ0 to achieve∆Tmin ≈ 2.0◦C. For Case6.8 this
resulted in a cost factor unrealistically much larger than for the other cases. We
suspect that this is due to the non-linear behaviour of∆Tmin. A better approach
may be to fixĈ0. HereĈ0 = 110·103kgs-1

(
m-2
)0.65

is used for all cases.

Table 6.4 shows key results for all nine cases with the same specifications for
super-heating, maximum work and pressures as before. Note that for Case6.8we
get an increase by 8.6% in the LNG production compared to the corresponding
case in Table6.3 whereĈ0 = 3000· 103kgs-1

(
m-2
)0.65

. This is achieved by in-
creasing the total heat transfer area by 24.7% and∆Tmin is reduced from 2.0◦C to
1.5◦C. A similar increased production and heat transfer areas is achieved for Case
6.9. For cases6.5to 6.7the production is reduced compared to the results in Table
6.3.

The results in Table6.4 are obtained more easily than the results in Table6.3,
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Table 6.4: Optimal design withC0 = 110·103kgs-1
(
m-2
)0.65

Alternative Case 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
ṁLNG [kgs-1] 44.6 45.4 45.8 44.3 36.5 42.6 45.1 77.2 81.4

∆Tmin [◦C] 1.96 1.96 1.86 2.04 2.89 2.51 2.37 1.48 1.65
UAHOT [MW ◦C-1] 38.4 41.7 42.3 39.7 8.0 18.4 22.5 64.2 62.8
UANG [MW ◦C-1] 4.8 4.6 4.7 4.5 2.9 4.1 4.6 10.3 10.4
UAtot [MW ◦C-1] 43.1 46.4 46.9 44.2 10.9 22.5 27.1 74.6 73.2

Change compared with Table6.3
∆ṁLNG [%] 0.0 8.9 9.0 -1.1 -21.2 -8.0 -6.2 8.6 7.4
∆UAtot [%] 0.0 2.4 2.6 -0.45 -55.5 -21.0 -16.9 24.7 21.2

where it was necessary to adjustĈ0 until we got∆Tmin ≈ 2.0◦C.

In terms of optimality it seems better to fix the cost factorĈ0 rather than the∆Tmin.

In Cases6.2 and6.3 the relative (percent) increase in production ( ˙mLNG) is more
than three times the relative increase in heat transfer area (UAtot), even though the
work Ws is constant. This indicates strongly that the cost factorĈ0 is too high. An
alternative approach would therefore be to adjustĈ0 such that the relative increase
in ṁLNG andUAtot are similar.

6.4 Discussion

6.4.1 Compressor

The number of impellers, or wheels, in the compressor will affect the achievable
head. Lüdtke (2004) reports that centrifugal compressor may be manufactured
with up to ten impellers in one casing, but that more than five impellers usually
gives a cost in terms of reduced efficiency.General Electric Oil and Gas(January
2007) indicates that their compressors may be delivered with up to eight impellers.
Based on the numbers for maximum head per impeller in Table6.1 we have no
difficulty achieving the necessary head for the cases presented with the MCL1800
compressor, see Table6.3. However, there is some uncertainty:

• The wheel diameter is decreasing through the compressor, and finding the
optimal design requires a detailed analysis of the compressor.

• The number of wheels may affect the efficiency, which we have assumed
constant at 82.8%.
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Price and Mortko(1996) report that the PRICO process uses an axial compressor.
The efficiency may be slightly higher for an axial compressor than for a centrifugal
compressor.

6.4.2 Heavy extraction

We have neglected the process for removing heavy components from the natural
gas stream. The paper byPrice and Mortko(1996) shows that this process is in-
tegrated in the refrigeration process as shown in Figure6.4(a). The natural gas is
taken out of the heat exchanger after being cooled somewhat. The heavy compo-
nents are then in the liquid phase and is extracted (methane and ethane in the liquid
is recovered and mixed with the LNG product). The vapour stream is sent back to
the heat exchanger for further cooling.

Alternatively, one may have the removal of heavy components before the refriger-
ation process. This is shown in Figure6.4(b).

The choice between upstream and integrated NGL recovery depends onseveral
factors and will not be treated here.

The fraction of NGL in the natural gas feed is quite small for the case we have
considered, so we believe inclusion of an integrated NGL extraction will nothave
a large impact on our results.

(a) Integrated NGL recovery (b) Upstream NGL recovery

Figure 6.4: Alternative locations of the NGL recovery



6.4. Discussion 97

6.4.3 Feed pressure

Higher feed pressure gives higher maximum production because the main part of
the cooling will be at a higher temperature (since the condensation temperature
range is higher with increased pressure). Figure6.5shows the maximum produc-
tion as function of feed pressure. However, this effect is not for free since a feed
compressor is needed. For example, compressing the feed from 40bar to60bar
requires a compressor with about 5.3MW power for the natural gas flowrate in
Case6.8. To find the optimal feed pressure it is necessary to also consider the
feed compressor and the extra capital cost related to higher pressure inthe heat
exchanger and piping.

The feed pressure increase is limited if the NGL extraction is integrated (because
the separation in NGL extraction is harder at higher pressure, e.g. propane has a
critical pressure of about 42bar) so very high feed pressures areonly feasible for
plants with NGL extraction prior to refrigeration.

P[bar]

ṁ
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Figure 6.5: Maximum LNG production as function of feed pressure for Case6.9

6.4.4 Large PRICO plants?

Larger production rates requires more than one compressor, so one then has the
choice of using more PRICO trains in parallel or to use more cycles in cascade with
one compressor for each cycle. An obvious advantage with choosing more parallel
PRICO trains is that one may operate on part load if one compressor shuts down.
But important issues are thermodynamic efficiency and capital cost compared with
cascaded cycles.

Based on Case6.9 in Table 6.3 we get a maximum LNG production of about
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76kgs-1, see Figure6.5 with P = 40bar. This is about 2.2MTPA based on 335
operating days per year so two trains in parallel gives about 4.4MTPA while three
trains in parallel gives about 6.6MTPA. However, if a large plant is constructed
one may wish to have the NGL extraction up front and install a feed compressor
prior to the refrigeration process. From Figure6.5 we see that a feed pressure of
60bar gives a maximum production of about 97kgs-1 or 2.8MTPA per train. This
results in a maximum production of 5.6MTPA and 8.4MTPA for two and three
parallel trains respectively. Even higher feed pressures may be feasible.

The specific work is 439kWht-1 for 40bar feed pressure and 344kwht-1 for 60bar
feed pressure for the process with liquid turbine for expansion of LNG and refrig-
erant. This is without considering the shaft work generated by the turbines and
required by the feed and fuel compressor.

Roberts et al.(2004) presents different driver configurations for the AP-X process
from the Air Products company. The configuration with the highest production
(10MTPA) is with three Frame 9 gas turbines and and additional 10MW from
the helper/starter motor, giving a total of 400MW. We have assumed 130MW
for each Frame 9 gas turbine; this the ISO rating (General Electric Oil and Gas,
January 2007). With the same available shaft work we would achieve

2.8MTPA
120MW

·400MW= 9.3MTPA

for the PRICO process with 60bar feed pressure and liquid turbine for expansion
of both LNG and refrigerant. This is 7% lower for the same shaft work, but the
actual numbers will depend heavily on several factors such as feed pressure, feed
temperature, feed composition and actual compressor performance.

6.5 Conclusion

An objective function for design optimization has been derived for a PRICO pro-
cess. The process is optimized for several different constraints and compared with
the commercial process and other publications. Using compressor specifications
found online we are able to increase the LNG production compared to the com-
mercial process. Important constraints, especially concerning the compressor fea-
sibility, are discussed. Finally, we found that the PRICO process has about 7%
less production than the AP-X process with the same available shaft power.



Bibliography 99

Bibliography

Barclay, M. A. and Yang, C. C. (2006), Offshore LNG: The perfect starting
point for the 2-phase expander?,in ‘Offshore Technology Conference, Hous-
ton, Texas, USA’.

Del Nogal, F., Kim, J., Smith, R. and Perry, S. J. (2005), ‘Improved design of
mixed refrigerant cycles using mathematical programming’,Gas Processors As-
sociation (GPA) Europe Meeting, Amsterdam.

General Electric Oil and Gas (January 2007), ‘Liquefied natural gas: En-
hanced solutions for LNG plants’.www.gepower.com/businesses/ge_
oilandgas/en/downloads/liquified_natural_gas.pdf.

Jensen, J. B. and Skogestad, S. (2007), ‘Optimal operation of simple refrigera-
tion cycles. Part I: Degrees of freedom and optimality of sub-cooling’,Comput.
Chem. Eng.31, 712–721.

Lee, G. C., Smith, R. and Zhu, X. X. (2002), ‘Optimal synthesis of mixed-
refrigerant systems for low-temperature processes’,Ind. Eng. Chem. Res.
41(20), 5016–5028.
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Chapter 7

Optimal operation of a simple
LNG process

Considering the large amount of work that goes into the design of LNG
processes, there is surprisingly little attention to theirsubsequent oper-
ation. This partly comes from the assumption that optimal design and
optimal operation are the same, but this is not generally true. In this pa-
per we study the optimal operation of a relatively simple LNGprocess,
namely the PRICO process. We find that the process has four opera-
tional degrees of freedom (neglecting the degrees of freedom related to
refrigerant composition). We then study the two modes of operation; i)
given production and ii) maximum production.

7.1 Introduction

The process considered in this paper is a single mixed refrigerant process, namely
the PRICO process (Stebbing and O’Brien, 1975; Price and Mortko, 1996). This
is the simplest configuration used commercially for liquefaction of natural gasand
it has been optimized in several publications (Lee et al., 2002; Del Nogal et al.,
2005, Chapter6), but only with respect to design.Singh and Hovd(2006) study
the controllability of the process but they do not consider optimal operation which
is the theme in this paper.

An important issue in plantwide control is to find the degrees of freedom thatmay
be used for online optimization (Skogestad, 2002). In our case these are the same
as the steady-state operational degrees of freedom and this number is important for
several reasons. First, it determines the degrees of freedom availablefor solving

101
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the optimization problem. However, more importantly in terms of operation it de-
termines the number of steady-state controlled variables that need to be selected.
Optimal operation is normally implemented by keeping the selected variables at
constant setpoints. Note that the selection of controlled variables is equally im-
portant if we use a model-based control structure such as model predictive control
(MPC).

There are two main modes of operation for a LNG process:

1. With a given LNG production (load), minimize the compressor shaft work,
Ws, (optimize efficiency).

2. Maximize the LNG production rate subject to given constraint (maximum
shaft workWmax

s ).

In general, to implement optimal operation, we first need to control active con-
straints. Second, we need to find controlled variables for the unconstrained degrees
of freedom. We here use the self-optimizing control approach. “Self-optimizing
control is when we can achieve acceptable loss with constant setpoint values for
the controlled variables (without the need to re-optimize when disturbances oc-
cur)” (Skogestad, 2000).

7.2 Process description

Figure7.1shows a simplified flowsheet of the PRICO process. The PRICO process
works as follows: After compression to pressurePh, the mixed refrigerant is cooled
to 30◦C in a sea water (SW) cooler before it is further cooled together with the
natural gas in the main heat exchanger. The high pressure sub-cooledliquid is then
sent through a liquid turbine and a choke valve to give a low-temperature saturated
liquid at pressurePm in the receiver. The liquid is further expanded to low pressure
Pl to give a two-phase mixture which is vaporized in the main heat exchanger to
provide the necessary cooling duty. The vapour is slightly super-heatedbefore
it is compressed back to the high pressure. The PRICO process is discussed in
more detail in Chapter6. We here consider Case6.9 from Chapter6, where a
liquid turbine is included both in the expansion of natural gas and expansionof the
refrigerant.

Note that the refrigerant is only partially condensed at pressurePh in the sea water
(SW) cooler so both liquid and vapour are fed to the main heat exchanger.We have
placed the liquid receiver at an intermediate pressure (Pm) before the choke valve.
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The extra choke valve between the liquid turbine and receiver is to give a safety
margin to saturation at the liquid turbine outlet.

NG
30◦C
40bar

Ph

Pl

Pm

N

−157◦C
35bar Choke valveTurbine

Main heat exchanger

Refrigerant
compressor

SW

30◦C

Figure 7.1: A simplified flowsheet of the PRICO process

Note that we have not included any extraction of heavy components from the nat-
ural gas feed.

7.2.1 Nominal conditions

• The natural gas enters, after pretreatment, with a pressure of 40bar and a
temperature of 30◦C

• Composition of natural gas (mole-%): 89.7% methane, 5.5% ethane, 1.8%
propane, 0.1% n-butane and 2.8% nitrogen

• Pressure drops:

– 5bar in natural gas stream

– 0.1bar in SW cooler

– 4bar for hot refrigerant in main heat exchanger
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– 1bar for cold refrigerant in main heat exchanger

– 0.3bar for the compressor suction

• Constant heat transfer coefficients (UA)

• The refrigerant is a mix of nitrogen (N2), methane (C1), ethane (C2), propane
(C3) and n-butane (nC4) and the composition is used as a degree of freedom
in the optimization

• Cooling of refrigerant to 30◦C in SW cooler

• Maximum shaft work in the compressorWmax
s = 120MW

• We have not considered the turbine characteristic and we have assumed a
constant pressure drop of 2.0bar across the valve after the turbine. This
valve is necessary to guarantee that no vapour is formed in the liquid turbine.

7.2.2 Manipulated inputs

There are 9 manipulated inputs with a steady-state effect (potential controldegrees
of freedom for control,u0):

1 Compressor: rotational speedN

2 Choke valve: valve openingz

3 Turbine: rotational speed

4 Cooler: flow of sea water (SW) in cooler

5 Load: Feed flow of natural gas (can also be considered a disturbance)

6-9 Composition of refrigerant (5 components give 4 independent compositions).
These degrees of freedom are not considered for control, but need to be op-
timized at the design stage.

Assuming maximum cooling of refrigerant in the SW cooler, or rather fixingT =
30◦C after the SW cooling, which consumes 1 degree of freedom this leaves 8
degrees of freedom. To find the nominal optimal steady-state operating point we
will use all 8 degrees of freedom, but during operation we will assume constant
refrigerant composition so there are only 4 steady-state control degrees of freedom.
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7.2.3 Operational constraints

In general there are many constraints (represented by the equationc ≤ 0 in the
optimization problems) that must be satisfied during operation.

• Super-heating (∆Tsup): The stream entering the compressor must not contain
liquid (but note that this is not necessary an active constraint in this case,
because there is internal heat exchange, so it is actually optimal with some
super-heating, see Chapter6).

• Tout
LNG: Natural gas temperature out of the main heat exchanger should be

within certain bounds. This temperature sets the amount of flash gas and
affects the composition of flash gas and LNG.

• Refrigerant pressure: Maximum bound (not considered in this paper)

• Compressor outlet temperature: Maximum bound (not considered in this
paper)

• Compressor power (Ws): We assume maximum at 120MW, see Chapter6.

• Compressor rotational speed (N): We assume maximum at 100%.

• Compressor surge: The compressor may in theory be operated in the surge
region using active surge control (Gravdahl and Egeland, 1999), but nor-
mally one would like to operate with a certain margin to surge. In this paper,
we use the peak of the compressor characteristic curve as the limit (see Fig-
ure 7.3). We define the variable∆ṁsurge to be the distance from the peak
of the characteristic curve, and use the value∆ṁsurge≥ 0.0kgs-1 (i.e. no
back-off).

• All flows must be non-negative and also have upper bounds.

In particular, the cooling water flow has a maximum value, and it is clear from
physical insight that maximum cooling is optimal (active constraint). Assuming
that we have a large area in this heat exchanger, we will in the following replace
this constraint by the following:

• Maximum cooling: Assume refrigerant hasT = 30◦C after SW cooler

With the assumption ofT = 30◦C after the SW cooler (flow of sea water at maxi-
mum), we are left with 8 steady-state degrees of freedom (4 for control).
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7.3 Model

When switching from design simulations to operation it is necessary to reformu-
late parts of the models, because the equipment is fixed. Our goal is to have simple
models that capture the most important operational effects. We will here discuss
the features that we have included in the operational models and also brieflymen-
tion the effects that we have not considered.

The process is modelled using the gPROMS software with the accompanying Mul-
tiflash package for thermodynamic calculations. The SRK equation of state is
used for thermodynamic calculations both for the natural gas and the refrigerant.
The main heat exchanger is a distributed system, which for modelling purposes
has been discretized into 100 cells using forward and backward finite difference
method, for the cold and hot streams respectively.

The pressure drop at the compressor inlet (suction) is modelled as:

∆Psuc= ∆Psuc,0

(
Vsuc

Vsuc,0

)2

(7.1)

The remaining pressure drops are assumed constant. The structure of the model
equations are summarized in Table7.3.

7.3.1 Compressor characteristic

In operation, one normally uses compressor characteristic curves to model the
compressor behaviour. These curves, relating flow, efficiency, pressure increase
and rotational speed, are normally supplied by the compressor vendor ofthe in-
stalled compressor, but since we do not have a specific design and vendor we need
a more general approach.

Non-dimensional groups

Compressor characteristics are easiest represented using non-dimensional groups.
For example,Saravanamuttoo et al.(2001) assume the following functional depen-
dence∗:

f (D,N,ṁ,P1,P2,T1,T2, R̂) = 0 (7.2)

∗They actually use the two groupŝRT1 andR̂T2 instead of our three terms,T1, T2 andR̂
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where the characteristic lengthD [m] is usually taken as the compressor wheel
diameter,N [s-1] is the rotational speed, ˙m[kgs-1] is the mass flowrate,P[kgms-2]
is the pressure,̂R = R/MW [Jkg-1K-1] is the specific gas constant andT [K] is
the temperature. Subscripts 1 and 2 represent the compressor inlet and outlet,
respectively. Using the Pi theorem of dimensional analysis,Saravanamuttoo et al.
(2001) reduce these 7 function dependencies to 4 independent non-dimensional
groups:

Pr =
P2

P1
, Tr =

T2

T1
, ṁr =

ṁ
√

R̂T1

D2P1
and Nr =

ND
√

R̂T1

(7.3)

(pressure ratio, temperature ratio, reduced flow and reduced speed). From these
four groups it is possible to express one group in terms of the remaining three,
but Saravanamuttoo et al.(2001) claims that the groupsP2

P1
and T2

T1
may be plotted

against the last two groups. The justification for this (which we could not find in
Saravanamuttoo et al.(2001)) is probably that the outlet conditions of the compres-
sor (T2 andP2) should depend on the inlet conditions only, which are expressed by
ṁr andNr.

It is common to report the isentropic efficiencyη instead of the temperature rise
T2
T1

so the following dependencies are used to quantify the steady-state operation of
the compressor:

Pr = f (ṁr,Nr) (7.4)

η = f (ṁr,Nr) (7.5)

Characteristic compressor curves

The dependencies in7.4 and7.5 are normally given graphically as “curves”, but
we are here looking for simple algebraic relationships.

We use the method ofMoore and Greitzer(1986) cited inGravdahl and Egeland
(1999) with some adjustments.Moore and Greitzer(1986) proposed to use a cubic
equation to predict the characteristic curve of a compressor. The equation for the
pressure ratio is (using our own nomenclature):

Pr = Pr0 +H

(

1+
3
2

(
ṁr
W

−1

)

−
1
2

(
ṁr
W

−1

)3
)

(7.6)

wherePr = P2
P1

is the pressure ratio over the compressor (the first non-dimensional
group in Equation7.3), Pr0 is the shut-off value for the compressor (the pressure
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ratio delivered at zero flow),H andW are called the semi-height and semi-width
of the characteristic curve, respectively, and ˙mr is the reduced mass flowrate (the
second non-dimensional group in Equation7.3).

The cubic equation has three parameters (Pr0, H andW) which physical signifi-
cance are indicated in Figure7.2. The curve is for a given reduced rotational speed
Nr (the third non-dimensional group in Equation7.3).

2H

2W

Pr0

Pr [-]

ṁr[-]

Figure 7.2: A cubic compressor characteristic curve for a constant reduced com-
pressor speed

The surge point where dynamic instability occurs is somewhere near the peak value
of the pressure ratio in Figure7.2. Operation to the left of this point is unstable
without active (feedback) control. This is discussed extensively byGravdahl and
Egeland(1999). Note that the surge point is normally close to the “optimal” oper-
ating point with peak pressure ratio and peak efficiency.

To get the entire compressor map, for all values of the reduced speedNr , we pro-
pose the following dependency onNr for the parameterH andW.:

H = H0−1.2

(

H0 +
Pr0

2
−1

)

· (1−Nr) (7.7)

W = W0(Nr)
1
3 (7.8)

This is by no means an exact approach, but we get compressor characteristic curves
that are similar to typical example curves shown in textbooks (e.g.Saravanamuttoo
et al., 2001).

For the isentropic efficiency we propose to use the following function:

η = η0

((

1−

(
H −H0

H0

)2
)

−1000(ṁr−2W)2

)

(7.9)
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This captures the two most important effects; the efficiency has a peak value for
a given reduced rotational speed and the peak value is slightly affected by the
rotational speed.

A sample compressor map is shown in Figure7.3. To compute ˙mr we have used
a compressor with wheel diameterD = 1.7m and a working fluid with molecu-
lar weightMW = 0.032kgmol-1 and the following values for the parameters in
Equation7.6to Equation7.9:

• Pr0 =−29. Note that we have used a negative value for the pressure ratio at
zero flowrate.Gravdahl and Egeland(1999) state thatPr0 > 0, but we are
only interested in the operating regime to the right of the peak value so this
parameter does not have any physical meaning in our model. We have used
a high negative value to get a steeper characteristic curve.

• H0 = 18.125

• W0 = 0.0698

• η0 = 82.2%

P
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Figure 7.3: Compressor map for the refrigerant compressor using Equations7.6-
7.9with N in the range 10% to 100% and nominal inlet temperature. The red dots
indicates the peak for the pressure ratio curve
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7.4 Objective function

The objective function for optimal operation is simpler than for optimal design,
discussed in Chapter6, because the investments are already made and the capi-
tal cost does not need to be considered. The cost function to be minimized then
becomes:

Joperation=pWs ·Ws− pWs,turbine ·Ws,turbine+ pSW·QC (7.10)

− pLNG · ṁLNG + pfeed· ṁfeed− pfuel · ṁfuel

We make the following assumptions:

• Same price for fuel and feed. Then,pfeed·ṁfeed−pfuel ·ṁfuel−pLNG ·ṁLNG =
(pfeed− pLNG) · ṁLNG = p̂LNG · ṁLNG

• Neglect income from turbine work,pWs,turbine = 0.

• Neglect cost of cooling,pSW = 0

The optimization problem then becomes:

min
u

Ws− p̂LNG · ṁLNG (7.11)

subject to c≤ 0

Here,c≤ 0 represent the mathematical formulation of the operational constraints
and the model equations.

Depending on product prize and other external factors there are two main operating
modes:

Mode I Given throughput: With a given feed flowrate or given LNG production,
the optimization problem simplifies to:

min
u

Ws (7.12)

subject to ṁfeed= given (or ṁLNG = given)

c≤ 0

Mode I will result in the same optimal operation as the nominal optimal de-
sign, provided the optimal design is done correctly (e.g using the simplified
TAC method in Chapter6) andmfeed is kept at the nominal feedrate.

Mode II Maximum throughput: If the LNG prize ( ˆpLNG) is sufficiently high and
there is no active constraint related to available feed or product distribution
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Table 7.1: The nominal operating point for: Mode I - Given production. Mode II -
Maximum production

Mode I Mode II
Ws[kW] Compressor work 106 120
Ph [bar] Cycle high pressure 26.8 30.0
Pl [bar] Cycle low pressure 3.67 4.14
N [%] Compressor rotational speed 100 100
η [%] Compressor efficiency 82.8 82.8

ṁLNG [kgs-1] LNG flowrate 69.8 76.7
ṁREF[kgs-1] Refrigerant flowrate 549 614

∆ṁsurge[kgs-1] Surge margin 0.000 0.000
∆Tsup[

◦C] Super-heating before compressor 12.9 11.3
Tout[

◦C] NG temperature after cooling -157 -157
xCH4 [mole-%] Methane in refrigerant 31.9 32.7

xC2H6 [mole-%] Ethane in refrigerant 35.2 34.3
xC3H8 [mole-%] Propane in refrigerant 0.0 0.0

xn−C4H10 [mole-%] nButane in refrigerant 24.7 23.3
xN2 [mole-%] Nitrogen in refrigerant 8.2 9.7

Boldface: Specifications and active constraints

(soṁmax
LNG is not an active constraint), then it will be optimal to maximize the

production of LNG and the objective function may be simplified:

min
u

− ṁLNG (7.13)

subject to c≤ 0

Note that the operation in this mode may be quite different from the “nomi-
nal” optimum found for mode I.

7.5 Nominal optimum; given production case (Mode I)

Since the production rate (or feed rate) is fixed there are 7 steady-state degrees of
freedom including the 4 refrigerant compositions.

With a given production rate ˙mLNG = 69.8kgs-1, the nominal optimum is found by
solving the optimization problem in Equation7.12. The results are summarized in
the left column of Table7.1. The work in7.12was minimized with respect to the
7 degrees of freedom, including the 4 refrigerant compositions. Note thatwe have
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assumed that the refrigerant is 30◦C after the SW cooling. The optimal operation
of the compressor was found subject to compressor maps (Figure7.3). We find
that the following constraints are active at the nominal optimum:

1. Temperature of natural gas after cooling at maximum (Tout = −157◦C)

2. Surge margin at minimum (∆ṁsurge= 0)

3. Compressor speed at maximum (N = 100%)

Thus, at the nominal optimum, the only unconstrained degrees of freedom are the
refrigerant compositions.

7.6 Nominal optimum; maximum production case (Mode
II)

Here, we consider mode II where maximum production is the objective, see Equa-
tion 7.13. Since the production rate (or feed rate) is free there are 8 steady-state
degrees of freedom (with 30◦C after SW cooling). For numerical reasons, opti-
mal operation in mode II was found by solving mode I for increasing values of
ṁLNG = given, until no feasible solution was found.

h[Jmol-1]

P
[P

a]

-11 -10.5 -10 -9.5 -9 -8.5 -8 -7.5
×104

105

106

107

Figure 7.4: Optimal (nominal) pressure enthalpy diagram for the maximum pro-
duction case (mode II)
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Figure 7.5: The circle shows the optimal (nominal) compressor operating point for
the maximum production case (mode II)

The nominal optimum, including the optimal composition of the refrigerant, is
summarized in the right column of Table7.1. The cycle is illustrated in a pressure
enthalpy diagram in Figure7.4 and the optimal temperature and temperature dif-
ference profiles in the main heat exchanger are shown in Figure7.6(a)and7.6(b)
respectively.

We find that the following constraints are active at the nominal optimum:

1. Compressor work at maximum (Ws = 120MW)

2. Surge margin at minimum (∆ṁsurge= 0)

3. Temperature of natural gas after cooling at maximum (Tout = −157◦C)

4. Compressor rotational speed at maximum (N = 100%)

Note that there are two “capacity” constraints that are active (1 and 4). Again, the
only unconstrained degrees of freedom are related to the refrigerantcomposition.

We have now identified the nominal optimum for the two cases, but how should
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Figure 7.6: Optimal temperatures in the heat exchanger for the maximum produc-
tion case (mode II)

we control the process to maintain close to optimal operation when the processis
exposed to disturbances? This is discussed next.

7.7 Optimum with disturbances

Table 7.2: Nominal, minimum and maximum values for the disturbances. The
numbers in parentheses are for mode I.

Nominal Min Max Name
Wmax

s [MW] 120 110 130 d1
∗

Pfeed[bar] 40 35 45 d2

Tin [◦C]† 30 25 35 d3

xCH4 [%] 32.7 (31.9) 29.4 (28.7) 36.0 (35.1)d4

xC2H6 [%] 34.3 (35.2) 30.9 (31.7) 37.7 (38.7)d5

xC4H10 [%] 23.3 (24.7) 21.0 (22.2) 25.6 (27.2)d6

xN2 [%] 9.7 (8.2) 8.7 (7.4) 10.7 (9.0) d7

ṁLNG [kgs-1] 69.8 66.5 73.1 d8
‡

∗Only used for mode II
†The temperature of natural gas and refrigerant at the inlet to the main heat exchanger
‡Only used for mode I

The next step is to consider optimal operation with disturbances, and we consider
the eight disturbance variables given in Table7.2. We here fix the refrigerant com-
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position, because it is assumed to be unavailable as a degree of freedom during
normal operation (instead, the composition is treated as a disturbance, see Table
7.2). With a fixed temperature (30◦C) after the SW cooler, there are then 4 remain-
ing degrees of freedom. During operation, it is always optimal to cool the natural
gas to−157◦C (to avoid product give-away), and, one degree of freedom is spent
to set the load:

Mode I The production rate is given

Mode II In the maximum production case, it is always optimal (for all distur-
bances) to operate the compressor at its maximum (Ws = Wmax

s )

Thus, two constraints are always active and this leaves for both modes only 2
steady-state operational degrees of freedom, and the resulting optimal operation
conditions for various disturbances are summarized in Table7.5. The results are
also shown graphically as dots in Figure7.7 and Figure7.8 for mode I and mode
II respectively.

Recall that the surge margin constraint (∆ṁsurge= 0) and compressor maximum
speed constraint (N = Nmax) were active in the nominal point, and we find, as one
would expect, that these remain active for most of the disturbances, but not all.
Also note that some disturbances are not feasible in mode I, probably because of
the fixed refrigerant composition.

To obtain optimal operation, we should always implement the active constraints,
and then find ”self-optimizing” variables for the remaining unconstrained degrees
of freedom in each region. Strictly speaking, to be truly optimal, we then needto
consider four regions:

1. N = Nmax and∆ṁsurge= 0 is optimal (two active constraints, implementation
is obvious)

2. ∆ṁsurge= 0 andN < Nmax is optimal (unconstrained optimum, i.e. need to
find an associated controlled variable forN)

3. N = Nmax and∆ṁsurge> 0 is optimal (unconstrained optimum, i.e. need to
find an associated controlled variable for∆ṁsurge)

4. N < Nmax and∆ṁsurge> 0 is optimal (unconstrained optimum, i.e. need to
find an associated controlled variable forN and∆ṁsurge)

All this cases can occur as seen in Table7.5. This becomes rather complicated.
First, a large effort is required to find the best self-optimizing variables in each of
the three last regions. Second, even if we can find the self-optimizing variables in
each region, it is not clear when to switch between the regions (that it, it is easy to
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identify when to switch when we encounter a constraint, e.g. going from region 2
to 1, but it is more difficult to determine when to leave a constraint region).

For practical implementation, we would therefore prefer to have the same con-
trolled variables in all regions, and in our case the obvious policy is to consider
keeping the variables at constraint (∆ṁsurge= 0 andN = 100%) in all regions. Ob-
viously, this is not optimal, but the loss is rather small as discussed next, except for
some cases in mode I, where it seems operation is not feasible (without changing
the composition or feed rate).

7.7.1 Selection of controlled variables

A preliminary screening was performed by using the maximum scaled gain method
(Halvorsen et al., 2003). Some variables where discarded based on these results
(e.g. the degree of sub-cooling, cycle high pressure). Also, we found that the
surge margin (∆ṁsurge) is a much more promising controlled variable than any of
the alternatives we tested. Thus, we choose to fix∆ṁsurge= 0 and this gives only
minor losses as seen below.

Figure7.7 shows compressor shaft work as a function of 6 of the 7 disturbances
(d3 − d8) considered for mode I.∆ṁsurge= 0 and the following controlled vari-
ables are tested for the remaining degree of freedom;N = 100%,∆Tsup= 12.9◦C,
Pl = 3.67bar,Tout

com = 126◦C andṁref = 549kgs-1. The dots shows re-optimized
operation, where bothN and∆ṁsurgehas been optimized. Note that the composi-
tion of the refrigerant is still the same as for the nominal operating point. The plots
are obtained by “bruteforce evaluation” which involves fixing the variables and
computing the resulting operating point for varying disturbances. The disturbance
is plotted on the X-axis with the nominal value at the center and the Y-axis shows
the corresponding compressor shaft work in MW.

For the four last disturbances (d5−d8) we are not able to find a feasible solution
for some values of the disturbances. This means that we are not able to satisfy
the specified production rate with the given refrigerant composition. The best con-
trolled variable to maintain constant is the compressor rotational speedN. For
some disturbances is it the only feasible controlled variable and it remains close to
optimal for all operating points.

Figure7.8shows LNG production as a function of 6 of the 7 disturbances (d1,d2,d4−
d6) considered for mode II.∆ṁsurge= 0 and the following alternative controlled
variables are tested for the remaining degree of freedom;N = 100%, ∆Tsup =
11.3◦C, Pl = 4.14bar,Tout

com = 124◦C andṁref = 614kgs-1. The dots shows re-
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ṁLNG [kgs-1]

W
s
[M

W
]

67 68 69 70 71 72 73
100

105

110

115

120

N

N
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Figure 7.7: Shaft work for different control structures as function of disturbances
for mode I. Dots are re-optimized operation with constant composition.
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Figure 7.8: LNG production for different control structures as function of distur-
bances for mode II. Dots are re-optimized operation with constant composition.
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Figure 7.9:∆Tsup as function of disturbance inWmax
s for the constantN control

strategy

optimized operation, where bothN and∆ṁsurge has been optimized. The distur-
bance is plotted on the X-axis with the nominal value at the center and the Y-axis
shows the corresponding production rate in kgs-1. Note that the composition of
the refrigerant is still the same as for the nominal operating point.

N is actually the only feasible control structure for some disturbance directions.
This may be seen from Figure7.8(a), where all lines except the constantN line
ends at the nominal point (from left to right). The reason for this is that theother
control structures would require a non-feasible rotational speed (higher than the
maximum of 100%) to maintain the controlled variable constant.

From Figure7.8 we see that controllingN seems to be a good self-optimizing
control strategy that gives close to optimal operation over the entire disturbance
range. This means that the implementation is quite simple, sinceN = Nmax is
optimal in one region and close to optimal in the other regions.

Note that we have notconsidered the constraint on∆Tsup in Figure 7.7 and in
Figure7.8. The nominal value for∆Tsup is 12.9◦C (mode I) and 11.3◦C (mode II)
which should be more than sufficient for normal operation. For disturbances that
leads the process into operation in the region whereN = Nmax is optimal (e.g. to
the right in Figure7.8(a)) the super-heating is gradually reduced, see Figure7.9,
but still remains positive. At some point it will be necessary to discard one of
the optimally active constraints (e.g. maximum shaft workWs = Wmax

s ) to satisfy
a minimum degree of super-heating. One solution to this could be to select a
refrigerant composition that would assure sufficient super-heating for all operating
points. Another solution is to implement some logic that will switch controlled
variables depending on the operating point.
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Figure 7.10: LNG production as function ofN

In summary:For both mode I and mode II, fixing∆ṁsurge= 0 andN = 100%
is optimal for the nominal operating point and in some of the disturbance regions.
Since maintaining constantN and∆ṁsurgeis also close to optimal for the remaining
disturbance regions we propose to use this control structure.

7.8 Discussion

7.8.1 Moving temperature profile

An interesting result to note from Figure7.7and Figure7.8is the “kink” that seems
to be at the nominal point for all disturbances. This was at first puzzling tous since
we are not changing the set of constraints that are active.

Let us consider the nominal point withN as degree of freedom (not worrying about
the constraintNmax, which can be exceeded for a short time). Looking at the re-
sulting graphs, see Figure7.10, we note that ˙mLNG as a function ofN has a discon-
tinuity at the nominal point (100%) and one at approximately 105%. We found
that the reason behind this rather strange behaviour is the shape of the obtained
temperature profile in the heat exchanger. Figure7.6(b)shows that the tempera-
ture difference profile in the heat exchanger has two clear peaks, oneat the heat
exchanger inlet and one about 70% through the heat exchanger. The“kink” that
we observe in the objective function ( ˙mLNG) occurs when the peak at the heat ex-
changer inlet leaves the heat exchanger, which causes an abrupt change in the heat
transfer at the inlet to the heat exchanger. Figure7.9 shows the effect in super-
heating out of the heat exchanger.
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7.8.2 Compressor characteristic

The compressor characteristics used to link the flowrate, pressure ratio,efficiency
and the rotational speed of the compressor is not fitted to the data of a real com-
pressor so it is uncertain if an installed compressor has the behaviour ourmodel
predicts. An issue for further research could be to investigate if our conclusion on
the proposed control structure (∆ṁsurge= 0kgs-1 andN = 100%) is affected by
the compressor characteristic.

7.8.3 Refrigerant composition

The refrigerant composition has been optimized for the nominal operating point
only. Since it is not adjusted in operation it would have been better to optimize
it with respect to the expected range of operating points (given by the distur-
bances). This strategy, “robust optimum”, is discussed inGovatsmark and Sko-
gestad(2005).

7.8.4 Additional considerations

The optimization problems for mode I and mode II presented above are simplified,
for example;

• There might be a given schedule of ships arriving to transport the LNG to
markets elsewhere. Because of boil-off from the storage tanks it may be
desirable to minimize the storage, but on the other hand there should be
sufficient storage to minimize the loading time of the ships. This kind of
thinking is discussed byZaim(2002).

• If there are more parallel production trains, one needs to decide on how
many trains that should operate and how large production each train should
have. This is also discussed byZaim(2002).

• If the ambient temperature is changing (for example from night to day or
seasonal changes) it may be optimal to produce more LNG during night
(or in colder periods) when the gas turbine has higher efficiency and the
condenser temperature is lower. Related topics are discussed for simpler
refrigeration systems inCai et al.(2007) (also included as AppendixB).
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Table 7.3: Structure of model equations

Unit Equations

Compressor Ws = ṁ· (hout−hin) Ws = ṁ(hs−hin)/η
Pout
Pin

= f (ṁr ,Nr) η = f (ṁr ,Nr)
∗

Turbines Ws = ṁ· (hout−hin) Ws = ṁ(hs−hin)/η

Valves hout = hin ṁ= z·Cv ·
√

∆P·ρ

SW cooler Q = ṁ· (hout−hin)

Heat exchanger Qi(z) = Ui ·∆Ti(z)δAi ṁ· ∂hi(z)
∂z = Qi(z)†

∂Pi(z)
∂z = constant

∗Consult Section7.8.2for details regarding the compressor characteristic
†i is the stream, either natural gas, hot refrigerant or cold refrigerant

Table 7.4: Data for the PRICO process
UA for natural gas in main heat exchanger 8.45MW◦C-1

UA for warm refrigerant in main heat exchanger 53.2MW◦C-1

UA for cold refrigerant in main heat exchanger 61.6MW◦C-1

Nominal compressor isentropic efficiency 82.2% ∗

Isentropic efficiency for the liquid turbines 80.0%

∗At nominal conditions andN = 100%, see Section7.8.2for further details
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Table 7.5: Optimal operation with disturbances (nominal refrigerant composition)
Mode I Mode II

Ws Ph Pl N ∆ṁsurge ṁLNG Ph Pl N ∆ṁsurge

[MW] [bar] [bar] [%] [kgs-1] [kgs-1] [bar] [bar] [%] [kgs-1]
d1(−1) 69.5 26.6 3.75 99.9 0.489
d1(−0.5) 72.7 28.1 3.94 100 0.00
d1(0) Not relevant for mode I 76.7 30.0 4.14 100 0.00
d1(0.5) 78.5 31.6 4.34 100 0.00
d1(1) 79.8 33.2 4.53 100 0.00
d2(−1) 115 29.7 4.02 100 0.000 73.6 30.1 4.15 100 0.000
d2(−0.5) 110 28.0 3.82 100 0.000 75.2 30.1 4.15 99.9 0.000
d2(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d2(0.5) 105 26.3 3.75 96.0 1.125 77.8 29.9 4.16 99.4 0.000
d2(1) 104 25.8 3.59 100 0.000 78.6 29.8 4.21 98.0 0.000
d3(−1) 100 25.6 3.47 100 0.000 79.8 30.9 4.18 100 0.000
d3(−0.5) 103 26.1 3.57 100 0.000 78.2 30.4 4.16 99.9 0.000
d3(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d3(0.5) 111 27.9 3.88 100 0.024 73.3 29.2 4.11 100 0.000
d3(1) 117 29.4 4.10 99.1 0.000 70.8 28.7 4.09 100 0.602
d4(−1) 110 29.3 3.91 100 0.000 75.3 31.1 4.20 100 0.000
d4(−0.5) 107 27.7 3.75 100 0.000 76.2 30.6 4.17 100 0.000
d4(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d4(0.5) 109 27.0 3.88 95.6 1.832 74.9 29.0 4.09 100 1.002
d4(1) 111 27.0 3.80 100 0 73.8 28.5 4.07 100 0.471
d5(−0.5) 106 27.0 3.69 100 0.000 75.8 29.8 4.21 97.9 0.000
d5(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d5(0.5) 108 27.1 3.72 100 0.000 76.4 30.1 4.15 100 0.000
d5(1) Infeasible 75.7 30.3 4.15 100 0.000
d6(−1) 112 26.7 3.79 100 0.000 72.0 28.0 4.10 98.0 0.000
d6(−0.5) 110 26.8 3.76 100 0.000 74.3 28.8 4.16 97.6 0.000
d6(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d6(0.5) 108 28.0 3.77 100 0.000 75.7 30.8 4.26 97.9 0.000
d6(1) Infeasible 75.5 32.0 4.31 100 0.000
d7(−1) Infeasible 75.7 30.2 4.16 100 0.503
d7(−0.5) 108 27.3 3.74 100 0.000 76.3 30.0 4.14 100 1.971
d7(0) 106 26.8 3.67 100 0.000 76.7 30.0 4.14 100 0.000
d7(0.5) 106 26.7 3.72 98.6 0.367 76.4 29.9 4.18 98.7 0.000
d7(1) 107 26.8 3.76 97.8 0.657 75.6 29.7 4.25 96.3 0.000
d8(−1) 103 25.4 3.53 100 0.000
d8(−0.5) 104 26.0 3.70 96.2 2.493
d8(0) 106 26.8 3.67 100 0.000 Not relevant for mode II
d8(0.5) 111 28.2 3.85 100 0.000
d8(1) Infeasible

di( j); i is the disturbance number (see below) andj is the fraction of the full disturbance (e.g.
j = −1 is the minimum value of the disturbance andj = 0.5 is in the middle of the nominal value
and the maximum value of the disturbance)

d1 = Wmax
s d5 = xC2H6

d2 = Pfeed d6 = xC4H10

d3 = Tin d7 = xN2

d4 = xCH4 d8 = ṁLNG



Chapter 8

Degrees of freedom for
refrigeration cycles

Submitted for publication in Industrial & Engineering Chemistry Research

An important issue for optimal operation and plantwide control is to
find the degrees of freedom available for optimization. A previously
published systematic approach to determine the steady state degrees of
freedom is expanded to take into account the active charge asa possible
degree of freedom in cyclic processes. Additional degrees of freedom
related to composition of the circulating refrigerant are also discussed.
Two LNG processes of current interest, the C3MR LNG process from
Air Products and the MFC process developed by Statoil-LindeLNG
Technology Alliance are studied with respect to operational degrees of
freedom.

8.1 Introduction

This paper considers degrees of freedom for available for optimization of refriger-
ation processes.Skogestad(2000) points out that it is normally steady-state that
effects the plant economics, so we will consider only steady-state operation. We
are then interested in the steady-state degrees of freedom that affects the plant eco-
nomics (objective functionJ), Nopt = NMV −N0, whereNMV is the manipulated
variables (valves etc.) andN0 is the variables that does not affect the economics
(e.g. liquid level in an open process)Skogestad(2002, 2004). The number of ma-
nipulated variables are usually quite easily obtain by counting the valves, pumps
and other inputs to the process. TheN0 variables that does not affect the plant
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economics however, requires detailed process overview and understanding. A list
of the potential degrees of freedom for some typical process units is given inSko-
gestad(2002) with an updated version inAraujo et al.(2007). We wish to extend
this list to also include degrees of freedom that are special for closed cycles.

Glemmestad et al.(1999) discuss degrees of freedom for heat exchanger networks
(HEN). The review paper on plantwide control byLarsson and Skogestad(2000)
discuss degrees of freedom as this is an important step in plantwide control.A
more recent study on degrees of freedom is that ofKonda et al.(2006).

Processes for liquefaction of natural gas are very cost intensive and requires large
amounts of energy in operation. It is therefore important that the plants areboth
well designed and later operated close to optimum, also for changing conditions.
The optimal design of LNG processes has been studied extensively by several
companies such as Air Products, Shell, Phillips and Statoil-Linde LNG Technol-
ogy Alliance. It seems, however, that the subsequent operation of LNGplants has
been less studied, at least in the open literature. This is a bit surprising consid-
ering the large throughputs which makes even small improvements economically
attractive. There are some publications regarding control of LNG plants (Mandler,
2000; Singh and Hovd, 2006), but they consider the dynamic performance and
controllability rather than the optimal steady-state operation.Zaim (2002) looked
into dynamic optimization of a plant with several trains in parallel.

Degrees of freedom for refrigeration processes are covered in thenext section and
in Section8.3we apply the findings on some case studies, including the two LNG
processes;

• The propane pre-cooled mixed refrigerant (C3MR) process from AirProd-
ucts

• The mixed fluid cascade (MFC) process from Statoil-Linde LNG Technol-
ogy Alliance

8.2 Degrees of freedom

An important issue in plantwide control is to find the degrees of freedom that
may be used for optimization (Skogestad, 2000) which in our case is equal to the
number of steady-state degrees of freedomNss. This is an important number for
several reasons. First, it determines the degrees of freedom availablefor solving
the optimization problem. However, more importantly in terms of operation it
determines the number of steady-state controlled variables (Nss) that need to be



8.2. Degrees of freedom 127

Table 8.1: Potential operational degrees of freedom (Nmax
ss ) for some typical pro-

cess units
Process unit Potential DOF
Feed 1 (feedrate)
Splitter number of exit streams - 1
Mixer 0
Compressor, turbine, pump 1 (work)
Adiabatic flash tank 0∗

Liquid phase reactor 1
Gas phase reactor 0∗

Heat exchanger 1 (bypass or flow)
Column (excluding heat exchangers) 0∗ + number of side streams
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . . .
Valve 0∗

Choke valve 1
Each closed cycle:
Active charge (holdup fluid) 1†

Composition of fluid NC−1‡

∗Pressure is normally assumed to be given by the surrounding processand is then not a degree of
freedom. However, on must add one degree of freedom for each extra pressure that is independently
set, and which has a steady-effect (need a manipulated input not already counted, e.g. a valve)

†The active charge in the equipment is a potential degree of freedom, but it may not be available
in some designs.

‡NC is the number of components in the working fluid (refrigerant)

selected. Optimal operation is normally implemented by keeping those variables
at constant setpoints.

Rule (actual degrees of freedom):The numberNss of steady-state degrees of free-
dom may be obtained by counting the number of manipulated variablesNMV and
subtracting the followingN0 variables (Skogestad, 2002, 2004);

• manipulated variables with no effect on the costJ, e.g. extra bypasses of
heat exchangers (only used to improve dynamic performance)

• variables with no steady state effect that need to be controlled, e.g. liquid
holdups with no steady state effect

Thus,Nss= NMV −N0.
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Potential (maximum) degrees of freedom

Based on this rule,Skogestad(2002) derived the potential number of degrees of
freedomNmax

ss for some typical process units and an updated version was published
by Araujo et al.(2007). In Table8.1 the list is further updated to include also the
potential degrees of freedom for cyclic processes. The additions areshown below
the dotted line in the table. First, a valve should normally not be counted, unlessit
affects a pressure that has a steady-state effect. An example is a chokevalve which
is installed to lower the pressure, and it has therefore been added explicitlyas a
degree of freedom in the table. In addition, we potentially haveNC−1 degrees of
freedom related to the fluid composition in the cycle. Finally, the active chargein
the cycle is a potential degree of freedom. For example, it may change the pressure
level. This is explained in more detail below.

Many designs will have fewer actual degrees of freedom than given inTable8.1.
For example, a heat exchanger will not have any degrees of freedomif all flows
are given and there is no bypass or other means of affecting the heat transfer, e.g.
the main exchanger in a LNG process. Similarly, one may not be able to adjust the
total active charge or fluid composition in practice.

Potential degrees of freedom
1 Compressor
2 Heat exchangers
1 Choke valve

+ 1 “Active charge”
Nmax

ss = 5 degrees of freedom
QC

QH

Wsz

Ph

Pl

Evaporator

Condenser

Figure 8.1: A simple refrigeration cycle withNmax
ss = 5 potential degrees of free-

dom. However, if the drawing shows the actual process there will only beNss= 4
degrees of freedom, because there is no means of changing the active charge by
filling or removing refrigerant.

Example:From Table8.1 the simple cooling cycle shown in Figure8.1with pure
fluid (NC = 1) has five potential degrees of freedom (Nmax

ss ) related to; one com-
pressor, two heat exchangers, one choke valve and the active charge. Exactly how



8.2. Degrees of freedom 129

these degrees of freedom may be changed depends on the case. For example, for
a compressor the actual manipulated variable (MV) may be the rotational speed or
the fraction of time the compressor is on (home or automotive installations). The
active charge in Figure8.1 may be changed by filling or removing refrigerant to
the cycle, but since this is not included, the actual process does not have a degree
of freedom related to the active charge and thus has only 4 degrees of freedom
(Nss).

Table 8.2: Actual degrees of freedom for refrigeration cycles,Nss= NMV −N0

Process unit Actual DOF
Each MV (Valve, heat exchanger, compressor, turbine etc.) 1
For each cycle subtract variables with no steady-state effect (N0):
Pure fluid:
Liquid receivers exceeding the first∗ -1
Multi component:
Liquid receiver exceeding theNC first† -1

∗The first receiver is not subtracted in a closed cycle as this has a steadystate effect
†Assumes composition different in each of theNC first receivers, otherwise the number of de-

grees of freedom is less

8.2.1 Remark on active charge or “feed” for closed cycles

The degree of freedom related to the total active charge is not obvious so we here
discuss this “extra” degree of freedom that may occur in closed cycles.Consider
the process shown in Figure8.2 where we have included an external tank with a
valve for filling refrigerant into the closed cycle. A temperature controller adjusts
the compressor speed to assure that the cooling load is constant. The choke valve
is a thermostatic expansion valve (TEV) that controls the degree of super-heating
at the evaporator outlet. With the fan speeds for the two heat exchangersfixed (e.g.
at maximum), there are then one potential remaining degree of freedom related to
the active charge.

First, assume that the process is operated with just enough charge (refrigerant in the
closed cycle) to obtain saturation out of the condenser, see Figure8.2(a). We then
open the external valve for some time and then close it again to fill more refrigerant
into the cycle. We then get to the operating point shown in Figure8.2(b)where the
added amount of refrigerant has accumulated in the condenser. This follows since
the evaporator will not change its holdup (significantly) due to the thermostatic
expansion valve that indirectly sets the area available for super-heating so the only
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TC

Super-heat
control

(a) Saturation at condenser outlet

TC

Super-heat
control

(b) Sub-cooling at condenser outlet

Figure 8.2: A simple (not closed) refrigeration cycle. The external filling/emptying
system illustrates the degree of freedom related to the active charge.

place the extra refrigerant can go is to the condenser. The increased charge in
the condenser will lead to a higher pressurePh, which again leads to larger mean
temperature difference and thus more heat transfer and the liquid at the outlet from
the condenser will be sub-cooled, as indicated in Figure8.2(b). It has been shown
that this may reduce the necessary compressor power in some cases (Jensen and
Skogestad, 2007b), but the main point here is to note that the charge in the system
has an effect on the steady state operation.

Remark 1 Note that Table8.2discussed below does not apply because the cycle in Figure
8.2 is not closed.

Remark 2 If we add a liquid receiver to the cycle in Figure8.2then we loose one degree
of freedom (as we have a level with no steady-state effect that needs to be controlled). To
regain this degree of freedom we (at least) would need to add another valve.

8.2.2 Actual degrees of freedom for refrigerant cycles

For a closedcycle, in order to adjust the active charge during operation we need
a liquid receiver (variable holdup) in the cycle. However, for a pure refrigerant
adding additional (two or more) receivers will not increase the number ofdegrees
of freedom, as the holdup has no steady-state effect and needs to be controlled
(actually, it may reduce the number unless we also add a valve for this purpose).
In general, for a multicomponent (mixed) refrigerant, the holdup of theNC first
tanks dohave a steady-state effect provided the tanks have different compositions,
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(a) No extra choke valve,NMV = 4 andNss= 4
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(b) An extra choke valve,NMV = 5 andNss= 5
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(c) Extra choke valve and liquid receiver on low
pressure side,NMV = 5, butNss= 4

Figure 8.3: Simple cycle with liquid receiver on the high pressure side
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as they provide an indirect means of adjusting the fluid composition. Only liquid
receivers exceeding theNC first will have no steady-state effect. These arguments
are the basis for Table8.2which gives the actual(rather than the potentialin Table
8.1) degrees of freedom for vapour compression cycles.

Let us apply Table8.2 to the process in Figure8.1 which hasNMV = 4 (two heat
exchangers, one valve and one compressor). Since there are no liquidreceivers,
there is no variables that need to be subtracted(N0 = 0). Thus,Nss= 4 degrees of
freedom, which confirms our earlier findings.

Note that adding a liquid receiver somewhere in this cycle will not change the
number of steady-state degrees of freedom. In order to do this we also need to add
a valve, for example upstream of the receiver. The addition of a liquid receiver to
the cycle is shown in Figure8.3. We have from Table8.2the following degrees of
freedom for the three cases in Figure8.3:

Figure 8.3(a)
NMV = 4
-N0 = 0
Nss = 4

Figure 8.3(b)
NMV = 5
-N0 = 0
Nss = 5

Figure 8.3(c)
NMV = 5
-N0 = 1
Nss = 4

For the two first cases, the liquid level does not need to be subtracted as ithas a
steady-state effect (see Figure8.2) and also does not need to be controlled in a
closed cycle.

The design in Figure8.3(a)with no extra valve does not allow for adjusting the
active charge. The design in Figure8.3(b)with an extra choke valve has an ad-
ditional degree of freedom. This may be more optimal (Jensen and Skogestad,
2007b) since it allows for the condenser outlet to be sub-cooled. This is because
the pressure in the receiver is equal to the saturation pressure and the extra valve
givesP > Psat (sub-cooling) at the condenser outlet.

In Figure8.3(c) we have added also a liquid receiver on the low pressure side.
Thus, we have lost one degree of freedom compared to Figure8.3(b), because one
of the liquid levels need to be controlled. Another way of understanding whythere
is one less degree of freedom, is that we now always have saturated vapour at the
inlet to the compressor, whereas it before could be super-heated.

Remark. Note that a loss of a degree of freedom does not mean that the process is less
optimal. In fact, in this case it is opposite, because for a simple cycle (without internal
heat exchange) it is optimal to have saturation (no super-heating) before the compressor.
Thus Figure8.3(c)is optimal by design, whereas in Figure8.3(b)one needs to adjust one
of the degrees of freedom to get optimality, and this may be difficult to achieve in practice.
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8.3 Case studies

We will here present some more complex case studies. First we will look at two
processes not directly related to LNG plants; a two-pressure level refrigeration cy-
cle cooling a process stream and a heat integrated distillation column (two different
configurations). Then we will look at three LNG case studies; a small scaleLNG
process with a single mixed refrigerant, the propane pre-cooled mixed refrigerant
(C3MR) process from Air Products and the mixed fluid cascade (MFC) process
from Statoil-Linde LNG Technology Alliance.

8.3.1 Two-pressure level refrigeration

Figure8.4(a)shows a refrigeration system with two-stage expansion using a pure
refrigerant (NC = 1). The process stream is first cooled by the intermediate-
pressure refrigerant (Evaporator 1) and then by the low-pressurerefrigerant (Evap-
orator 2). The evaporators are kettle type boilers so there is no super-heating of the
vapour. The temperature profile in the evaporators is illustrated in Figure8.4(b).
Control of such cycles is discussed byWilson and Jones(1994). The two com-
pressors are usually driven with a common driver, so there is only one manipulated
variable for the two compressors1©. There are three valves,2©, 3© and 4©, shown
in Figure8.4(a). The valve between Evaporator 1 and the second compressor,4©,
is present to limit the amount of cooling in Evaporator 1 if necessary. In addition
we may manipulate the flow of coolant in the condenser5© and the process stream
6©. Thus, this two-pressure level cycle hasNMV = 6 manipulated variables.

The two evaporators in Figure8.4(a)will function as liquid receivers so there are in
total three variable liquid levels. Two of the liquid levels, typically the evaporators,
need to be controlled for stabilization, and since the refrigerant is pure thesetpoints
for these (levels) has no steady-state effect (see also Table8.2). Thus, we end up
with Nss= NMV −N0 = 6−2 = 4 degrees of freedom. To operate the system we
need to decide on four controlled variables. In general, these should beselected
as the possible active constraints (e.g. max cooling,5© fully open) plus “self-
optimizing” variables.

It is interesting to compare the actualdegrees of freedom with the potentialdegrees
of freedom according to Table8.1. We have for Figure8.4(a):
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(b) Temperature profile

Figure 8.4: Cooling at two pressure levels,Nss= 4

Actual DOF
NMV = 6
−N0 = 2
Nss = 4

Potential DOF
1 Feed
1 Compressors
3 Heat exchangers
3 Valve

+ 1 Active charge
Nmax

ss = 9 degrees of freedom

The 5 “lost” degrees of freedom are related to:

1 No sub-cooling in the condenser (not optimal)

2,3 No super-heating in the two evaporators (optimal)

4,5 No bypass for the two evaporators (optimal)

Thus, four of the five lost degrees of freedom are “optimal by design”in this case.
The only possible loss is related to not allowing for sub-cooling of the stream
leaving the condenser. To fix this would require an additional valve between the
condenser and the liquid receiver.

8.3.2 Heat integrated distillation

To reduce the energy consumption in distillation, one may use a heat pump be-
tween the condenser and reboiler (Salim et al., 1991). Two possible designs are
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(a) External working fluid

1©

2©

3©

4©
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6©
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(b) Vapour overhead as working fluid

Figure 8.5: Two ways of using a heat pump to integrate the reboiler with the con-
denser in a distillation column

shown in Figure8.5.

a) With external working fluid. Control of such columns have been studiedby
Jørgenses and coworkers (Hallager et al., 1990; Nielsen et al., 1987, 1988;
Li et al., 2003) who also have an experimental setup.

b) With the vapour overhead as working fluid (not a closed cycle)

There are in total 7 manipulated variables for both systems (see Figure8.5): Feed
flowrate 1©, Bottom product flowrate2©, Top product flowrate3©, Reflux flowrate
4©, Compressor5©, Choke valve6©, Cooling water flowrate7©.

On the column side, there are two liquid levels with no steady-state effect that must
be controlled:

• Condenser liquid level (e.g. may be controlled by the reflux flowrate4©)

• Reboiler liquid level (e.g. may be controlled by the bottom product flowrate
2©)

Using the method in Table8.2 combined with the general rule we get the actual
degrees of freedom:



136 Degrees of freedom for refrigeration cycles

Figure 8.5(a)
NMV = 7
−N0 = 3∗

Nss = 4

∗One of the two levels in the heat pump
cycle must be controlled and has no steady-
state effect

Figure 8.5(b)
NMV = 7
−N0 = 3∗

Nss = 4

∗The heat pump cycle is no longer closed
so the single liquid level (receiver) must be
controlled

Thus, in both cases there are 4 steady-state degrees of freedom whenthe feedrate
and column pressure are included. This is the same as for an “ordinary” distillation
column.

Govatsmark(2003) studied the process with external working fluid (Figure8.5(a))
and found that the top composition and the column pressure are at their constraints
for the case where the top product is the valuable product. Assuming a given feed
flowrate there is then one unconstrained degree of freedom left. This unconstrained
degree of freedom could then be used to control a temperature in the bottomsection
of the column, which is found to be a good self-optimizing controlled variable
(Govatsmark, 2003).

It is interesting to compare the actualdegrees of freedom with the potential(max-
imum) degrees of freedom according to Table8.1:

Figure 8.5(a)
1 Feed
0 Column
1 Pressure (in column)
1 Compressor
3 Heat exchanger
1 Choke valve

+ 1 Active charge
Nmax

ss = 8 degrees of freedom

Figure 8.5(b)
1 Feed
0 Column
1 Pressure (in column)
1 Compressor
2 Heat exchanger
1 Choke valve

+ 1 Pressure (in condenser)
Nmax

ss = 7 degrees of freedom

In Figure8.5(a)the four “lost” degrees of freedom are related to:

1,2 No bypass of two heat exchangers∗ (optimal)

3 Saturation before compressor (optimal)

4 Saturation at condenser outlet (not optimal)

For Figure8.5(b)there are three “lost” degree of freedom related to:

1 No bypass of the column reboiler (optimal)

∗Not the cooler because the flow of coolant is an actual degree of freedom



8.3. Case studies 137

2 Saturation before compressor (optimal)

3 Saturation at condenser outlet (not optimal)

The only non-optimal “lost” degree of freedom is for both cases related tosatu-
ration out of the condenser in the heat pump cycle. This may be close to optimal
(Jensen and Skogestad, 2007a). However, to gain this degree of freedom it is nec-
essary to have a valve between the cooler and the liquid receiver. This valve will
then give sub-cooling out of the cooler.

8.3.3 Small scale LNG process

From Table 8.2
NMV = 6
−N0 = 0∗

Nss = 6

∗No subtraction of liquid receivers be-
cause of multicomponent working fluid with
NC≥ 2

1©

2© 3©

4©

5©

6© NG

LNG

Figure 8.6: A small scale LNG concept to illustrate the degrees of freedom related
to changing the composition via liquid levels

Consider the small-scale LNG process in Figure8.6 with a mixed refrigerant
NC≥ 2 (Neeraas and Brendeng, 2001). Note that the original process design has
additional degrees of freedom related to individual heat exchangersfor refriger-
ant cooling and natural gas cooling. Our simplified flowsheet assumes thatit is
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optimal to cool the refrigerant and the natural gas to the same temperature. We
find (using Table8.2) that the process has six manipulated variables,NMV = 6, see
Figure8.6. Since there are two liquid levels, we need to control at least one for
stabilization. Thus, it is tempting to remove one degree of freedom. However,the
level setpoint has a steady-state effect, because the composition in the two tanks
are different and we may change the composition of the circulating refrigerant by
shifting mass from one tank to the other. Thus,Nss= NMV = 6.

Using Table8.1we get the potential degrees of freedom if we assumeNC = 3:

Figure 8.6
1 Feed
1 Compressor
3 Choke valve
4 Heat exchanger
1 Active charge
2 Compositions

Nmax
ss = 12 degrees of freedom

We have the following 6 lost degrees of freedom:

1-3 No bypass of process heat exchangers (optimal)

4,5 Pressure in the two flash drums (optimal, discussed below)

6 Composition of the refrigerant (not optimal)

The “lost” degree of freedom related to the pressure in the two flash drumsare not
obvious. Adding a valve before the second flash drum will give a lower tempera-
ture in the flash drum and thus also of the vapour that is sent through the second
heat exchanger. This is not optimal since the vapour will then be colder than the
natural gas which it is cooled together with. The same is true for the first flash
drum if the natural gas feed is cooled with the same coolant as the refrigerant after
compression.

8.3.4 Propane pre-cooled mixed refrigerant (C3MR)

The C3MR process developed by the Air Products company has a large market
share of the existing liquefaction plants worldwide. A flowsheet of the C3MR
process is given in Figure8.7. The first cycle is with a pure refrigerant, usually
propane. The second cycle is with a mixed refrigerant. We identify the following
manipulated variables:

• Natural gas feed1©
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5© 6© 7©
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11©

12©
13©

Figure 8.7: Flowsheet of the C3MR process.Propane (C3), Mixed refrigerant
(MR), Natural gas (NG)

• 6 choke valves for propane pre-cooling (one for each pressure level for natu-
ral gas cooling and one for each pressure level for mixed refrigerant cooling)
2©, 3©, 4©, 5©, 6© and 7©

• Propane compressor, one speed8©

• Flow of cooling water or air in propane condenser9©

• Two choke valves for mixed refrigerant cycle,10© and11©

• Mixed refrigerant compressor12©

• Flow of cooling water or air in mixed refrigerant cooler13©

For the propane cycle we need to control 6 of the 7 liquid levels (e.g. the heat
exchanger levels) and sinceNC = 1 none of these level setpoints will have a steady-
state effect. AssumingNC = 3 for the mixed refrigerant cycle we get the following
actual and potential degrees of freedom:
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Actual DOF
NMV = 13
−N0 = −6
Nss = 7

Potential DOF
1 Feed
2 Compressor
10 Heat exchanger
8 Choke valve
2 Active charge

+ 2 Compositions (MR)
Nmax

ss = 25 degrees of freedom

The 18 “lost” degrees of freedom are related to:

1-8 No bypass of process heat exchangers (optimal)

9-14 Saturation at propane compressor inlet (no super-heating, optimal)

15 Saturation out of propane condenser (no sub-cooling, not optimal)

16 Pressure in the flash drum in the MR cycle (optimal)

17,18 Composition of the mixed refrigerant (not optimal)

The only loss in efficiency due to the “lost” degrees of freedom are caused by hav-
ing no sub-cooling in the propane condenser and by not being able to change the
composition in the mixed refrigerant cycle. To get sub-cooling in the condenser it
is necessary to have a valve between the condenser and the liquid receiver. Adjust-
ing the composition is discussed further in Section8.4.

It is optimal to have the flash drum in the mixed refrigerant cycle at the same
pressure as the outlet from the last propane cooler. Otherwise the warmrefrigerant
would be colder than the natural gas in the first mixed refrigerant heat exchanger,
causing a non-optimal temperature profile.

Optimal operation:
Let us consider two different operating strategies:

Case 8.1Maximum production given available shaft work.

Case 8.2Minimum shaft work given feed flowrate.

For both cases the following is true:

It is not economical to cool more than necessary so the natural gas outlettemper-
ature is at its maximum constraint∗, this may be controlled by the last choke valve

∗This temperature will implicitly set the amount of flash gas, see Chapter6 and the composition
of both the flash gas and the LNG.
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in the mixed refrigerant cycle∗, removing one degree of freedom. Cooling water
is usually cheap so it is usually wise to maximize the flow of cooling water which
removes two additional degrees of freedom. We are then left with 4 degrees of
freedom to optimize the operation.

For Case8.1. Two degrees of freedom are used to maximize compressor shaft
work, one for each cycle (active constraints). This leaves us with two uncon-
strained degrees of freedom, so two setpoints must be specified for this case (e.g.
Ph in the mixed refrigerant cycle andPl in the propane cycle)

For Case8.2. The feed flowrate is given so we loose one degree of freedom. This
leaves us with three unconstrained degrees of freedom, so three setpoints must be
specified for this case (e.g.Pl andPh in the mixed refrigerant cycle andPl in the
propane cycle).

Remark. If the cooling water is too cold it may be necessary to limit the flow of cooling
water to avoid violating constraints on the compressor suction pressure (minimum con-
straint). This, however, does not change the analysis sincethe number of active constraints
are the same since we exchange the maximum cooling constraint with the minimum pres-
sure constraint.

8.3.5 Mixed fluid cascade (MFC)

The Statoil-Linde LNG Technology Alliance has developed a mixed fluid cascade
(MFC) process (Bach, 2002; Forg et al., 1999). A flowsheet of the process is given
in Figure8.8. It consists of three refrigeration cycles i) Pre-cooling cycle (PR), ii)
liquefaction cycle (LC) and iii) sub-cooling cycle (SC). All three refrigerant cycles
use mixed refrigerants.

There are in total 13 manipulated variables (NMV = 13):

• Natural gas feed1©

• Flow of cooling water/air in PC cycle2©

• Choke valve intermediate pressure level PC cycle3©

• Choke valve low pressure level PC cycle4©

• Compressor PC cycle5©

• Flow of cooling water/air in LC cycle6©

∗Another solution is to use the natural gas feed flowrate by adjusting the LNG expansion. This
expansion device (valve or turbine) is not shown here, as we have indicated the feed manipulator at
the inlet of the stream instead.
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Figure 8.8: Flowsheet of the MFC process.Pre-cooling cycle (PC), Liquefaction
cycle (LC), Sub-cooling cycle (SC)andNatural gas (NG)

• Extra valve LC cycle7©

• Choke valve LC cycle8©

• Compressor LC cycle9©

• Flow of cooling water/air in SC cycle10©

• Extra valve SC cycle11©

• Choke valve SC cycle12©

• Compressor SC cycle13©

There are no liquid levels that must be controlled (N0 = 0). AssumingNC = 3 for
each cycle we get the following actual and potential degrees of freedom:
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Actual DOF
NMV = 13
−N0 = 0
Nss = 13

Potential DOF
1 Feed
3 Compressor
7 Heat exchangers
4 Choke valve
3 Active charge

+ 6 Composition
Nmax

ss = 24 degrees of freedom

The 11 “lost” degrees of freedom are related to:

1-4 No bypass of process heat exchangers (optimal)

5 Saturation at PC condenser outlet (not optimal)

6-11 Two compositions for each of the three cycles (not optimal)

Also for this process it is the saturation specification out of the condenserfor the
first cycle and the fixed compositions that will give the losses.

Optimal operation: Let us again consider optimal operation for two cases. The
LNG outlet temperature must be controlled and the amount of cooling water in
three sea water coolers are maximized, giving 9 unconstrained degrees of freedom.

For Case8.1(maximum feed).We use three degrees of freedom to maximize the
compressor shaft work in each cycle. We are then left with 6 unconstrained degrees
of freedom so 6 setpoints must be specified.

For Case8.2(given feed).The feed is given so there are then 8 unconstrained de-
grees of freedom. For this case we need 8 setpoints.

Note that there may be active constraints on the temperature after PCHX1 and/or
the temperature after PCHX2 if the NGL extraction is integrated. For each active
constraint we will have one less unconstrained degree of freedom, thatwe have to
find a controlled variable for.

8.4 Discussion

8.4.1 Degrees of freedom

Table 8.1 is not straightforward to use in practice. This is mainly because an
intermediate pressure may or may not have a steady-state effect. This is noteasily
captured by simply counting the degrees of freedom for each unit operation, but
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requires a process understanding. The method shown in Table8.1 is only one of
several alternatives that will lead to the same result.

8.4.2 Refrigerant composition

For mixed refrigerants there areNC − 1 potential degrees of freedom related to
the composition of the refrigerant. However, all of these are usually not realized
as actual degrees of freedom. We have claimed above that liquid level setpoints
(provided different composition) may be used to effectively utilize the degrees
of freedom related to refrigerant composition, see the small scale LNG process
presented above. This is not a practical solution with several compositionsas it is
necessary with equally many liquid tanks (with sufficiently different compositions)
and control elements (valves). So in practice one will instead rely on a constant
composition that may be changed on a larger timescale by utilizing the make-up
system.

8.4.3 Saturation in condenser

Another potential degree of freedom that is sometimes “lost” is related to the con-
denser pressure. By having a liquid receiver after the condenser it will not be possi-
ble to have a condenser pressure different from the saturation pressure (Pcon= Psat).
By having a valve in between the condenser and the liquid receiver it is possible
to have sub-cooling in the condenser (Pcon≥ Psat). This is discussed in more detail
in Jensen and Skogestad(2007b). However, it may also be necessary with a dif-
ferent condenser design if the design does not allow for sub-cooling.This is the
case if the liquid formed in the condenser leaves the heat transfer zone (e.g. due to
gravity).

8.5 Conclusion

The degrees of freedom available for optimization (Nss) is an important number
for several reasons. It determines the number of free variables available to solve
the optimization problem. However, more importantly it determines how many
steady-state controlled variables that must be selected to operate the process.

This paper extends an earlier published simple approach to determine the potential
degrees of freedom (Nmax

ss ) based on unit operations to also cover vapour compres-
sion cycles. A simple method to determine the actualdegrees of freedom (Nss)
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for vapour compression cycles is also presented. Both methods are illustrated on
four case studies where the difference between the potentialand actualdegrees of
freedom are explained and related to the process layout.

For the two LNG case studies (C3MR and MFC) we also illustrate the effect of
operating strategy (maximum production and given production) on the number of
unconstrained degrees of freedom.
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Chapter 9

Conclusion

The charge (holdup) does not affect the steady-state for anopenprocess (e.g. liquid
level in a buffer tank), because of the boundary conditions on pressure. It has been
shown that “active charge” inclosedcycles has a steady-state effect. One way
of affecting the “active charge” is by having a liquid receiver in the cycle. This
degree of freedom is often lost by designing the cycle without sub-cooling in the
condenser. We find that some sub-cooling is desirable and for the ammonia case
study the compressor shaft work is reduced by about 2% by allowing forsub-
cooling. The savings are not very large, but more importantly, the results show
that the active charge is a degree of freedom and that the sub-cooling gives some
decoupling between the high pressurePh and the hot source temperatureTH . This
shows that there are no fundamental differences between the typical sub-critical
cycles and the trans-criticalCO2 cycles.

In terms of practical operation there are differences between the sub-critical am-
monia cycle and the trans-criticalCO2 cycle. For the ammonia cycle several simple
control structures gives acceptable performance. The best controlstructure found
is to control the temperature approach at the condenser exit. For theCO2 cycle we
had to use a linear combination of measurements to get acceptable performance.

It is common to do the early design of refrigeration cycles by specifying a mini-
mum approach temperature in the heat exchangers (minJ subject to∆T ≥ ∆Tmin).
This method fails to give the optimal operating point and also fails to find that sub-
cooling is optimal. As a simple alternative we propose the simplified TAC method
(min(J+C0 ∑An

i )), whereC0 replaces∆Tmin as the adjustable parameter.

A PRICO LNG process has been designed by using realistic compressor specifi-
cations found online. We are able to increase the LNG production comparedwith
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the commercial PRICO process. Compared with the AP-X LNG process we find
that the PRICO process has about 7% less production for the same available shaft
power.

Operation of the PRICO process is studied for two modes of operation; i) minimum
shaft work (for given production) and ii) maximum production. Both modeshas 2
controlled variables that must be selected (after controlling constraints thatare al-
ways optimally). We find that maintaining a minimum distance to surge (∆ṁsurge=
0.0kgs-1) and maximum rotational speed of the compressor (N = 100%) gives op-
timal operation for the nominal operating point and for some of the disturbances
(for both modes). Since this control structure also gives close to optimal opera-
tion for the remaining disturbances, we propose to control∆ṁsurge= 0.0kgs-1 and
N = 100%.

The degrees of freedom available for optimization is an important number forsev-
eral reasons. First, it determines the number of free variables to solve theoptimiza-
tion problem. Second, it determines how many steady-state controlled variables
that must be selected to operate the process. Finding the degrees of freedom is
not straightforward and requires a detailed process understanding. An earlier pub-
lished simple approach to determine the potential degrees of freedom basedon unit
operations is extended to also cover vapour compression cycles. A simple method
to determine the actual degrees of freedom for vapour compression cycles is also
presented. Both the methods are illustrated on four case studies where the differ-
ence between potential and actual degrees of freedom are explained and related to
the process layout.



Appendix A

Optimal operation of a mixed
fluid cascade LNG plant

Studies on the operation of complex vapour compression cycles, like
the one used for the production of liquefied natural gas (LNG), are not
widely reported in the open literature. This is a bit surprising, consider-
ing the large amount of work that has been put into optimizingthe design
of such processes. It is important that the process is operated close to
optimum to fully achieve the maximum performance in practice. There
are possibilities for savings, both due to (a) identifying the optimal point
of operation, and (b) selecting the controlled variables such that the op-
timal operation depends weakly on disturbances.
In this paper we study the mixed fluid cascade (MFC) LNG process de-
veloped byThe Statoil Linde Technology Alliance. We study the degrees
of freedom and how to adjust these to achieve optimal steady-state op-
eration.

A.1 Introduction

Large amounts of natural gas (NG) are found at locations that makes it infeasible or
not economical to transport it in gaseous state (in pipelines or as compressed NG)
to the customers. The most economic way of transporting NG over long distances
is to first produce liquefied natural gas (LNG) and then transport the LNG by ships.
At atmospheric pressure LNG has approximately 600 times the density of gaseous
NG.

At atmospheric pressure LNG has a temperature of approximately−162◦C, so
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the process of cooling and condensing the NG requires large amounts of energy.
Several different process designs are used and they can be grouped roughly as
follows:

• Mixed refrigerant: The refrigerant composition is adjusted to match the
cooling curve of NG. Some are designed with a separate pre-cooling cycle

• Cascade process (pure fluid): Several refrigerant cycles are used to limit the
mean temperature difference in the heat exchange

• Mixed fluid cascade process: Energy efficiency is further improved byusing
several mixed refrigerant cycles

The process considered in this paper is the Mixed Fluid Cascade (MFC) process
developed byThe Statoil Linde Technology Alliance(Bach, 2002). The MFC pro-
cess has three different cycles, all with mixed refrigerant and the firstcycle with
two pressure levels.

The steady-state model for this plant is implemented in gPROMS (,n.d.) result-
ing in approximately 14000 equations. Optimizing the plant takes in the order
of 2 hours on a Pentium 4 computer with 2.8 GHz and 512 MB RAM running
GNU/Linux.

A.2 Process description

A simplified flowsheet is given in FigureA.1. For more details about the process
consultBach(2002) andForg et al.(1999).

Nominal conditions:

• Feed: NG enters withP = 61.5bar andT = 11◦C after pretreatment. The
composition is: 88.8% methane, 5.7% ethane, 2.75% propane and 2.75%
nitrogen. Nominal flow rate is 1kmols-1

• Product: LNG is atP = 55.1bar andT = −155◦C

• The refrigerants are a mix of nitrogen (N2), methane (C1), ethane (C2) and
propane (C3) and the compositions are used in optimization.

• The refrigerant vapour to the compressors are super-heated 10◦C

• The refrigerants are cooled to 11◦C in all sea water (SW) coolers (assumed
maximum cooling)
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Figure A.1: Simplified flowsheet of the MFC process. SC - sub-cooling cycle,
LC - liquefaction cycle, PC - pre-cooling cycle (two stages 1 and 2). Degrees of
freedom associated with variable active charge in each cycle are not shown

• Pressure drops are 0.5bar in SW coolers, 0.5bar for hot flows in main heat
exchangers and 0.2bar for cold refrigerant in main heat exchangers

The SRK equation of state is used both for NG and the refrigerants. The heat
exchangers are distributed models with constant heat transfer coefficients. The
compressors are isentropic with 90% constant efficiencies.

A.3 Degree of freedom analysis

In this section we present a detailed degree of freedom analysis which is an impor-
tant result of this work.

In a single simple vapour compression cycle (e.g. a home refrigerator) there are
two obvious manipulated inputs, namely the compressor and the valve∗. In addi-
tion, there is a less obvious manipulated variable. This is the “active charge”in the
cycle, which may be modified by introducing a unit (tank) with variable holdup
(Jensen and Skogestad, 2007). The active charge may be changed by placing tanks

∗In addition one might control flow of hot and cold fluid, but this is outside thecycle, so let us
overlook that for now
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at many different locations, but from a simple mass balance it may be verifiedthat
for each cycle one may have only one independent variable (tank) associated with
the active charge. Thus for the cycles the number of manipulated variablesare the
number of compressors and valves plus one active charge for each cycle.

Let us now look at the MFC process.

A.3.1 Manipulated variables (MV’s)

From the discussion above we find that there are in total 26 manipulated variables
(degrees of freedom):

• 5 Compressor powersWs,i

• 4 Choke valve openingszi

• 4 SW flows in coolers

• 1 NG flow (can also be considered a disturbance)

• 9 Composition of three refrigerants

• 3 active charges (one for each cycle)

A.3.2 Constraints during operation

There are some constraints that must be satisfied during operation.

• Super-heating: The vapour entering the compressors must be≥ 10◦C super-
heated

• Tout
LNG: NG Temperature out of SCHX must be≤−155◦C or colder

• Pressure: 2bar≥ P≤ 60bar

• NG temperature after PCHX1 and PCHX2 (not considered in this paper)

• Compressor outlet temperature (not considered in this paper)

A.3.3 Active constraints

We are able to identify some constraints that will be active at optimum. In total
there are 11 active constraints:
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• Excess cooling is costly soTout
LNG = −155◦C

• Optimal with low pressure in cycles soPl = 2bar (for all 3 cycles)

• Maximum cooling: AssumeT = 11◦C at 4 locations

A.3.4 Unconstrained degrees of freedom

After using 11 of the 26 manipulated inputs to satisfy active constraints, we are
left with 15 unconstrained degrees of freedom. In this work we considerthe NG
flow given from elsewhere (disturbance to the process). In addition weassume
that the degree of super-heating is controlled at∆Tsup= 10◦C, so we are left with
13 degrees of freedom in optimization. For a steady state analysis the pairingof
inputs and outputs is insignificant, so say we are left with the following subsetof
the MV’s:

• 3 NG temperatures (after PCHX1, PCHX2 and LCHX)

• Pm in SC

• 9 Refrigerant compositions

In this paper we will not consider manipulating refrigerant composition in opera-
tion (only in the optimization), so of the 13 unconstrained degrees of freedom we
are left with 4 during operation.

A.4 Optimization results

In this section we are optimizing on the 13 degrees of freedom given aboveto
locate the optimal operation of a given MFC LNG plant. The resulting temperature
profiles for the four main heat exchangers are given in FigureA.2. Some key values
of the refrigerant cycles are given in TableA.1 where the nomenclature is given in
FigureA.1.

Some remarks:

• The total shaft work is 10.896MW

• The optimal NG temperature out of PCHX1, PCHX2 and LCHX is−17.3◦C,
−51.5◦C and−77.1◦C, respectively
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Figure A.2: Temperature profiles

• In the true design there will separators at the high pressure side of the cycles,
which has not been considered here. Further work will include an analysis
of the effect of this sub-optimal design

• In the SC cycle the pressure ratios over the two compressor stages are far
from equal (which is a rule of thumb for compression ratios). This is because
the inlet temperature to the first stage (approximately−80◦C) is much lower
than inlet temperature to the second stage (11◦C)

• Nitrogen is present in SC only to satisfy the minimum pressure of 2bar



A.5. Control structure design 155

Table A.1: Optimal operation of a MFC process
PC1 PC2 LC SC

Pl [bar] 6.45 2.00 2.00 2.00
Pm[bar] 6.45 - 28.38
Ph [bar] 15.03 15.03 20.58 56.99
C1 [%] 0.00 0.00 4.02 52.99
C2 [%] 37.70 37.70 82.96 42.45
C3 [%] 62.30 62.30 13.02 0.00
N2 [%] 0.00 0.00 0.00 4.55
ṅ[mols-1] 464 685 390 627
Ws[MW] 1.2565 + 2.644 2.128 3.780+1.086

A.5 Control structure design

NG LNG

PCHX1 PCHX2 LCHX SCHX

SWSW

SW

SW

TC

TCTCTC

PC

SH
SHSH

SH

Figure A.3: Suggested control structure for the MFC process. SH is degree of
super-heating controllers, PC and TC are pressure and temperature controllers re-
spectively. Not shown: Three pressure controllers on the low pressure side using
the active charge in each cycle

In the section above we where able to identify the optimum for the process, but
how should this optimum be implemented in practice? First we need to control the
active constraints:
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• Pl is for each of the 3 cycles: For this we may use “active charge” (see
discussion above)

• Maximum cooling in 4 SW coolers: SW flow at maximum

• LNG outlet temperature at−155◦C: May use first compressor stage in SUB

In addition, we choose to control:

• Degree of super-heating (4 locations): For this we may use the correspond-
ing choke valve opening

The four remaining degrees of freedom should be used to control variables which
have good self optimizing properties:

“Self optimizing control is when we can achieve acceptable loss with constant
setpoint values for the controlled variables (without the need to re-optimize when
disturbances occur)” (Skogestad, 2000).

To evaluate the loss one needs to consider the effect of disturbances and implemen-
tation errors. A steady-state analysis is usually sufficient because the economics
are primarily determined by the steady-state.

Based on physical insight the following four variables may been suggested

• Tout
NG1A

• Tout
NG1B

• Tout
NG2

• Pm

A possible control structure with these four variables and the active constraints
controlled is shown in FigureA.3. However, note that the “pairings” of controlled
and manipulated inputs are included primarily to illustrate that we have available
degrees of freedom, as this does not matter for evaluating self-optimizing control
at steady-state. It will be the subject of future work to compare this choiceof
controlled variables with one that follows from a systematic procedure.

A.6 Conclusion

We have shown that the degrees of freedom in vapour compression cycles are equal
to the number of compressors and valves plus one. The extra degree of freedom is
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related to the “active charge” in the system, and a tank with variable holdup should
be included to gain this degree of freedom.

A detailed degree of freedom analysis for the MFC process reveals thatthere are
four unconstrained degrees of freedom in operation (not considering manipulating
refrigerant compositions). To fully achieve the potentially high thermodynamic
efficiency of the MFC process it is important that these four unconstrained degrees
of freedom are utilized optimally.
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This paper studies the trade-off between energy consumption and food
quality loss, at varying ambient conditions, in supermarket refrigeration
systems. Compared with the traditional operation with pressure control,
a large potential for energy savings without extra loss of food quality is
demonstrated. We also show that by utilizing the relativelyslow dynam-
ics of the food temperature, compared with the air temperature, we are
able to further lower both the energy consumption and the peak value
of power requirement. The Pareto optimal curve is found by off-line
optimization.
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B.1 Introduction

Increasing energy costs and consumer awareness on food productssafety and qual-
ity aspects impose a big challenge to food industries, and especially to supermar-
kets, which have direct contacts with consumers. A well-designed optimal control
scheme, continuously maintaining a commercial refrigeration system at its opti-
mum operation condition, despite changing environmental conditions, will achieve
an important performance improvement, both on energy efficiency and food qual-
ity reliability.

Many efforts on optimization of cooling systems have been focused on optimizing
objective functions such as overall energy consumption, system efficiency, capac-
ity, or wear of the individual components, seeJakobsen and Rasmussen(1998),
Jakobsen et al.(2001), Larsen and Thybo(2004), Leducqa et al.(2006), Swens-
son(1994). They have proved significant improvements of system performance
under disturbances, while there has been little emphasis on the quality aspectof
foodstuffs inside display cabinets.

This paper discusses a dynamic optimization of commercial refrigeration systems,
featuring a balanced system energy consumption and food quality loss. A former
developed quality model of food provides a tool for monitoring and controlling the
quality loss during the whole process, seeCai et al.(2006).

The paper is organized as follows: Operation and modelling of a refrigeration
systems is presented in SectionB.2. In SectionB.3 we introduce the problem for-
mulation used for optimization. Different optimization schemes and results are
presented in SectionB.4. Finally some discussions and conclusions follow in Sec-
tion B.5 and SectionB.6.

B.2 Process description

A simplified sketch of the process is shown in FigureB.1. In the evaporator there
is heat exchange between the air inside the display cabinet and the cold refrigerant,
giving a slightly super-heated vapor to the compressor. After compression the hot
vapor is cooled, condensed and slightly sub-cooled in the condenser. This slightly
sub-cooled liquid is then expanded through the expansion valve giving a cold two-
phase mixture.

The display cabinet is located inside a store and we assume that the store hasa
constant temperature. This is relative true for stores with air-conditioning.The
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Figure B.1: Sketch of a simplified supermarket refrigeration system studiedin this
paper.

condenser and fans are located at the roof of the store. Condensationis achieved
by heat exchange with ambient air.

B.2.1 Degree of freedom analysis

There are 5 degrees of freedom (input) in a general simple refrigeration system,
seeJensen and Skogestad(2007). Four of these can be recognized in FigureB.1
as the compressor speed (NC), condenser fan speed (NCF), evaporator fan speed
(NEF) and opening degree of the expansion valve (OD). The fifth one is related to
the active charge in the system.

Two of the inputs are already used for control or are otherwise constrained:

• Constant super-heating (∆Tsup = 3◦C): This is controlled by adjusting the
opening degree (OD) of the expansion valve.

• Constant sub-cooling (∆Tsub = 2◦C): We assume that the condenser is de-
signed to give a constant degree of sub-cooling, which by design consumes
the degree of freedom related to active charge, seeJensen and Skogestad
(2007).

So we are left with three unconstrained degrees of freedom that shouldbe used to
optimize the operation. These are:

1. Compressor speedNC

2. Condenser fan speedNCF

3. Evaporator fan speedNEF

These inputs are controlling three variables:

1. Evaporating pressurePE
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2. Condensing pressurePC

3. Cabinet temperatureTcabin

However, the setpoints for these three variables may be used as manipulatedinputs
in our study so the number of degrees of freedom is still three.

B.2.2 Mathematical model

The model equations are given in TableB.1; please seeLarsen(2005) for the mod-
elling of refrigeration systems. We assume that the refrigerator has fast dynamics
compared with the display cabinet and food, so for the condenser, evaporator, valve
and compressor we have assumed steady-state. For the display cabinet and food
we use a dynamic model, as this is where the slow and important (for economics)
dynamics will be. The food is lumped into one mass, and the air inside the cabinet
together with walls are lumped into one mass. The main point is that there are two
heat capacities in series. For the case with constant display cabinet temperature
we will also have constant food temperature. There are then no dynamics and we
may use steady-state optimization.

Some data for the simulations are given in TableB.2; please seeLarsen(2005) for
further data.

B.2.3 Influence of setpoints on energy consumption

As stated above, this system has three setpoints that may be manipulated:PC, PE

andTcabin. In FigureB.2, surface shows that under 2 different cabinet tempera-
tures, the variation of energy consumption with varyingPC andPE. PointA is the
optimum for cabinet temperatureTcabin1 and pointB is the optimum forTcabin2.
Tcabin1 is lower thanTcabin2, so the energy consumption is higher in pointA than in
pointB.

B.2.4 Influence of setpoint on food quality

Food quality decay is determined by its composition factors and many environ-
mental factors, such as temperature, relative humidity, light etc. Of all the envi-
ronmental factors, temperature is the most important, since it not only strongly
affects reaction rates but is also directly imposed to the food externally. Theother
factors are at least to some extent controlled by food packaging.
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Table B.1: Model equations
Compressor

ẆC =
ṁre f ·(his(Pe,Pc)−hoe(Pe))

ηis

hic =
1− fq

ηis
· (his(Pe,Pc)−hoe(Pe))+hoe(Pe)

ṁre f = NC ·Vd ·ηvol ·ρre f (Pe)
Condenser
ẆCF = K1,CF · (NCF)3

ṁair,C = K2,CF ·NCF

Taoc = Tc +(Tamb−Tc) ·exp
(

−(αC · ṁmC
air,C)/(ṁair,C ·Cpair)

)

0 = ṁre f · (hic(Pe,Pc)−hoc(Pc))− ṁair,C ·Cpair · (Taoc−Tamb)
Evaporator
ẆEF = K1,EF · (NEF)3

ṁair,E = K2,EF ·NEF

Taoe= Te+(Tcabin−Te) ·exp
(

−(αE · ṁmE
air,E)/(ṁair,E ·Cpair)

)

0 = Q̇e− ṁair,E ·Cpair · (Tcabin−Taoe)
Display cabinet
Q̇c2 f = UAc2 f · (Tcabin−Tf ood)
Q̇s2c = UAs2c · (Tstore−Tcabin)
dTf ood

dt = (mCpf ood)
−1 · Q̇c2 f

dTcabin
dt = (mCpcabin)

−1 · (−Q̇c2 f − Q̇E + Q̇s2c)

Qf ood,loss=
∫ t f
t0 100·DT,re f exp(Tf ood−Tre f

z )dt

Table B.2: Some data used in the simulation
Display cabinet∗

heat transfer areaUAs2c= 160WK-1

heat capacity:mCpcabin= 10kJK-1

Food
heat transfer area:UAc2f = 20.0WK−1

heat capacity:mCpfood = 756kJK-1

quality parameter:DT,re f = 0.2day-1;
quality parameter:Tre f = 0◦C
quality parameter:Z = 10◦C
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Here we focus on the temperature influence to food qualityQfood. The only set-
point directly influencing food temperature (and thus food quality) isTcabin. Fig.
B.3 shows the daily quality loss for chilled cod product under 4 cases:Tfood of
2, 1◦C andTsin. Tsin,1 andTsin,2 are the sinusoidal function with mean value of
1◦C, amplitude of 1◦C and 3◦C respectively, period is 24h. Note that the quality
loss is higher with higher temperature, but there is only minor extra loss over 24h
by using a sinusoidal temperature with small amplitude. A sinusoidal with large
amplitude has a larger influence on quality due to the non-linearity of the quality
function, it will not be considered here.
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Figure B.3: Fresh fish quality loss when stored at different temperatures.

B.3 Problem formulation

We here consider at a time horizon of three days, ambient temperature (Tamb) fol-
lows a sinusoidal function with a mean value of 20◦C, period of 24 hours and
amplitude of 6◦C. This is a normal temperature profile in Denmark during sum-
mer, seeDanmarks Meteorologiske Institut(2007).
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The objective is to minimize the energy consumption, subject to maintaining a
fixed quality loss, by using those 3 DOF. This can be formulated mathematically
as:

min
(NC(t),NCF(t),NEF(t))

J (B.1)

where J =
∫ t f

t0
(WC(t)+WCF(t)+WEF(t)
︸ ︷︷ ︸

Wtot(t)

)dt (B.2)

The quality loss of the food could be included in the objective function directly,
but we choose to limit it by using constraints. The optimization is also subjected to
other constraints, such as maximum speed of fans and compressor, minimum and
maximum value of evaporator and condenser pressure etc.

In this paper, the food is a fresh cod product. Danish food authorities require
it to be kept at a maximum of 2◦C. The control engineer will normally set the
temperature setpoint a little lower, for example at 1◦C.

Case 1Traditional operation with constant pressures (PE), (PC) and constant
temperatures (Tcabin= Tfood = 1◦C)

There are usually large variations in the ambient temperature during the yearso in
traditional operation it is necessary to be conservative when choosing the setpoint
for condenser pressure. To reduce this conservativeness it is common to use one
value for summer and one for winter. We will here assume that the summer setting
is used.

To get a fair comparison with traditional control, which operates at 1◦C, we will
illustrate our optimization by considering the following cases:

Case 2Tcabin andTfood constant at 1◦C.
Two remaining unconstrained degrees of freedom as functions of time are
used for minimizing the energy consumption inB.1.

Case 3Tfood = 1
t f−t0

∫ t f
t0 Tfood(t)dt = 1◦C.

Three remaining unconstrained degrees of freedom as functions of time are
used for minimizing the energy consumption inB.1.

Case 4Qfood, loss(t f ) ≤ 75.5%.
Three remaining unconstrained degrees of freedom as functions of time are
used for minimizing the energy consumption inB.1. 75.5% is the quality
loss at constant temperature of 1◦C obtained in cases 1 and 2.
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B.4 Optimization

B.4.1 Optimization

The model is implemented ingPROMSr and the optimization is done by dynamic
optimization (except for Case 1). For the Case 2, we have used piecewiselinear
manipulated variables with a discretisation every hour. For the cases with varying
cabinet temperature (Case 3 and 4), we have used sinusoidal functionsu= u0+A·
sin(π · t/24+ φ), whereu0 is the nominal input,A is the amplitude of the input,t
is the time andφ is the phase shift of the input.

Using a sinusoidal function has several advantages:

• There are much fewer variables to optimize on, only 3 for each input, com-
pared with 3 parameters for each time interval for discrete dynamic opti-
mization

• There are no end-effects.

In all cases we find that the phase shift is very small.

B.4.2 Optimization results

TableB.3 compares the four cases in terms of the overall costJ, end quality loss,
maximum total power (Wtot,max) and maximum compressor power (WC,max). The
two latter variables might be important if there are restrictions on the maximum
compressor power or on the total electric power consumption.

Some key variables, including speed and energy consumption for compressor and
fans as well as temperatures, are plotted for each case in FigureB.5 through Figure
B.8.

Table B.3: Traditional operation and optimal operation for three differentcon-
straints

Case 1∗ Case 2† Case 3‡ Case 4§

J [MJ] 273.7 242.8 240.7 241.4
Qf ood,loss(t f ) [%] 75.5 75.5 76.1 75.5
WC,max[W] 955 1022 836 879
Wtot,max[W] 1233 1136 946 981

For Case 1 (traditional operation) the total energy consumption over threedays is
273.7MJ. Note that the condenser temperature (and pressure) is not changing with
time.
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If we keepTcabin = Tfood constant at 1◦C, but allow the pressures (and temper-
atures) in the condenser and evaporator to change with time (Case 2), we may
reduce the total energy consumption by 11.3% to 242.8MJ. Fig. B.6 shows that
the evaporator temperature is constant, because we still control the cabinet tem-
perature, while the condenser temperature varies with ambient temperature.The
quality is the same as in Case 1 because of the constant cabinet temperature.The
power variations are larger, but nevertheless, the maximum total power (Wtot,max)
is reduced by 7.9% to 1136W.

Next, we also allow the cabinet temperature to vary, but add a constraint onthe
average food temperaturesT food = 1.0◦C (Case 3). This reduces the total energy
consumption with another 0.9%, while the food quality loss is slightly higher.
Note from FigureB.7 that the evaporator, cabinet and food temperature is varying
a lot.

Finally, in Case 4 we do not care about the average food temperature, but instead
restrict the quality loss. WithQfood,loss(t f )≤ 75.5%, which is the same end quality
we obtained for Case 1, we save 11.8% energy compared with Case 1, but use
slightly more than for Case 3 (0.29%). Note from FigureB.8 that the amplitude
for food, cabinet and evaporator temperature are slightly reduced compared to Case
3.

An important conclusion is that most of the benefit in terms of energy savingsis
obtained by letting the setpoint forPE andPC vary (Case 2). The extra savings by
changing also the cabinet temperatureTcabin (Case 3 and 4) are small. However,
the peak value for compressor power and total system power is significantly de-
creased for Case 3 and 4. This is also very important, because a lower compressor
capacity means a lower investment cost, and a lower peak value of total power
consumption will further reduce the bill for supermarket owner, according to the
following formula:

Cop =
∫ year

month
(Pel(t) ·Eel(t)+max(Pel(t)) ·Eel,dem(t))dt (B.3)

whereCop is the operating cost,Eel is the electricity rate,Pel is the electric power,
Eel,demis the electricity demand charge, max(Pel(t)) is the maximum electric power
during one month.

B.4.3 Trade-off between energy consumption and food qualityloss

Fig. B.4 plots the Pareto optimal curve between food quality loss and energy
consumption. It shows that reducing quality loss and saving energy is a conflicting
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objective to a system. An acceptable tradeoff between these two goals can be
selected by picking a point somewhere along the line. It also shows that Case 1 is
far away from optimization; Case 4 is one optimal point, while Case 2 and 3 are
near optimal solutions.
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Figure B.4: Optimization between food quality loss and energy consumption

B.5 Discussion

Having oscillations in the pressures will impose stress and cause wear on theequip-
ment. This might not be desirable in many cases, but in this study the oscillations
are with a period of one day, so this should not be an issue.

Experiments on the influence of fluctuating temperatures on food quality were
reviewed byUlrich (1981), where marginal reduction in final quality due to fluc-
tuations was reported. In our case, food temperature is only slowly varying, and
with an amplitude of less than 1◦C. Thus, this will not pose any negative influence
on food quality.

B.6 Conclusion

We have shown that traditional operation where the pressures are constant gives
excessive energy consumption. Allowing for varying pressure in the evaporator
and condenser reduces the total energy consumption by about 11%. Varying food
temperature gives only minor extra improvements in terms of energy consumption,
but the peak value of the total power consumption is reduced with an additional
14% for the same food quality loss.

Reducing quality loss and saving energy is a conflicting objective. Our optimiza-
tion result will help the engineer to select an acceptable tradeoff between these two
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Figure B.5: Traditional operation withTcabin= 1◦C, PE = 2.4bar andPC = 8.0bar
(Case 1)

goals by picking a point somewhere along the Pareto front line.

This paper investigates the potential of finding a balancing point between quality
and energy consumption, by open-loop dynamic optimizations. It uses the sinusoid
ambience temperature as one example. In real life, weather patterns are not exactly
a sinusoidal function, but real weather conditions can be easily obtainedin advance
from forecast. Practical implementation, including selecting controlled variables
and using closed-loop feedback control, will be the theme of future research.
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