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Abstract

The theme of this thesis is optimal operation of refrigeration cycles, but shutse
also applies to the reverse process generating heat.

A simple refrigeration cycle has five steady-state degrees of freedatedeo;
compressor, choke valve, heat transfer in condenser, heateransévaporator
and “active charge”. One degree of freedom is used to control thte dbdhe
cycle, e.g. the compressor. It is usually optimal to maximize the heat transfer in
the condenser and in the evaporator (e.g. by maximizing the fan spedeéswva
remaining degrees of freedom may be used to control the degree oftegteng
and the degree of sub-cooling. It is found that super-heating sheuiditimized,
whereas some sub-cooling is optimal in terms of cycle efficiency. The eedre
freedom related to active charge is often lost by specifying no sulirgoloy the
design. This gives a loss in the order of 2%. Different designs ferctffg the
active charge are discussed.

By allowing for sub-cooling in the condenser of a sub-critical refrigereycle
there are no fundamental differences between a trans-critical cyglenith CO,

as working fluid) and a sub-critical cycle (e.g. with ammonia as working fluid)
However, the practical operation is quite different. For a sub-critical anisno
cycle several simple control structures gives close to optimal operationthé
trans-criticalCO, cycle on the other hand, a combination of measurements is nec-
essary.

Refrigeration processes are often designed by specifying a minimunoaagbpr
temperature&Tmin) in the evaporator and in the condenser. With this approach,
the optimality of sub-cooling in the condenser will not be found. In addition,
specifying the areas found by designing with fXig,j,-method and re-optimizing
without the constraints oATy, leads to a different operating point. These two
deficiencies shows that the€l,i,-method is not sufficient. An alternative method
(simplified TAC) is proposed and compared with tkig,;,-method.

Considering the large amount of work that goes into the design of LNGepses,
there is surprisingly little attention to their subsequent operation. This partiggo
from the assumption that optimal design and optimal operation is the same, but this
is generally not true.

The PRICO LNG process is used as an example for optimal design and optimal
operation of LNG processes. In the design phase there are a nundogrstfaints
that must be satisfied to get a feasible design. The limitations imposed by the
constraints are discussed. It is found that constraints related to theessopper-



formance is important to consider. In operation the objective function is siath

pler than in design where also the equipment is part of the optimization. Two main
modes of operation are studied; i) minimize compressor shaft work fon gike
duction and ii) maximum production (e.g. for maximum compressor shaft work)

An important issue for optimal operation and plantwide control is to find the de-
grees of freedom available for optimization. A previously published systema
approach to determine the steady-state degrees of freedom is extetaleslitdo
account the active charge and the refrigerant composition as possijieed of
freedom. A number of case studies are used to illustrate the findings.
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Chapter 1

Introduction

1.1 Motivation

The demand for energy is increasing rapidly and it is expected to incevase
faster in the years to come. At the same time the amount of oil is decreasing so
alternative transportable energy sources has gained more attentiorof Gese
alternatives is liquefied natural gas (LNG) which is natural gas (mainly me}fian
liquid state at atmospheric pressure and abal®0°C. The process of liquefying
natural gas requires large amounts of energy so a lot of work hasdmgenon
design of LNG processes. However, it seems that the subsequeatiopés less
studied, at least in the open literature. This is a bit surprising consideang\bn

small improvements will give large savings due to high throughput.

An important issue for optimal operation is to find the steady-state degréesof
dom available for optimizationNopt). This number is important for several rea-
sons. First, it determines the degrees of freedom available for solvirgtimeiza-

tion problem. However, more importantly in terms of operation it determines the
number of steady-state controlled variables that need to be selected. Qgimal
eration is normally implemented by keeping those variables at constant setpoints
The selection of controlled variables is therefor also an important issuz.obh
jective is to achieve “self-optimizing” control where a constant setpointhe
selected variable indirectly leads to near-optimal operation. Note that tletigele

of a good controlled variable is equally important in an “advanced” coatioéme

like MPC which also is based on keeping the controlled variables close to give
setpoints.

Our goal was to study optimal operation of refrigeration cycles used foefag-

1



2 Introduction

tion of LNG, but as a start we needed to understand operation of simjiigr- re
eration cycles. We therefore started out by studying basic refrigereyicas and
moved in the direction of refrigeration processes used for liquefactioratiral
gas.

1.2 Thesis overview

We discuss degrees of freedom for simple refrigeration cycles in Qhapta
simple ammonia refrigerator model is used for numerical results. The mais focu
is to show that allowing for sub-cooling in the condenser gives one ebdealys-
state degree of freedom related to “active charge”. This shows that #ne no
fundamental differences between a sub-critical cycle and a transatayicle (e.g.

the CO, cycle presented in Chaptd). We also show that some sub-cooling is
beneficial in terms of cycle efficiency.

Chapterd is dedicated to selection of controlled variables for simple refrigeration
cycles. We present two different case studies; a conventionalriidalcammonia
cycle and a trans-critic® O, cycle. We find that the ammonia cycle has several
control structures that will give close to optimal operation. For @@ cycle
however, a combination of controlled variables is necessary to givetatie
performance.

We address the problem of specifying the minimum approach temperafg)(

as a method of designing processes with heat exchangers in Chapgteaimple

design method for preliminary designs are presented and compared wii.the
method.

In Chapter6 we discuss design optimization of a simple LNG process, the PRICO
process. Nine cases are presented to show the effect of diffeyastraints on

the optimum. The PRICO process is studied further in Chapgnere the theme

is optimal operation and selection of controlled variables. We presentetiffe
modes of operation and find a self-optimizing control structure.

Chapte8 discuss operational degrees of freedom for refrigeration cyckbsuam-
marize some of the important results for degree of freedom analysistabiives-
trative process examples are presented to illustrate our findings. Tasse &re
including heat integrated distillation and two complex processes for liquefactio
of natural gas, the mixed fluid cascade (MFC) process from Statoil-Llihi&
Technology Alliance and the propane pre-cooled mixed refrigerani@3oro-
cess from Air Products.



1.3. Publication list 3

Appendix A presents some results from optimization on the MFC process. We
assumed that the degree of super-heating was controlled°&t 40d optimized

the remaining 13 unconstrained degrees of freedom (including 9 compe3itio
The paper only presents the nominal operating point so it still remains to find a
self-optimizing control structure.

In AppendixB we consider a refrigerator that is used to refrigerate food cabinet
inside a store. Optimal operation of this refrigerator is studied with respécitio
food quality and energy consumption by using a simple model for the foddyqua
and a simple model for the refrigerator performance. We compare the traditio
way of controlling such refrigerators with different improved schemd® main
savings are from letting the condenser pressure vary with the ambientregnmee
However, there are also some savings related to reducing the temperatioee in
food cabinet during the night when the refrigerator has higher effigien

1.3 Publication list
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Chapter 2

Introduction to vapour
compression cycles

2.1 Introduction

In this chapter, it is given an overview of some basic vapour compresgita
designs. The goal is not to cover all designs, but we wish to introdudedligres
used later in the thesis.

The vapour compression cycle is the most common process used in bajbrrefr
ation systems and heat pumps. The two processes operate in the same Wanner
simple flowsheet and pressure enthalpy diagram with the nomenclaturemsigiv
Figure2.1 For refrigeration it is the cooling dui@c that is of interest, whereas it

is the heating dutf)y that is of interest for a heating cycle. When a heat pump is
used in heat integration, both the heating and cooling duty is utilized.

Some typical areas of usage are:

Household: Refrigerators, air-conditioners and heat pumps.

Automotive: Air-conditioners and refrigerators.

Industry: Refrigeration of process streams, heat pumps for heat integration.
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6 Introduction to vapour compression cycles

Condenser

A

1
P ATsub
R P 2< — /7 1

Compressor

\4 S
ATsup

Evaporator hf] kg?]

(a) Flowsheet (b) Pressure enthalpy diagram

Figure 2.1: A simple refrigeration or heat pump cycle with a correspondigaly
pressure-enthalpy diagram indicating both sub-cooling and supéndea

2.1.1 Fundamentals

The basic refrigeration (or heating) cycle has four states (denoted4li2 Bigure
2.1) and operates in the following manner:

The working fluid is evaporated and possibly super-heated- @ by heat ex-
change with the cold source (e.g. air inside the refrigerator). Energgdeca

in a compressor (e.g. as electricity) to increase the pressure of the gdltkich

(4 — 1). The high pressure vapour is de-super-heated, condensegubasithly
sub-cooled (- 2) by heat exchange with the hot source (e.g. air in the room).
The liquid is then expanded through an expansion device (choke valve)3) to
give a low temperature two-phase mixture at the evaporator inlet.

The efficiency of a vapour compression cycle is often reported in terrfoef-
ficient of performance” (COP). The COP for for a heating and coolinggss is
given by

h1—hy  m( ) Qu
COR, = = == 2.1
F% hl — h4 m(hl — h4) WS ( )
h4 — h3 m(h4 - h3) QC
and COR= = - == 2.2
““hi—hs  m(hi—hy) s (2:2)

respectively.

The vapour compression cycle for heating or cooling has some similarities with
cyclic processes for generating mechanical work from heat, e.g. stebine cy-
cles. These work generating cycles were studied extensively duririBteand
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Nicolas Leonard Sadi Carnot studied the theoretical cycle later calledatreoC
cycle. He found that the maximum work that may be extracted from a given ho
source is only depending on the hot source temperdiuend the cold sink tem-
peraturelc. This may be derived using the 2nd law of thermodynandi€g,, > O,
where the equality holds for an ideal reversible process.

Reversible entropy change

Hot source T1) AS, = _%4
Qn
Y
W ASnachine= 0
Ideal cyclic machi > achine
Qc
Y
Cold sink (Tc) A=

Figure 2.2: Schematic illustration of a Carnot machine generating mechanical
work from a hot source

The Carnot machine is illustrated in Figuze2 The cyclic machine will have no
net change in entropy, $6yachine= 0. If we assume reversible heat transfer and
that the hot source and cold sink has constant temperature WSget ‘T—E“ and

AT = % Thus, for the reversible case we get:
Q _ Qe
TH Tc

Taking an energy balance around the machivie; Qq — Qc, we may express the
above as follows:

(2.3)

w— (1— Iﬁ) Qn (2.4)

Here, 1— % = NcarnotiS Named the Carnot efficiency. This is the theoretical max-
imum fraction of the heaDy that may be converted to mechanical wivkfor an
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ideal reversible process. Corresponding%',— 1 is the minimum fraction of the
cooling dutyQc that must be added as mechanical Wik Thus, for a work gen-
erating process a large difference betwégrand Ty is beneficial. For a cooling
process however, the opposite is true.

2.1.2 Expansion device

In household refrigerators a fixed expansion device called capillagyigibften
used. This is a thin long pipe that gives the necessary pressure drnophe con-
denser to the evaporator. The operational characteristics of systensapiliary
tubes is discussddossat(2002 page 356).

For larger systems with more variations in operating conditions it is desirable to
have a variable expansion device. The most common is a choke valves thieer
pressure is reduced without doing any work (isenthalpic expansion).

Turbine for liquid
P [bar i Phase envelope expansion

l Valve with small
pressure drop

Tank with
saturation

: L Valve for two-
(i) (i) () phase expansion

h[Jkg?]

(a) Different expansion paths (b) Liquid turbine and choke valve, path (iii)

Figure 2.3: Expansion in turbine increase the system performance. fT figuee
shows different expansion alternatives in a pressure enthalpy diagrahoke
valve, ii) turbine and iii) combination of liquid turbine and choke valve, shown in
right figure

The choke valve may be replaced by a turbine to improve the efficiency af/the
cle. The pressure enthalpy diagram in FigRr@(a)illustrates the different paths
for (i) isenthalpic expansion (choke valve) and (ii) isentropic expan@iwal tur-
bine). The vapour fraction (and specific enthalpy) into the evaporatiamisr
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with a turbine than for a choke valve so the GQO® higher becaush, — hs is
larger without affectind, — hy. A practical problem of utilizing a turbine is that
some of the liquid becomes vapour during expansion and this may causewear
the turbine. A solution to this problem is to use a combination of a liquid tur-
bine and a choke valve, illustrated in Fig@&(b)(Barclay and Yang2006. The
turbine will then expand the liquid down to a pressure slightly higher than the sa
uration pressure and the choke valve will handle the remaining pressyréndo

the two-phase region, see path (iii) in Fig@&&(a) This is only useful if the lig-

uid is sub-cooled before the expansion device, otherwise there will peassure
drop for the liquid turbine.

The inclusion of a liquid turbine is considered in Chayiter

2.1.3 Condenser

The design of the condenser is important for the possible extra deghesedbm
related to active charge. Two basic types of condensers are shoviguire E.4.
Figure2.4(a)shows a case where the liquid drains into a tank below the heat trans-

] - ATsup
% I M
— ;L

v Air fan
QX To evaporator From evaporator
To evaporator From evaporator
(a) Saturation at outlet (b) Plug-flow with possible sub-cooling

Figure 2.4: Two basic types of condensers

fer zone. With this design, there will be no sub-cooling in the condenstrese
is no degree of freedom related to active charge since additionalechaltgnly
change the level in the tank below the condenser. An alternative desigd e
if the liquid covers part of the heat transfer zone, but this is not coresideere.

Figure2.4(b)shows a condenser with plug-flow. The refrigerant is first desuper-
heated, then condensed and finally sub-cooled. Here, the degreedadin related
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to active charge may be available (if we have means of changing it) beclaarsg-
ing the charge will directly affect the pressure and sub-cooling in the exser.

Remark. The plug-flow condenser may also give no sub-cooling by agéifiquid re-
ceiver after the condenser.

2.1.4 Evaporator

The design of the evaporator influences the degree of super-heatiog lihe
compressor. No super-heating is achieved with the flooded evaporaensn
Figure2.5(a) Here, a float controller may adjust the choke valve to maintain a
constant liquid level, but other strategies are also possible. F&j&(b)shows a
plug flow evaporator where we may have super-heating at the outlet. upee-s
heating may be controlled by a thermostatic expansion valve (TEV). The TIEV w
adjust its opening to give a certain degree of super-heating out of gporator.
The TEV requires a certain degree of super-heating to be able to mézesueo
assure that no liquid is fed to the compressor also dynamically. The sapng

is therefor typically controlled at 1. Langley(2002 page 43).

From condenser To condenser

XD Q From condenser To condenser

Air fan
g— b= 4
= =
| ATsup

I

(a) Saturation at outlet (b) Plug-flow with possible super-heating

Figure 2.5: Two basic types of evaporators

Remark. The plug-flow evaporator may also give no super-heating lnada liquid
receiver after the evaporator.
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2.1.5 Active charge

Consider first the simple case where both the condenser and evapoafug-
flow heat exchangers, FiguBed(b)and2.5(b)respectively. There is no additional
liquid level in the cycle and we neglect the holdup in the piping, compressbr an
valve. We then have that the total charge in the systemds= Mevaporatort
Mcondenser AN illustration is given in Figur@.6. The compressor controls the load
of the cycle and the choke valve controls the degree of super-heatmgssdme
that the flow of hot and cold source are kept constant so there aregrees of
freedom in the cycle. However, we have indicated an external filling/engptyin
system that may be used to adjust the charge in the system.

. /) Ui

__Supér-heat __Supér-heat

~control __* 3 _control__f 3
— —
,,,,,,,,,,,, TG TG

(a) Initial charge gives saturation at condensgb) Increased charge gives sub-cooling at con-
outlet denser outlet

Figure 2.6: A simple design with external filling/emptying system illustrating the
degree of freedom related to active charge

In Figure2.6(a)the charge is just enough to give saturation before the choke valve.
If the charge is increased by filling from the external tank we will get theagdn
illustrated in Figure2.6(b) The explanation is as follows:

Since the degree of super-heating out of the evaporator is controliedglthoke
valve) there will be no room for additional charge in the evaporatore(eixthe
increase due to higher density in vapour phase for higher presstine)charge
will therefor accumulate in the condenser where it will increase the pree¢and
therefore the heat transfer) and give sub-cooling at the outlet. Thigdtas that
there is an extra degree of freedom related to the active charge. Tdrisedef
freedom is lost if the condenser design in FigRré(a)is used.
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The active charge may also be controlled without the external tank. This-is d
cussed in Chaptes.

Remark. If we remove refrigerant from the cycle in FiguPe6(a)we may get to a point
where the condenser pressure is to low to get full condemsatiis illustrates why sepa-
rate tank with a variable liquid level is desirable.

2.1.6 Operation of simple cycles

The simplest (and probably most well known) process using vapour ressipn
cycle is the household refrigerator. The evaporator is mounted insidefitg- r
erator and the remaining equipment (compressor, condenser and\aie&pis
mounted on the outside of the refrigerator.

Household refrigerators are usually controlled with a thermostat that ®sittle
compressor on and off depending on the temperature inside the refvigerae
expansion device is usually fixed, for example a capillary tube. Naturaleos
tion heat exchangers (no fans) are used. Thus, it is only one manipukaiable,
namely the on/off switch for the compressor. Design and characteristiesrigf
erators is discussed Bossat(2002.

On/off control of the compressor is reasonable for a refrigeratoedime com-
pressor will operate at the design point with high efficiency most of the tiroe (n
during start-up). The use of a constant expansion device is alscna@sasince

the conditions are more or less constant (only small variations in the refriger
and room temperature). However, for other applications it is necesstrygon-
tinues capacity control. The compressor may then have variable sped¢deaad
are larger variations in the cycle such that a fixed valve position is inefficlen

is therefor normal to also have a variable valve. In addition it is common to have
adjustable fans on the heat exchangers to improve heat transfer. iVéssfaur
manipulated variables, but as discussed above there may be a fifth manipulate
variable. This fifth manipulated variable is related to the active charge in te cy
and depends on the design of the cycle.

The compressor is normally used to control the cooling load. The valve may be
used to control the liquid level in the evaporator (or the degree of sugeging).

As shown in AppendiB it is close to optimal to have the fans at constant speeds.
We are then left with one degree of freedom that should optimize the operatio
Good controlled variables are found in Chapteand include the degree of sub-
cooling ATsyp) and the temperature difference at the condenser outlet. A possible
control configuration is shown in Figuge?.
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' Sub-cooling

Figure 2.7: A possible control configuration for a simple refrigerantecyd@he
fans are at constant speed

2.2 Some design features

The description in this section is based on refrigeration processes,ebaaihe
applies for heating cycles.

2.2.1 Constant versus varying temperature loads

The choice of refrigerant and configuration depends heavily on thkngoload.

If the cooling load has a constant or close to constant temperature ttonauitle
evaporator, a pure refrigerant will give a good temperature matchreftigerant
will evaporate at a slightly lower temperature than the cooling lddl. ( This
is illustrated in Figure2.8(a) where there is some super-heatidyrig,,). Note
that this super-heating may be removed if the evaporator is designed asledflo
evaporator. We have assumed constant temperature loads in CBapted by
the use of cross-flow heat exchangers. Other cases of constamrédunp loads
are single component condensation or evaporation.

Often the cooling load change temperature as it is being cooled. If the tenmgeratu
varies a lot, a single pure refrigerant will give large temperature diffezs in

the warm end of the evaporator, illustrated in Fig2u&b) This large temperature
difference gives a loss in terms of cycle efficiency, COP, so it may becgoizally
attractive to consider alternatives to a single pure refrigerant cycle.
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T[°CL

—
O
o |
-

Cooling load Tc)
Cooling load {c)

Mixed refrigeran

\QTsu p

Pure refrigerant Pure refrigerant
Position-| Position-]
(a) Constant temperature load (b) Variable temperature load

Figure 2.8: Evaporator temperature profile

Using a multicomponent refrigerant will give a gliding temperature also on the
refrigerant side in the evaporator. This is illustrated in FiguB{b) The refriger-
ation composition may be adjusted to optimize the performance of the system.

2.2.2 Two-stage expansion and two pressure levels

P[bar

High temperature

“Lafge vapour fraction ﬁa@@j

h[Ikg]

(a) Flowsheet (b) Pressure enthalpy diagram, dotted cycle is con-
ventional one-stage expansion

Figure 2.9: Two stage expansion improves cycle efficiency

If a high pressure ratiFR= % is required (because of large differencelinand
Tc) there will be a large vapour fraction in the expansion process. All thpswa
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has to be compressed back to the high pressure if the simple layout in Bidise
utilized. This is illustrated with the dotted cycle in Fig@®(b) The large vapour
amount will not contribute to the cooling (except in the super-heating séction
for a pure refrigerant and only give a minor contribution for mixed reframts.

An improvement is to do the expansion in two (or more) stages, as illustrated in
Figure2.9(a) The vapour from the intermediate pressure level is fed either to the
compressor as a side stream or between two compressors. This catndigtias

two effects making it more desirable:

e The vapour generated in the expansion down to the intermediate pressure is
not expanded further so the necessary compressor power is deduce

e The vapour from the intermediate pressure level is colder than the vapour
that has been compressed from the lowest pressure level so the mixtirey of
two streams will work as inter-cooling in the compressor and the necessary
compressor power is reduced, as well as the outlet temperature

= Ae
h N
€) Evaporator 14 %

B e Yo

e 1 Cooling load

l %« ‘ Evaporator 1

@ L Q®
mator Evaporator 2

(a) Flowsheet (b) Temperature profile

Position-|

Figure 2.10: Cooling at two pressure levels

An interesting use of two-stage expansion occur if cooling is neededvatate
temperature levels, e.g. a process stream that is cooled. One may themfzaie
ditional evaporator at the intermediate pressure level. This configuratsbroven

in Figure2.10(a) The process stream is first cooled by the intermediate pressure
level (Evaporator 1) and then by the low pressure level (Evaporatdrtiz pres-
sure enthalpy diagram is still as in Figuze9(b), but the amount of vapour at the
intermediate pressure level is increased. The temperature profile in {haratas

may be illustrated by Figur2.10(b) Control of such cycles are discussedwij-
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son and Joned 994 and we study degrees of freedom for this process in Chapter
8.

2.2.3 Internal heat exchange

Two ways of implementing internal heat exchange is illustrated in Figre The
configuration shown in Figur2.11(a)is common forCO, cycles (Neksaa et a|.
1998, but may also be used for other working fluid. The positive effect isttie
expansion loss is reduced because of the extra sub-cooling befoegphrsion
valve. However, the compressor inlet is heated which is negative fofftbieecy.
Depending on the working fluid and the operating point this kind of intereat h
exchange may improve the efficiendggdermacherl989. Also, if the suction

line to the compressor will heat the vapour anyhow it is better to use this cooling
internally.

The internal heat exchange configuration shown in Fi@uté(b)is often used in
LNG processes. Unless the internal heat exchanger may be bypadsed not
contribute to additional manipulated variables.

N

N
(a) May improve cycle efficiency also for (b) No effect for pure refrigerants, often used
pure fluids, often used f&€ O, cycles in LNG processes

Figure 2.11: Internal heat exchange

2.2.4 Cascaded cycles

The configuration in Figur@.12shows two cycles in cascade, both with internal
heat exchange. The refrigerant in the first cycle is condensetlly(pafully) by an
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)
ha:
o L
o]
L]

Figure 2.12: Cascaded cycles, shown with internal heat exchange

external fluid (e.g. air or water) and then further cooled in HX1. Thiggefant

is used as cooling in HX1 after expansion. The refrigerant in the secgeid

is cooled and possibly partly condensed with the same external fluid. Adalition
cooling is provided in both HX1 (by heat exchange with the first refrigecgcle)
and in HX2. The second refrigerant is expanded and vaporizedghrblX2 to
provide the cooling at the lowest temperature. This layout shown in FRyu&is
often used for liquefaction of natural gas. The number of cycles typivallies
from one to three and the refrigerant may be mixed or pure (then withouhaite
heat exchange).

2.3 Conclusion

There are a number of design features that may be utilized in refrigeratien p
cesses based on the vapour compression cycle. It is not in the scthje thiesis
to find which of these features are part of the truly optimal design, bugr&drstart
from a given process design and study optimal operation. Howevegiins that

a study to quantify the energy improvements imposed by different desigiréea
is needed and may be an issue for further work.
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Chapter 3

Optimal operation of simple
refrigeration cycles

Part |: Degrees of freedom and
optimality of sub-cooling

Published in Computers & Chemical Engineering (2007), 31, pages Z12-7

The paper focuses on the operation of simple refrigeratjoies. With
equipment given, there are, from a control and operatiooial pf view,

five steady state degrees of freedom; the compressor pdweeheat
transfer in the condenser, the heat transfer in the evapothe choke
valve opening and the active charge in the cycle. Differasighs for
affecting the active charge, including the location of tlggid receiver,
are discussed. With a given load (e.g. given cooling dutg)dbm-
pressor power is set. Furthermore, it is usually optimal &ximize the
heat transfer. The two remaining degrees of freedom (chake\and
active charge) may be used to set the degree of super-heatthgub-
cooling. It is found that super-heating should be minimjzetiereas
some sub-cooling is optimal. For a simple ammonia cycle;cdiing

gives savings in compressor power of about 2%. In this papkiger-

ation (cooling) cycles are considered, but the same piieigpply to
heat pumps.

19
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3.1 Introduction

Cyclic processes for heating and cooling are widely used and their pawges
from less than 1kW to above 100 MW. In both cases vapour compresgitanis
used to “pump” energy from a low to a high temperature level.

The first application, in 1834, was to produce ice for storage of fobitmled to

the refrigerator found in most homeasggengastl976. Another well-known sys-

tem is the air-conditioner (A/C). In colder regions a cycle operating in tipesife
direction, the “heat pump”, has recently become popular. These two afiptis

have also merged together to give a system able to operate in both heating and
cooling mode.

In Figure 3.1 a schematic drawing of a simple cycle is shown together with a
typical pressure-enthalpy diagram for a sub-critical cycle. The cydlks as
follows:

The low pressure vapour (4) is compressed by supplying Warto give a high
pressure vapour with high temperature (1). The vapour is cooled to itasatu
temperature in the first part of the condenser, condensed in the middlanzar
possibly sub-cooled in the last part to give the liquid (2). In the chokeeydhe
pressure is lowered to its original value, resulting in a two-phase mixturd (8
mixture is vaporized and possibly super-heated in the evaporator (d)glite
cycle.

Condenser

A

1
P ATsup
P P 2~ /—\ 1

iompressor /
N Pnd------ /

R R )\ >

Evaporator hf] kg?]

(@) (b)

Figure 3.1: (a) Simple refrigeration or heat pump cycle with (b) typicalgunes
enthalpy diagram indicating both sub-cooling and super-heating

The choke valve may be replaced by an expander for improved efficieutthis
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Table 3.1: Structure of model equations
Heat exchangers (condenser and evaporator)
Q=U- [ATdA=m- (hou— hin)

P= Psat(Tsat)

m=p/V

Valve

m=2z-Cy/AP-p hout = hin
Compressor

W = r:n(hout_ hin) =m- (hs_ hin) /’7

is not considered here. The coefficient of performance for a esfaigpn cycle
(refrigerator, A/C) is defined as
Qc  m(hy—hg)
CoP= == =~ 3.1
Ws m(hl — h4) ( )
The COP is typically around 3 which indicates that 33 % of the heat duty idadde
as work (e.g. electric power).

In this paper, the objective is to optimize the operation of a given cycle (Fliye

in terms of maximize the COP, or specifically to minimize the compressor power
W; for a given cooling load).. We consider only steady state operation. The
model equations are summarized in Tablé Note that pressure losses in piping
and equipment are neglected. We also assume that the temperature of(ffig hot
and cold {c) source are constant throughout the heat exchanger. This assamptio
holds for a cross flow heat exchanger. In practice, there may be spenational
constraints, for example, maximum and minimum pressure constraints, wkich ar
not considered here.

In industrial processes, especially in cryogenic processes suadh separation
and liquefaction of natural gas (LNG process), more complex reftigaraycles
are used in order to improve the thermodynamic efficiencies. These modiii€atio
lower the temperature differences in the heat exchangers and inclaids eyith
mixed refrigerants, several pressure levels and cascaded cycleslor@ term
objective is to study the operation of such processes. However, as wastaced

to understand the simple cycle in Figl84.

An important result from this study is the degree of freedom analysisgive
Section3.2 We find that the “active” charge plays an important role in operation of
cyclic processes. This is also directly applicable to more complex desiglikeUn
an open process, a closed cyclic process does not have bourhatiyjians on
pressures imposed by the flows in and out of the system. Instead therpriese|
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is indirectly given by the external temperatures, heat exchanger $ieesand

the active chargeThe active charge is defined as the total mass accumulated in
the process equipment in the cycle, mainly in the condenser and evaipdmat
excluding any adjustable mass in liquid receivers (tanks)

The effect of a change in active charge on operation depends opabiéisdesign.
Intuitively, it seems that an increase in active charge must increasedhbsupe,
and indeed this is true in most cases. For example, this is the case for the mod-
els used in this paper with plug-flow in the heat exchangers. Then more liquid
the condenser gives more sub-cooling which, effectively reduaasgaand pres-
sure increases. Similarly more liquid in the evaporator gives less supgndne
effectively increasing heat transfer and pressure increasese\lovthere may be
designs where the effect of charge on pressure is opposite. Fopéxaconsider

a well-mixed flooded condenser where the heat transfer coeffididatliquid is
larger than to vapour. An increase in charge (liquid) may then improve @polin
and pressure decreases. In any case, the main point is that the™ahtivge is a
degree of freedom that affects the operation of the system, and thisfpapees

on how to use it effectively.

Although there is a vast literature on the thermodynamic analysis of reftigera
cycles, there are very few authors who discuss their operation ankcdBome
discussions are found in text books suclsasecker(1998, Langley (2002 and
Dossaf(2002), but these mainly deal with more practical aspeSigenssotj1994
andLarsen et al(2003 discuss operational aspects. A more comprehensive recent
study is that oKim et al. (2004 who consider the operation of trans-criti€xD,
cycles. They discuss the effect of “active charge” and considemaliges for
placing the receiver.

The paper also discuss super-heating and sub-cooling. In the literiatisrgen-
erally taken for granted that there for a given cycle should be no salirg and
super-heating/Ts,p = 0°C andATs,p= 0°C) in optimal operation. For example,
Stoecke(1998 page 57) states that

The refrigerant leaving industrial refrigeration condensers may be 8iigh
sub-cooled, but sub-cooling is not normally desired since it indicates tha
some of the heat transfer surface that should be be used for condenisatio
used for sub-cooling. At the outlet of the evaporator it is crucial for prtoe

of the compressor that there be no liquid, so to be safe it is preferable for the
vapor to be slightly super-heated.

In this study, we confirm that super-heating is not optimal. The issue of sub
cooling is less clear. Of course, sub-cooling in itself is always optimal, as les
refrigerant needs to be circulated. The issue is whether sub-coolingtimad
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for a given cold source temperature and a given condenser areadeesub-
cooling will reduce the temperature driving forces which must be compethsa
by increasing the pressure. We find, contrary to popular belief, thatgixtm
equipment, sub-cooling in the condenser may give savings in energyg (Sag-
pressor power) in the order of 2%. An ammonia case study is presentbthio o
numerical results.

3.2 Degrees of freedom in simple cycles

3.2.1 Design versus operation

Table 3.2 shows typical specifications for the simple refrigeration cycle in Fig-
ure 3.1in design (find equipment) and in operation (given equipment). The five
design specifications include the load, the two pressures, and the dégnale-
cooling and super-heating. Based on these five design specificatitersia con-
ditions and an assumed isentropic efficiency for the compression, we ey ob
the following fourequipment parameters which can be adjusted during operation:
compression workWs) valve opening (z) and effective heat transfer (including
UA-values) for the two heat exchangers. Initially, we were puzzledbse we
could not identify the missing fifth equipment parameter to be adjusted during op
eration. However, we finally realized that we can manipulate the "activeyeha

in the cycle, which affects the operation. The fact that the charge is @pamnd
dent variable is unique for closed systems since there is no (externail}yu
condition for pressure which would otherwise set the active charge.

Table 3.2: Typical specifications in design and operation

Given #
Design Load (e.gQn), A, P, ATsypandATgyy 5
Operation W (load), choke valve opening (z),

effective heat transfer (e.glA) in two

heat exchangers and active charge 5

3.2.2 Active charge and holdup tanks

For the simple cycle in Figurg.1we have the following overall material balance:

Mot = Mevap+ Meon+ Mvalve + Meomp~+NMkanks (3.2)

-

Mactive
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Normally the holdups in the valve and compressor are neglected and we get:

Mot = Mevap+ Mcon+Mkanks (3.3
—_————
Mactive

With no filling, emptying or leaks, the total massy; is fixed. We have not in-
cluded a holdup tank in Figui&1, but in practice it is common to include a tank
or receiver with variable liquid mass. It is assumed that a chang®,jfs (e.g.

by filling or leaking) with a constant active charges(:ve) does not affect the op-
eration of the cycle. This implies that the tank must contain both liquid and gas
in equilibrium (saturated). Then we can move mass to or from the tank without
affecting the pressure, and thus without affecting the rest of the ciltias the
liquid tank makes operation independent of the total charge in the system.

More importantly, the extra tank introduces an additional degree of freed@bis
can be seen from Equati@3 With my; constant, we can by changing the mass
(liquid) in the tank (nank), change the active charg®edive). This shows thatngnk
has an indirect steady state effect on the active charge, and cafotbdye used
for control purposes, of course provided that we have means afjoiit.

Although it is possible to introduce several tanks in a cycle, we only hage on
material balance for each cycle, so from EquaBadithis will not add any steady-
state degrees of freedom with respect to the active charge.

Rule 3.1 In each closed cycle, we have one degree of freedom related to the active
charge, which may be indirectly adjusted by introducing a variable liquidlleve
(tank; receiver) in the cycle.

Rule 3.2 In each closed cycle, there will be one liquid holdup that does not need
to be explicitly controlled, because the total mass is fixed. This is usuallytesglec
as the largest liquid volume in the closed system. The remaining liquid levels
(holdups) must be controlled (to avoid overfilling or emptying of tanks).

Remark 1 Note thatin Rule3.2it says “does not need” rather than “must not”. Thus, Rule
3.2does not say that we cannot control all the liquid volume$@adystem (including the
largest one), but it just states that it is not strictly nse@g In fact, controlling all the
liquid volumes, provides a way for explicitly controllingpe active charge in the cycle
(Rule3.1).

Remark 2 Introducing additional liquid tanks may be useful for ofigna, but at least
for pure fluids, these will not introduce any additional stgatate degrees of freedom
because we can move mass from one tank to another withogtiaffeoperation. Also,
to avoid that tanks fill up or empty, these additional levelsstrbe controlled (Rul8.2),
either by self-regulation or feedback control.
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Remark 3 In mixed refrigerantcycles two tanks may be used to indirectly change the
composition of the circulating refrigerant. In this case tio tanks have different compo-
sition so moving mass from one tank to another does affegtatipa. For more complex
cycles the maximum number of degrees of freedom relatedtohtaldups is the number
of components in the refrigerant.

Adjusting the active charge

In order to freely adjust the active charge, we need to introduce a liquiid(te-
ceiver) plus an extra valvekim et al. (2004 discuss alternative locations for the
variable tank holdup (liquid receiver). In Figu8e2, we show cycles for the two
main cases where the tank is placed (a) on the high pressure side aftenthe c
denser and (b) on the low pressure side after the evaporator. Otbhen@ats and
combinations are possible, but these are only variations of these two antbwill
add any steady-state degrees of freedom for pure refrigerants.

The most obvious way of introducing a means for adjusting the tank holdup is to
add an extra valve before the tank as shown in Figuge In Figure3.2(a) the

Pm -~
QH P QH ‘ P
w /| w
Qc Qc
(a) Liquid tank and extra valve on high pres- (b) Liquid tank and extra (non-optimal)
sure side valve on low pressure side

Figure 3.2: Simple cycle with variable active charge

liquid tank is located at an intermediate pressByeafter the condenser. Since
the extra valve is on the “same side” as the expansion valve (choke),absupe
drop over the extra valve will not effect the efficiency of the cycle. 8iRg is
assumed to be the saturation pressure at the tank temperature, the axifiirea
the condenser must be sub-cooled (or super-critical, but this is netderad in

this paper). Thus, in Figurg.2(a) the pressure drop across the valve may be used
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to adjust the degree of sub-cooling in the condenser. To understanthb@xtra
valve creates sub-cooling, consider the pressure-enthalpy diagriiguire 3.1

The receiver (tank) with saturated liquid operates at saturation peeBguand

the pressure drop for the extra valve introduces a pressureRjropy,. As seen
from Figure3.1, the corresponding operating point 2 at the exit of the condenser
must then be at a sub-cooled state.

Another possibility is to place the tank after the evaporator, as shown ing-igur
3.2(b) With this design the stream exiting the evaporator is not fully evapo-
rated and by lowering the pressure through the extra valve the vapitingeke
valve becomes saturated (see pressure-enthalpy diagram). Hoimethes, case
the valve introduces a pressure drop that must be compensated bysingreree
compression power, so a valve here is generally not optimal.

A low pressure tank may not be desirable from a practical point of vieweghe
vapour velocity will be highest at this point in the cycle and the extra equipment
will increase the pressure drop.

Extra valve removed

An extra valve is generally required to freely adjust the active chargeieMer, in
many practical cases the extra valve in FigBr&(a)and3.2(b)is removed. What
effect does this have?

e High pressure tank without valve. Without the valve we have at steady state
the same thermodynamic state at the exit of the condenser as at the exit
from the tank. Thus, the exiting stream from the condenser will be satu-
rated liquid. The most common design is shown in FigBu® where the
tank and condenser are merged together so that the saturated liquid érom th
condenser drains into the receiver. As we will show, this is not generally
optimal. Thus, in this design we have used a degree of freedom (“fully ope
valve”) to set the degree of sub-cooling to zero (not optimal).

e Low pressure tank without valve (Figue4(a). This gives saturated vapour
to the compressor. Fortunately, this is generally optimal for the cycle as a
whole, because the inlet temperature to the compressor should be as low as
possible to minimize vapour volume and save compression power. Thus, in
this design we have used a degree of freedom (“fully open valve)ttihee
degree of super-heating to zero (optimal). Two designs are shown ireFigu
3.4(a) one with a separate receiver and one using a flooded evaporagor. Th
designs are equivalent thermodynamically, but the heat transferaieeffi
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Figure 3.3: Condenser with saturation at outlet giving no sub-coolingfoon
design, but non-optimal)

and pressure drop will be different.

In summary, removing the valve gives saturation at the exit of the heaaergeh
In the case of high-pressure liquid tank we get a sub-optimal design iémewve
the valve, whereas for the low-pressure tank we get an optimal designeitha

valve is removed.
=«
Tc -

Qc I

(a) With separate receiver (b) Flooded evaporator

Figure 3.4: Evaporator with saturation at outlet giving no super-heatipigngal)

3.2.3 Degrees of freedom for operation

In summary, we have the following five operational or control degreézefiom
for a simple refrigeration cycle (Figu@1):
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1 Compressor powahs. We assume here that it is used to set the “load” for
the cycle.

2, 3 Effective heat transfer. There are two degrees of freedtateceto adjust-
ing the heat transferred in the condenser and evaporator. This manbe d
in many ways, for example, by introducing bypasses, changing the flesvra
of coolant or using a flooded condenser or evaporator to changdftioe e
tive UA-value. However, we generally find that it is optimal to maximize
the effective heat transfer in the condenser and evaporator. aherex-
ceptions where it may not be optimal to maximize the heat transfer in the
condenser and evaporator, for example because, of costs relatehps,p
fans or coolants, but these degrees of freedom are not consideteifol-
lowing.

4 Choke valve opening (z)
5 Active charge (see Secti@?2.2

In practice, we are then with a given load and maximum heat transfer leftwath
steady state degrees of freedom. These are the choke valve openamgl (the
active chargertucive). These may be used to set the degree of super-heating and
degree of sub-cooling. The pressure levBlsandR) are indirectly determined by

the given (maximum) value of the heat transfer.

3.3 Discussion of some designs

As discussed in more detail in Secti8, we find that the thermodynamic effi-
ciency is optimized by having no super-heating and some sub-cooling. With this
in mind, we next discuss some alternative designs.

3.3.1 Optimal designs

Two potentially optimal designs are shown in Fig@t&. The reason we say “po-
tentially optimal” is because they will only be optimal if we use the optimal value
for the sub-cooling and super-heating.

To avoid super-heating, we have in Figl8&(a)and3.5(b) a low-pressure tank
(receiver) after the evaporator. This tank will give saturated vapoarof the
evaporator at steady state (optimal), and also by trapping the liquid it will avoid
that we get liquid to the compressor during transient operation. To avpier-su
heating we must have vapour-liquid equilibrium in the tank. This may be achieve
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. QH
Sub-coolingw,

control
z

Qc

ZQ%Sub-cooling

control

(a) Optimal with 1 tank (b) Optimal with 2 tanks

Figure 3.5: Two potentially optimal designs with sub-cooling and no supatirige

by letting the vapour bubble through the tank. An alternative design is theeitbo
evaporator in Figur8.4(b)

At the high-pressure side, we show optimal designs with both (a) novezcaid

(b) a receiver and an extra valve. In (a) the choke is used to congadyree of
sub-cooling £Tsy). Also other control policies are possible, for example, keep-
ing the choke valve position at its optimal value or controlling the pressute, bu
controlling ATgyp was found byJensen and Skogesté2005 to be a good self-
optimizing controlled variable.

The design in Figur8.5(b)is thermodynamically equivalent to FiguBes(a) but
the addition of the tank may prevent that we get two-phase flow with vabow*
out” through the choke. We here have two adjustable holdups, so fraen3R
one of them must be controlled. In FigiB&(b)is shown the case where the choke
valve is used to control the level in the high pressure tank, but alterhatizeuld
control the level in the low pressure tank.

3.3.2 Non-optimal designs

Three non-optimal designs are shown in FigBu@ Figure3.6(a)shows the design
used in most applications except that the tank and condenser are oftggateteas
shown in Figure8.3. This common design has two errors compared to the optimal
solution: 1) There is no sub-cooling in the condenser and 2) there is-kapténg

in the evaporator. The super-heat control is in practice accomplishecdhlitdr-
mostatic expansion valve (TEV). In theory, one could get optimality by settimg th
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setpoint for super-heating to zero, but in practice this is not possiblubedhis
could give liquid out of the evaporator. The setpoint for super-heaitypically
about 10C.

In Figure3.6(b)we have two liquid tanks, one after the evaporator and one after the
condenser. This design is better since there is no super-heating in fieraes,

but one error remains: There is no sub-cooling in the condenser. Nateémeed

to control one of the liquid levels in accordance with R8l2

Another non-optimal design is shown in Figu8é(c) Here we have introduced
the possibility for sub-cooling, but we have super-heating which is gdigerot

) @ o i @Ph

QH

VL[ :
ffffffffff . Super-heat QX R
ZQ% . control z

o B

(a) Non-optimal 1. This design has two er- (b) Non-optimal 2. This design has one error:
rors: 1) No sub-cooling and 2) Super-heating No sub-cooling

JJ\/:"D
&)
=

) S
z . Super-heat

' control

(c) Non-optimal 3, This design has one error:
Super-heating

Figure 3.6: Three non-optimal designs
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optimal.

3.4 Optimality of sub-cooling

We have several times made the claim that sub-cooling may be optimal. To justify
this somewhat controversial claim, we start by considering a specific égamp

3.4.1 Ammonia case study

The objective is to cool a storage building by removing h€gf) @s illustrated in
Figure3.7. The cycle operates between a cold medium of air inside the building
(Te = Troom) @and hot medium of ambient aify = Tamp). The steady state heat
loss from the building is 20kW and the cooling lo@d is indirectly adjusted by
the temperature controller which adjusts the compressor whitkt6 maintain
Tc=T¢S

QH

Figure 3.7: Cold warehouse with ammonia refrigeration unit

Some data for the cycle:
e Ambient temperaturéy = 25°C
e Indoor temperature setpoifif = —12°C

e Isentropic efficiency for compressor is 95%
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¢ Heat transfer coefficients (U) are 1000 and 500 WMn' for the evaporator
and condenser, respectively

e Heat exchangers with areas given in Tabl@
e Thermodynamic calculations based on SRK equation of state

The equipment is given and we have 5 steady-state operational dejrees-
dom (Sectior3.2). With a given load and maximum heat transfer, we have two
remaining steady state degrees of freedom, which may be viewed as tlee dégr
sub-cooling ATsyp) and the degree of super-heatidgl{,,). The performance of
the cycle, measured by the compressor pawgrwas optimized with respect to
the two degrees of freedom. We find as expected that super-heatirgoistimoal,

but contrary to popular belief, the results in TaBI& show that sub-cooling by
4.66°C reduces the compression wofk by 1.74% compared to the case with
saturation out of the condenser. The high presByiacreases by .@5 %, but this

is more than compensated by 42% reduction in flowrate. The sub-cooling in-
creases the condenser chakdig, by 5.01%. Figure3.8shows the corresponding
pressure enthalpy diagram for the two cases and Figi@rghows the temperature
profile in the condenser. Similar results are obtained if we use other thermody-

namic data, if we change the compressor efficiency or if we let UA be smaller in
the sub-cooling zone.

000 T 107¢
T [ 5ol
Q) o
B S T
? ?
glo6 §106
a o
107 65_ 6 f5 5 45 107 &5 6 ?5 5 45
Enthalpy[Jmof*] " ¢ Enthalpy[Jmof]" ¢

(a) Optimal operation without sub-cooling (Fig{b) Optimal operation with sub-cooling allowed
ure 3.6(b) (Figure3.5)

Figure 3.8: Pressure-enthalpy diagrams with and without sub-cooling

The improvement of 2% would be larger if the pressure drop in the piping and
equipment was accounted for in the model, because the mass flowratedededu
with an unchanged low pressure. Thus, the volumetric flowrate in the lcsgpre
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(a) Temperature profile without sub-cooling  (b) Temperature profile with sub-cooling

Figure 3.9: Temperature profile in condenser

Table 3.3: Optimal operation with and without sub-cooling
No sub-cooling Optimal sub-cooling

W [W] 4648 4567
Qc kW] 20 20
mkgs?] 0.0177 0.0173
Mcon * [Kg] 0.301 0.316
ATgup[°C] 0.00 4.66
ATsup[°C] 0.00 0.00
ATmin, con[°C] 5.00 0.491
P, [bay 11.63 11.68
R [bai 2.17 2.17
Acon[m?] 8.70 8.70
Avap[m?] 4.00 4.00

*Evaporator charge has no effect because of saturation (no keatng) in the evaporator

side is reduced and this is important as pressure drop is most critical atésw p
sure. The pressure losses on the high pressure side will also be sliggthiiyeid

(because of smaller flowrate and higher pressure), but this is less imipfartéhe
efficiency of the cycle.
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3.4.2 Explanation

The irreversible isenthalpic expansion through the choke valve givesradialy-
namic loss. The reason for the improvement in efficiency by sub-coolingis th
loss is reduced because less vapour is formed, see Bdurehis more than com-
pensates the increased irreversible loss due to larger temperaturerdiéfen the
condenser. To understand this in more detail consider Figi@which shows a
conceptual pressure enthalpy diagram of a typical vapour compnesgite. We
have indicated a cycle without sub-cooling (solid line) and the same cycle with
sub-cooling (dotted line). Note that since we in the latter case have a higher ¢
denser pressure (and therefore also a higher temperature in thexsimgogection)
we will with given equipment (UA-values) have more heat transfer, whigks

a lower outlet temperature. The condenser outlet will follow the line “Cort” ou
with increasing pressure. The line will asymptotically approach the hoteour
temperaturdy and we want to find the optimal operating point on this line.

h[Ikg]

Agc dc Ws  Aws

Figure 3.10: Pressure-enthalpy diagram for a cycle with and withoutsaling

If we consider moving from one operating point to another we require @ease
in the COP for the change to be optimal:

Oc+Adc ac
Ws+AWs Wy
COP- Aws < Agc (3.5)

ACOP= >0 (3.4)
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wheregc - m= Qc andws-m=Ws. We assume tha@c [Js!] is given, and that
mlkgs?] andgc [Jkgl] may vary. We usé\Tgy, as the independent variable and
introduce differentials. The requirement for improving efficiency is themf
Equation3.5:

a %ub UA ’ dZTsub UA '
(Z ) >cop( Ws) (3.6)

According to EquatiorB.6, for an initial COP of 3, the increase in specific duty
in the evaporatorXqc) should be 3 times larger than the increase in specific com-
pressor powerws) to give improved performance. In FiguBl0we have that
Agc =~ Aws, so the optimal degree of sub-cooling is clearly less than that indi-
cated by this figure. Note however, that the “Con. out” line is much flatter for
smallerAqgc, so a small degree of sub-cooling may be optimal. The optimum is
located at the degree of sub-cooling where the inequality in Equatélecomes

an equality. In the case study we found that the optimum outlet temperatuare fro
the condenser (289°C) is closer toTy (25°C) than the saturation temperature
(30.15°C).

Similar considerations on optimizing the pressBgehave been made earlier for
trans-criticalCO,-cycles Kim et al,, 2004). However, for sub-critical cycles like
the ammonia cycle studied above, it has been assumed that the pressect Iy fix
a saturation condition.

3.4.3 Discussion of sub-cooling: Why not found before?

The above results on optimality of sub-cooling is contrary to previous clailhs an
popular belief. Why has this result not been found before?

Reason 1: Not allowed by design
The design of the condenser is often as shown in Figuewhere the saturated

liquid drains into a liquid receiver. In this design it is not possible to have sub
cooling.

Reason 2: Infinite area case

The optimal degree of sub-cooling becomes smaller as we increase theahsat
fer (UA-values). In particular, with an infinite heat transfer area-sodling is
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not optimal. In this case the temperature at the condenser outlet is equahtut the
source temperatur®y. Neglecting the effect of pressure on liquid enthalpy, the
enthalpy is also given. We then find thisgc = 0 and sub-cooling is not optimal
as illustrated in Figur8.11

P

 Ty-line
< Tc-line
/ ~ h[Jkg"]
"
Adc dc ws  Aws

Figure 3.11: Pressure-enthalpy diagram for infinite area case wbedegser
outlet is at hot source temperatulig

In practice, the enthalpy depends slightly on pressure (as indicated byriyed
constant temperature lines in FigBell) so Agc might be larger than zero, but
this effect is too small to change the conclusion that sub-cooling is non-dptima
with infinite area.

Reason 3: Specifying HRAT

The minimum approach temperatufel,in or HRAT) is commonly used as a spec-
ification for design of processes with heat exchangers. The idea istd\sATmin

in order to get a reasonable balance between minimizing operating (ecesiy)
(favored by a smal\Tin) and minimizing capital costs (favored by a ladyBnin).
Although specifyingATyin may be reasonable for obtaining initial estimates for
stream data and areas, it should not be used for obtaining optimal degmn d
and especially not stream data (temperatures). This follows becauséyispe
ATmin results in an optimum with no sub-cooling. This can be seen by letting the
Ty-line in Figure3.11represeniiy + ATnin. The condenser outlet temperature is
thenTy + ATmin @and similarly to the infinite area case we deg = 0 (neglecting
the effect of pressure on liquid enthalpy), and sub-cooling is not optimal.

The results can also be understood because specifyfing favors designs with
AT being as close as possible Adin throughout the heat exchanger, and this
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clearly disfavour sub-cooling, see Figi8®(b)

A third way of understanding the difference is that we end up with two differ
optimization problems for design (EquatiBt¥) and operation (EquatioB.8).

min (W) (3.7)
subjectto Tc—TS=0
AT; —ATmin,i >0
min (W) (3.8)
subjectto Tc—TS=0
Amaxi _Ai >0

For the ammonia case study, solviBg with ATmin = 5°C gives the data for “No
sub-cooling” in Table3.3. Setting the resulting areas Agax and solving the
optimization problen3.8results in A"Anaxand the data for “Optimal sub-cooling”
in Table3.3 We see that specifyin§Tmin gives no sub-cooling, whereas fixing
the heat exchanger areas to the same value gi6€é§@ of sub-cooling.

3.5 Discussion

3.5.1 Super-heating by internal heat exchange

For the simple cycle in Figurd.1, some sub-cooling in the condenser was found
to be optimal, and we here discuss whether other means of obtaining furtier s
cooling, in particular the use of internal heat exchange (Figutd, may be ben-
eficial.

Consider first the case when the vapour leaving the evaporator istsdturathis
case the internal heat exchange in FigduE2has no effect on the overall process,
at least for pure fluids. This can be understood because there isecd @i the
pressure-enthalpy diagram.

Next, consider the case where the vapour is super-heated, whichrevasysly,
without internal heat exchange, found to be non-optimal. Dependingeoprtp-
erties of the fluid, this design may be desirable in some cases, even forepure
frigerants Radermacherl989. In the ammonia case study presented above it is
not optimal with internal heat exchange, but for a trans-crit@@j cycle, internal
heat exchange with super-heating is optiniNgKsaa et al.1998.



38 Simple cycles Part |

e
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Qd

Figure 3.12: Internal heat exchange

3.5.2 Selection of controlled variable

Without internal heat exchange, we have found that it is generally optontredve

no super-heatingYTsyp = 0°C) and some sub-cooling\Tsup > 0°C). In practice,

no super-heating is easily obtained by use of a design with a low pressiire ta
as shown in Figure.4(a)and Figure3.5. It is less clear how to get the right
sub-cooling. In Figure.5 we show a strategy where a valve is used to control
the degree of sub-cooling§Ts,, However, the optimal value @&Tgy, will vary
during operation, and alstvTs,, may be difficult to measure and control, so it is
not clear that this strategy is good. More generally, we could envisage-tine
optimization scheme where one continuously optimizes the operation (maximizes
COP) by adjusting the valves. However, such schemes are quite complex an
sensitive to uncertainty, so in practice one uses simpler schemes, like tle one
Figure3.5 where the valve controls some other variable. Such variables could be:

e Choke valve position setpoigt (that is, the valve is left in a constant posi-
tion)

e High pressureH,)

e Low pressureR)

e Temperature out of condensdp)

e Degree of sub-cooling\Tsup= T2 — Tsat(Fh))
e Temperature out of evaporataiyf

e Degree of super-heatind{sup= Ts — Tsat(R))

e Liquid level in storage tank (to adjust charge to rest of system)
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e Pressure drop across the extra valve if the design in Fgis(®)is used

The objective is to achieve “self-optimizing” control where a constantosettor
the selected variable indirectly leads to near-optimal opera8&ndestac2000.
The selection of “self-optimizing” controlled variables for simple refrigemracg-
cles is the main topic in Part 10énsen and Skogest&D07).

3.6 Conclusion

The “active charge” in a closed cycle has a steady state effect. Thitike open
systems, where we have boundary conditions on pressure. To adjuséghee

of freedom related to the “active charge” one needs a liquid tank yegen the

cycle. The key to make efficient use of this degree of freedom is to allow fo
sub-cooling in the condenser. Conventional wisdom says that onddsaonid
sub-cooling in the condenser to maximize the efficiency. However, we fad th
some sub-cooling is desirable. For the ammonia case study we get savings in the
order of 2%, by using the design in Figuseb that allows for sub-cooling. The
savings would be even larger if we compared with the common design in Figure
3.6(a)which in addition to having no sub-cooling, also gives super-heating.

Nevertheless, the savings in themselves are not very large. More impqrthatly
results show that the active charge is a degree of freedom, and thabticealing
gives some decoupling between the high presyr@nd the hot source temper-
atureTy. This is similar to that found for other cycles, including mixed (multi
component) fluids and trans-critidas..

Frictional pressure drops in the equipment have been neglected, inindhesion
would further favor sub-cooling which has a smaller mass flow.
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Chapter 4

Optimal operation of simple
refrigeration cycles

Part Il: Selection of controlled
variables

Published in Computers & Chemical Engineering (2007), 31, pages 163D-

The paper focuses on operation of simple refrigerationesyahd con-
siders the selection of controlled variables for two défercycles. One
is a conventional sub-critical ammonia refrigeration eyahd the other
is a trans-criticaCO; refrigeration cycle. There is no fundamental dif-
ference between the two cycles in terms of degrees of freewhop-
eration. However, in practical operation there are difiess. For the
ammonia cycle, there are several simple control structhegjive self-
optimizing control, that is, which achieve in practice @eds-optimal
operation with a constant setpoint policy. For {86, cycle on the
other hand, a combination of measurements is necessargigvacelf-
optimizing control.

4.1 Introduction

Refrigeration and heat pump cycles are used both in homes, cars andistrynd
The load and complexity varies, from small simple cycles, like a refrigeratair-o
conditioner, to large complex industrial cycles, like the ones used in ligtiefiac
of natural gas.

41
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Figure 4.1: Simple refrigeration cycle studied in this paper (shown for the ammo-
nia case)

The simple refrigeration process illustrated in Figdirgis studied in this paper. In
Part | Jensen and Skogest@®07) we showed that the cycle has five steady-state
degrees of freedom; the compressor power, the heat transfer inntlercer, the
heat transfer in the evaporator, the choke valve opening and the€'attarge”.
Different designs for affecting the active charge, including the locatfdme liquid
storage, were discussed in Part |.

It was found in Part | that there are normally three optimally active congsrain
maximum heat transfer in condenser, maximum heat transfer in evaparator
minimum (zero) super-heating. The cycle in Figdrobtains the latter by having

a liquid receiver before the compressor which gives saturated vambering the
compressor. In addition, we assume that the load (e.g. cooling duty) isisgec
There is then one remaining unconstrained steady-state degree affreetated

to the outlet temperature of the condenser, which should be used to optimize the
operation. The main theme of the paper is to select a “self-optimizing” controlled
variable for this degree of freedom such that a constant setpoint gildiyectly)
achieves near-optimal operation.

We consider two systems:
e a conventional sub-critical ammonia cycle for cold storaige£ —10°C)
e atrans-criticalCO, cycle for cooling a homelg = 20°C)

TheCO, cycle is included since it always has an unconstrained degree obfreed
that must be used for control. This is because there is no saturation caritibe
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high pressure side, which is usually said to introduce one extra deghedbm

to the cycle Kim et al, 2004). However, as shown in PartJénsen and Skogestad
2007), this “extra” degree of freedom is also available in a conventional sub-
critical cycle if we allow for sub-cooling in the condenser. The sub-caoliill

to some extent decouple the outlet temperature and the saturation prestgre in
condenser. More importantly, some sub-cooling is actually positive in terms of
thermodynamic efficiencyJénsen and Skogesi&d07h). The ammonia cycle is
included to show that there are no fundamental differences betwednaisoal

and a trans-critical cycle. There is some confusion in the literature on this.

Although there is a vast literature on the thermodynamic analysis of clogag ref
eration cycles, there are few authors who discuss the operation amdl@drsuch
cycles. Some discussions are found in text books su@ta@ecke(1998, Lang-

ley (2002 andDossat(2002, but these mainly deal with more practical aspects.
Svensson(1994) andLarsen et al(2003 discuss operational aspects. A more
comprehensive recent study is thakdi et al. (2004 who consider the operation
of trans-criticalCO, cycles.

This paper considers steady-state operation and the objective is to fictal eam-
trolled variables to fix. The compressor power is used as the objectietidan
(costd = W) for evaluating optimal operation.

4.2 Selection of controlled variable

We consider here the simple cycle in Fig4rd where the liquid receiver on the

low pressure side ensures that the vapour entering the compressturatesh

Note that there is no liquid receiver after the condenser, and thus nmpsen

of having saturated liquid at the condenser outlet. Furthermore, it is adstiate

the heat transfer in both the condenser and evaporator are maximizedly,Fén
temperature controller on the stream to be cooled (here the building temperature
Tc) is used to adjust the compressor power.

There then remains one unconstrained degree of freedom (choleepaaitionz)

which should be used to optimize the operation for all disturbances andtioer
points. We could envisage an real-time dynamic optimization scheme where one
continuously optimizes the operation (minimize compressor power) by adjusting
However, such schemes may be quite complex and sensitive to uncertdiage T
problems can be reduced by selecting a good control variable, and ideallyet

a simple constant setpoint scheme, with no need for real-time optimization. What
should be controlled (and fixed, at least on the short time scale)? Sorlie&izms
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are:

e Valve positiornz(i.e., an open-loop policy where the valve is left in a constant
position)

e High pressureR},)

e Low pressureR)

e Temperature out of compressadi )

e Temperature before valvé)

e Degree of sub-cooling in the condens@Tsyp,= To — Tsat(Fh))
e Temperature approach in hot source heat exchafigerTy)

e Temperature out of evaporataiyf

e Degree of super-heating in the evaporé(qkTsup: Ts— Tsat(R))

e Liquid level in the receiver\{) to adjust the active charge in the rest of the
system

e Liquid level in the condense¥|con) Or in the evaporato yap)
e Pressure drop across the “extra” valve in Figdirel’

The objective is to achieve “self-optimizing” control where a constaniosetor
the selected variable indirectly leads to near-optimal operaB&ngestad2000.
Note that the selection of a good controlled variable is equally important indzn “a
vanced” control scheme like MPC which also is based on keeping the tedtro
variables close to given setpoints.

The selection of controlled variables is a challenging task, especially if ome ¢
siders in detail all possible measurements, so we will first use a simple s@een
process based on a linear model.

4.2.1 Linear analysis

To find promising controlled variables, the “maximum gain” rutalvorsen et aJ.
2003 will be used. For the scalar case considered in this paper the rule is:
Prefer controlled variables with a large scaled gai®'| from the input (degree of

“Not relevant in the&€CO, cycle because of super-critical high pressure
TNot relevant for our design (Figue1)
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freedom) to the output (controlled variable)
Procedure scalar case:

1. Make a small perturbation in each disturbantieend re-optimize the oper-
ation to find the optimal disturbance sensitivityop/dd;. Let Ad; denote
the expected magnitude of each disturbance and compute from this the over-
all optimal variation (here we choose the 2-norm):

DYopt = \/ 5 (aﬁﬁfp‘ 'Adi> ’

2. ldentify the expected implementation errofor each candidate controlled
variabley (measurement).

3. Make a perturbation in the independent variabl@s our caseuis the choke
valve positiorg) to find the (unscaled) gaig = Ay/Au.

4. Scale the gain with the optimal span (san Ayopt+ n), to obtain for each
candidate output variablg the scaled gain:
1= o

spany

The worst-case lods= J(u,d) — Jopt(u, d) (the difference between the cost with a
constant setpoint and re-optimized operation) is then for the scalarQlasgestad
and Postlethwaite2005 page 394):

1wy 1
= 4.1
whereJy, = d2J/0u? is the Hessian of the cost functiagh In our casel = W
(compressor work). Note thdy, is the same for all candidate controlled variables

y.
The most promising controlled variables should then be tested on the non-linea

model using realistic disturbances to check for non-linear effects, iimguddasi-
bility problems.

4.2.2 Combination of measurements

If the losses with a fixed single measurement are large, as f@@hease study,
then one may consider combinations of measurements as controlled varidiges.
simple null space method\stad and Skogestad007) gives a linear combination
with zero local loss for the considered disturbances,

c=hy-y1+ho-yo+... (4.2)
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The minimum number of measurement$o be included in the combination is
ny =ny+ngq. In our case, = 1 and if we want to consider combinationsgf= 2
measurements then onty = 1 disturbance can be accounted exactly for. With the
“exact local method”lalvorsen et a).2003 or the “extended null space method”
(Alstad and Skogesta@007) it is possible to consider additional disturbances.
The local loss is then not zero, and we will minimize the 2-norm of the effect o
disturbances on the loss.

4.3 Ammonia case study

The cycle operates between air inside a buildiftg=£ T,oom = —10°C) and am-
bient air Ty = Tamp = 20°C). This could be used in a cold storage building as
illustrated in Figured.1 The heat loss from the building is

Qloss = UAIoss(TH - TC) (4-3)

The nominal heat loss is 15kW. The temperature controller shown in Figylire
maintainsTc = —10°C and will indirectly giveQc = Qjoss at steady-state.

4.3.1 Modelling

The structure of the model equations are given in Tdhleand the data are given

in Table4.2 The heat exchangers are modelled assuming “cross flow” with con-
stant temperature on the air side (= 20°C andTc = —10°C). The isentropic
efficiency for the compressor is assumed constant. The SRK equatitei®is
used for the thermodynamic calculations. The g°PROMS model is available on the
internet Jensen and Skogest&D07a).

Table 4.1: Structure of model equations
Heat exchangers (condenser and evaporator)
Q=U-[ATdA=m- (hoy— hin)

P= Psat(Tsat)

m=p/V

Valve

m=2z-Cy\/AP-p hout = hin
Compressor

Ws = m(hoyt — hin) = m- (hs—hin) /N
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Table 4.2: Data for the ammonia case study
Ty =20°C

Tc=T8=-10°C

Condenser:|A)c = 2500 WK?

Evaporator: YA)g = 3000WK?
Compressor: isentropic efficiengy= 0.95
Choke valveCy = 0.0017 n?

Building: UAjgss= 500 WK

4.3.2 Optimal steady-state operation

At nominal conditions the compressor power was minimized with respect to the
degree of freedonz]. The optimal results are given in Tabde3, and the corre-
sponding pressure enthalpy diagram and temperature profile in thensandae
shown in Figure4.2 Note that the optimal sub-cooling out of the condenser is
5.8°C. This saves about@% in compressor powey\g) compared to the conven-
tional design with saturation.

30- TealPh) ]
! ! T2

““““ po r/ fii

7 65 -6.55. 5 45 2 ‘ ‘
h[Jmo?l] 10t 02 |9<'34sitior9ﬁ 08 1

(a) Pressure enthalpy diagram (b) Temperature profile in condenser

Figure 4.2: Optimal operation for the ammonia case study

4.3.3 Selection of controlled variables

There is one unconstrained degree of freedom (choke valve openwwgich
should be adjusted to give optimal sub-cooling in the condenser. We want to
find a good controlled variable (see Sectibi2 for candidates) to fix such that
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Table 4.3: Optimal steady-state for ammonia case study

We kW]
2[

Ph [ba
A [ba
Qn [kKW]

2.975
0.372
10.70
2.35
17.96
0.0127
5.80
102.6
20.9
-15.0
-15.0

we achieve close-to-optimal operation in spite of disturbances and implemantatio

error (“self-optimizing control”).

Linear analysis of alternative controlled variables

The following disturbance perturbations are used to calculate the optiniatioar

in the measuremenyg.
di: ATy =+10°C
dp: ATS = +5°C
d3: AUAss= +100WK?!

The assumed implementation erroy for each variable is given in Tabdedwhich
also summarizes the linear analysis and gives the resulting scaled gaingiin ord

from low gain (poor) to high gain (promising).

Some notes about Tabde4:

e R andT, have zero gains and cannot be controlled. The reason for the zero
gains are that they both are indirectly determinepys.

Qioss= Qc = (UA)c (T4 —Tc)

(4.4)

*In order to remain in the linear region, the optimal variations were comgatexidisturbance
of magnitude 1100 of this, and the resulting optimal variations were then multiplied by 100tto ge

Ayopt(di)
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Table 4.4: Linear “maximum gain” analysis of candidate controlled variables

ammonia case study
Byopi(ch)|

Variable (y) Nom. G () do(0c) dzgUAosd  [Ayoptl n__ spany |G|

A [bai 2.35 0.00 0.169 0.591 0101 0623 0300 0923 000
T[°C -15.0 0.00 0.017 0.058 0010 0061  1.00 1.06 0.0
ATsupl°C] 0.00 0.00 0.00 0.00 0.00 0.00  1.00 100  0.00
T[°C 1026  -143.74 38 173 6.2 422 1.00 432 333
P, [bar 1071 -17.39 412 0.41 0.460 417 1.00 517 337
2} 0.372 1 00517  0.0429 00632 0092 005 0142  7.03
[°q 209  287.95 10.4 0.20 0.300 104  1.00 114 253
Vi [m3] 100 51455 9e-03 0.011 1.2¢-03 00143 005 0064  80.1
AToup[°Cl 580  -340.78 213 1.08 1.08 262 150 412 828
Vi conm®] 0.67 57 58e-03 24e-03 1.4e-03 00064 005 0056  101.0
T,-T4[°C]  0.89 -287.95 0.375 0.174 0.333 0531 150 203 1418

e The degree of super-heatidjs,, can obviously not be controlled in our
case because it is fixed at© (by design of the cycle).

e The loss is proportional to the inverse of squared scaled gain (se¢i&gua
4.1). This implies, for example, that a constant condenser presByre (
which has a scaled gain of3, would result in a loss in compressor power
J =W that is(82.8/3.37)? = 603 times larger than a constant sub-cooling
(ATsup), Which has a scaled gain of &

e The simple policies with a constant pressufg) Or constant valve position
(2) are not promising with scaled gains of 3.37 and 7.03, respectively.

e A constant level in the liquid receive¥( is a good choice with a scaled
gain of 80.1. However, according to the linear analysis, the liquid level in
the condenseM ¢on) is even better with a scaled gain of 101.0.

e Controlling the degree of sub-cooling in the condenAd (,= T, — Tsad Ph))
is also promising with a scaled gain of.82but the most promising is the
temperature approach at the condenser oulet Ty) with a scaled gain of
141.8.

e The ratio between the implementation ema@nd the optimal variatioAyqpt
tells whether the implementation error or the effect of the disturbance is most
important for a given control policy. For the most promising policies, we see
from Table4.4 that the contribution from the implementation error is most
important.

Nonlinear analysis

The nonlinear model was subjected to the “full” disturbances to test more rigo
ously the effect of fixing alternative controlled variables. The main medso
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Figure 4.3: Ammonia case: Compressor power (left) and loss (right) farelift
disturbances and controlled variables. A line that ends correspondte&sitnie

operation.
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considering the full disturbances is to check for non-linear effectsamtiqular
possible infeasible operation, which cannot be detected from the linafrsan
Figure4.3shows the compressor povisk (left) and losd. = Ws —Ws opt (right) for
disturbances ifiy (d1), Tc (d2) andU Ass (ds). Ws opt is Obtained by re-optimizing
the operation for the given disturbances. As predicted from the linesdy<sas,
control of B, or z should be avoided as it results in a large loss and even infeasi-
bility (a line that ends corresponds to infeasible operation). Controllingegece

of sub-coolingATsyp gives small losses for most disturbances, but gives infeasible
operation wherTy is low. Controlling the liquid level, either in the receiver or
in the condenser, gives small losses in all cases. Another good policynaiin

tain a constant temperature approach out of the condefserTy). This control
policy was also the best in the linear analysis and has as far as we kndeerot
suggested in the literature for ammonia cycles.

A common design for refrigeration cycles, also discussed in Part |, isve ha
sub-cooling in the condenser. In practice, this might be realized with thgrdes
in Figure4.1 by adding a liquid receiver after the condenser and using the choke
valve to control this liquid level, or using the design in Figdrglwith the “extra”
valve between the condenser and tank removed. The performance désigm
(*no sub-cooling”) is shown with the dashed line in Figyt&. The loss (right
graphs) for this design is always nonzero, as it even at the nomindlh@asra loss

of 0.06 kW, and the loss increases with the cooling duty of the cycle. Neversheles
we note that the loss with this design is low (less than ab@k\W or 35 %) for all
considered disturbances. This may be acceptable, although it is much thigher
the best controlled variable$(Vcon | andT, — Ty) where the maximum losses are
less than MO5 kW.

Figure4.4shows the sensitivity to implementation error for the four best controlled
variables. Controlling a temperature difference at the condenser gkgn(@ —

Ty or ATgyp) has a small sensitivity to implementation error. On the other hand,
controlling either of the two liquid levelsV( or V| ¢on) might lead to infeasible
operation for relatively small implementation errors. In both cases the ibfigs

is caused by vapour at the condenser exit. In practice, this vapowy tlt may

be “feasible”, but certainly not desirable.

A third important issue is the sensitivity to the total charge of the system which
is relevant for the case where we control the liquid level in the receyer\().
There is probably some uncertainty in the initial charge of the system, andemayb
more importantly there might be a small leak that will reduce the total charge over
time. Optimally the total charge has no steady-state effect (it will only affect th
liquid level in the receiver). However, controlling the liquid level in the reee

(y =W) will make the operation depend on the total charge, and we have lost one
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Figure 4.4: Ammonia case: Loss as function of implementation error

of the positive effects of having the liquid receiver. The other contirolctures
will not be affected by varying total charge.

Conclusion ammonia case study

For the ammonia case, controlling the temperature approach at the canebdhse

(T, — Ty) seems to be the best choice as the losses caused by implementation error
(Figure4.4) and disturbances (Figude3) are very small. This control implemen-
tation is shown in Figurd.5where we also have introduced an inner “stabilizing”
loop for pressure. However, treetpointfor the pressure is used as a degree of
freedom so this loop does not affect the results of this study, whichasedoon
steady-state. Although not optimal even nominally, another acceptable policy
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to use the conventional design with no sub-cooling (Figudel with the “extra
valve” removed and minimum super-heating).

Ty (ambient)

" g (76"
T (buiiding)

Figure 4.5: Proposed control structure for the ammonia cycle

4.4 CO;, case study

Neksaa(2002 shows thatCO, cycles are attractive for several applications, both
from an efficiency point of view and from an environmental perspec®kaugen
(2002 gives a detailed analysis of the parameters that affect the performbace o
CO;, cycle and discusses pressure control in these systems.

The simple cycle studied in this paper, see Figdi&(a) operates between air
inside a room Tc = 20°C) and ambient airTy = 30°C). This could be an air-
conditioner for a home as illustrated in Figuée6(a) The heat loss out of the
building is given by Equatiod.3 and the temperature controller shown in Figure
4.6(a)indirectly givesQc = Qioss The nominal heat loss is@kW.

We consider a cycle with an internal heat exchanger, see FHg6fa) This heat
exchanger gives further cooling before the choke valve by supeatiriy the sat-
urated vapour from the evaporator outlet. This has the advantageusfimgdhe
expansion loss through the valve, although super-heating increasesntipees-
sor power. For th€O, cycle it has been found that the internal heat exchanger
improves efficiency for some operating poinBofanski et al.1994). For the



54 Simple cycles Part Il

CO; cycle, we find that the internal heat exchanger gives a nominal reduafio
9.9% inW;. For the ammonia cycle, the effect of internal heat exchange to give
super-heating is always negative in terms of efficiency.

4.4.1 Modelling

Table4.1shows the structure of the model equations and the data are given in Table
4.5 Constant air temperature is assumed in the evapor&dr The gas cooler

and internal heat exchanger are modelled as counter-currentdobaingers with

6 control volumes each. The Span-Wagner equation of st&@6( is used for

the thermodynamic calculations. The MATLAB model is available on the internet
(Jensen and Skogest&D07a).

(Internal T
! H
Ty ey T2 ®<7T1
Qinx Qn Fh —
(Gas L ,
cooler A T Z3 1
R %* m y
| = 3 )
2 0°c\4
o
T4 [a

p= ) T ,@.TE W1 405 4 395
h [dmol] 108

(@) TheCO, cycle (b) Pressure enthalpy diagram

Figure 4.6: TheCO, cycle operates trans-critical and is designed with an internal
heat exchanger

4.4.2 Optimal operation

Some key parameters for optimal operation of @@, cycle are summarized in
Table4.6 and the pressure enthalpy diagram is given in Figu6gb) Figure4.7
shows the optimal temperature profiles in the gas cooler and in the interrial hea
exchanger.
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Table 4.5: Conditions for th€ O, case study
Evaporator(UA)yap= 798 W°C1

Gas cooler(UA)geo = 795W°C?

Internal heat exchangefUA)iny, = 153W°C?t
Compressor: isentropic efficiengy= 0.75
Ambient: Ty = 30°C
Air flow gas cooler:mc, = 250 FC1s?
Room:Tc = TS = 20°C

Room:UAjgss= 400W°Ct

Choke valveCy = 1.21-10 °m?

Table 4.6: Optimal operation f@O, case

Ws[W] 958
z[-] 0.34

P [bai 97.61
A[bal 50.83
Qu[W] -4958
Q|hx [ ] 889
[kgs ] 0.025
T.[°C] 89.6
T[°C] 255
T:[°C] 15.0
T[°C] 312

Note that when the ambient air goes below approximaigly= 25°C the opti-
mal pressure in the gas cooler is sub-critical. We will only consider tratisad
operation, so we assume that the air-conditioner is not used belt@: 25

4.4.3 Selection of controlled variable

We want to find what the valve should control. In addition to the variables listed
Sectiond4.2, we also consider internal temperature measurements in the gas cooler
and internal heat exchanger. Note that the “no sub-cooling” policytipossible

for theCO, cycle because it operates trans-critical.

As discussed in more detail below, there are no obvious single measurdgments
control for this application. One exception is the holdapn the high pressure
side of the cycle. However, measuring the holdup of a super-critical iSuitht



56 Simple cycles Part Il

80’ \\ 7

Pgsélltion(?)ﬁ 0-8

302

l Il Il Il Il
1 Y02 o0kiongf 08 1

(a) Gas cooler (b) Internal heat exchanger

Figure 4.7: CO, case: Temperature profile in gas cooler and internal heat ex-
changer

easy (one might use some kind of scale, but this will be to expensive in most a
plications). Thus, we will consider measurement combinations. First, we will tr
to combine two measurements, and if this is not acceptable for all disturhances
we may try more measurements. Any two measurements can be combined, and
we choose here to combiri and T,. The reason is thd®, is normally con-
trolled anyway for dynamic reasons, amngdis simple to measure and is promising
from the linear analysis. Also, temperature corrected setpoint for mesgms
been proposed befor&im et al, 2004. We use the “exact local methodAk

stad and Skogestad007) and minimize the 2-norm d¥ly = HFWy, whereF =
dYopt/9d; is the optimal sensitivity off = [R, T,] with respect to disturbances
d=[Ty Tc (UA)sg. The magnitude of the disturbances are givewin We

find that the linear combination= hy - B, +hy - T, with k= hy /h; = —8.53 barC?
minimizes the 2-norm of the three disturbances on the loss. This can be imple-
mented in practice by controlling the combined pressure and temperature

Iq‘u,combine: Ph+k- (TZ - T2,opt) (4-5)

where T, opt = 25.5°C andk = —8.53 barC?l. An alternative is to use a more
physically-based combination. For an ideal gas we lrave P2, and since
the gas cooler holdumyc, seems to be a good variable to control, we will include

P/T in the gas cooler as a candidate controlled variable.
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Table 4.7: Linear “maximum gain” analysis of controlled variablesd@s case

|&Yopt(dh)|

Variable §) Nom. G di(TH) do(Tc) d3(UAos)  [Ayopil n _ spany |G|
m/TpbarCY 032 -0.291  0.140 -0.047 0.093 0174 00033 0.177 0.25
A, [ba 97.61 -78.85 483  -155 31.0 594 1.0 604 1.31
T[°C] 355 367 1627  -2.93 764 1821 1 192 191
T)—Tu[°C] 3.62 24 410 192 500  6.75 1.5 825 291
z[-] 0.34 1 015  -0.04 018  0.24 005 029 345
Vi [m?] 007 003  -0.02  0.005 -0.03 0006 0.001 0.007 4.77
[ 255  60.14 8.37 0.90 318  9.00 1 100 6.02
Pcombinelbal  97.61 5920  -231  -23.1 391 330 953 425 139
Mgcolkg] 483 -11.18 0151 -0.136 0.119  0.235 0.44 0675 16.55

Linear method

We first use the linear “maximum gain” method to find promising controlled vari-
ables. The following disturbanceare considered:

d]_Z ATy = +10°C
do: ATc = £5°C
ds: AUAssfrom — 100 to +40W°C?t

The linear results are summarized in Ta#lé Some controlled variable®i( T,

ATsup andATsyp) are not considered because they, as discussed earlier, can not be
fixed or are not relevant for this cycle. The rafig/T, in the gas cooler is not
favourable with a small scaled gain. This is probably, because the fluid gehe
cooler is far from ideal gas s& /T, is not a good estimate of the holduco.

From Table4.7 the most promising controlled variables are the holdup in the gas
cooler (nyco) and the linear combinatiorR{ combingd. Fixing the valve openings

(no control) or the liquid level in the receivev|] are also quite good.

Non-linear analysis

Figure 4.8 shows the compressor power (left) and loss (right) for some selected
controlled variables. We see that the two most important disturbances desrthe
peraturedy andTc which gives larger losses than disturbance in the heat loss out
of the building. Controlling the pressufg gives infeasible operation for small

*In order to remain in the linear region, the optimal variations were comgatexddisturbance
of magnitude 1100 of this, and the resulting optimal variations were then multiplied by 100tto ge

Ayopt(di)
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Figure 4.8:CO, case: Compressor power (left) and loss (right) for different dis-
turbances and controlled variables. A line that ends corresponds &siinlie op-
eration.
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disturbances in the ambient air temperatulig)( The nonlinear results confirm
the linear gain analysis with small losses Rakombine@Ndmgco.
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Figure 4.9:CO, case: Loss as function of implementation error

Another important issue is the sensitivity to implementation error. From Figure
4.9we see that the sensitivity to implementation error is very largg fol,. The
three best controlled variables are constant valve opez)ngdgnstant holdup in

the gas coolem{yco) and the linear combinatiof{ combine -

ConclusionCO, case study

For thisCO, refrigeration cycle we find that fixing the holdup in the gas cooler
Myco Qives close to optimal operation. However, since the fluid is super-critical,
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holdup is not easily measured. Thus, in practice, the siagtemeasurement is a
constant valve openirgy(“no control”). A better alternative is to us®mbinations

of measurements. We obtained the combinafi@gmbine= Ph+ K- (T2 — T2,0pt)
using the “exact local method”. This implementation is shown in Figut@ The
disturbance loss compared with single measurements is significantly rechated a
the sensitivity to implementation error is very small.

Figure 4.10: Proposed control structure for @@, cycle

4.5 Discussion

4.5.1 Super-heating

An important practical requirement is that the material entering the compresso
must be vapour (either saturated or super-heated). Saturation cahibeed by
having a liquid receiver before the compressor as shown in FigjdreHowever,

in many designs the receiver is located at the high pressure side amehsatieg

may be controlled with the choke valve (e.g. thermostatic expansion valve TEV)
as shown in Figurd.11 A minimum degree of super-heating is required to handle
disturbances and measurement errors. Since super-heating is moovdyeami-
cally efficient (except for some cases with internal heat exchangs)minimal
degree of super-heating becomes an active constraint. With the cattifoguin
Figure 4.11, the “extra” valve is the unconstrained degree of freedainttjat
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should be adjusted to achieve optimal operation. Otherwise the results feom th
study hold, both for the ammonia a@®;, cycle.

2oL m

“Extra” =
valve QH

ST

Figure 4.11: Alternative refrigeration cycle with liquid receiver on highgsure
side and control of super-heating

4.5.2 Heat transfer coefficients

We have assumed constant heat transfer coefficients in the heahggchaNor-
mally, the heat transfer coefficient will depend on several variablels as phase
fraction, velocity of the fluid and heat transfer rate. However, a seitgitinalysis
(not included) shows that changing the heat transfer coefficients miuteaffect
the conclusions in this paper. For 166 cycle, we did some simulations using a
constant air temperature in the gas cooler, which may represent a cwdseft
exchanger and is an indirect way of changing the effective UA valiefoid that
the losses for a constant liquid level control poligy=V;) was slightly smaller,
but the analysis presented here is still valid and the conclusion that a cdiobina
of measurements is necessary to give acceptable performance, rerecsasih

4.5.3 Pressure control

This paper has only considered steady-state operation. For dynarsénsean
order to “stabilize” the operation, a degree of freedom is often usedtna@ne
pressureR or B,). However, thesetpointfor the pressure may be used as a degree
of freedom at steady-state, so this will not change the results of this. stnly
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example of a practical implementation using cascade control is shown in Figure
4.5 where the temperature difference at the condenser outlet is controlieti wh
was found to be the best policy for the ammonia case study. The load in tee cyc
is controlled by adjusting the setpoint to the pressure controller that stabiéize th
low pressureR).

4.6 Conclusion

For a simple cycle, there is one unconstrained degree of freedom thatidbe
used to optimize the operation. For the sub-critical ammonia refrigeration aycle
good policy is to have no sub-cooling. Further savings at about 2 %laaéned

with some sub-cooling where a good control strategy is to fix the temperature
approach at the condenser exit £ Ty), see Figuret.5. One may argue that 2%
savings is very little for all the effort, but larger savings are expecteddses

with smaller heat exchanger arederfisen and Skogest&D07), and allowing

for sub-cooling shows that there is no fundamental difference witecase.

For the trans-criticaCO, cycle, the only single “self-optimizing” measurement
seems to be the holdup in the super-critical gas coaigerf. However, since

this holdup is difficult to measure a combination of measurements is needed. We
propose to fix a linear combination of pressure and temperd@lggmbine= Ph +

K- (T2 — T20pt), See Figuret.1Q This is a “self-optimizing” control structure with
small losses for expected disturbances and implementation errors.
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Chapter 5

Problems with specifyingATmin In
design of processes with heat
exchangers

Accepted for publication in Industrial & Engineering Chemistry Research

We show in this paper that the common method of specifyifig;,

for individual heat exchangers may lead to wrong decisigmsshould

be used with care when designing heat exchanger systemsrtloup

lar, design with constraints ok, may result in operation conditions
which are not optimal when the resulting areas are instaltedddition,
differentU-values for the heat exchangers are not easily handled. We
propose an alternative method (simplified TAC) to avoid ¢h@®blems

and compare it with thAT,in-method on three vapour compression (re-
frigeration) cycle case studies.

5.1 Introduction

In process design one seeks to optimize the future income of the plant. This
might be realized by minimizing the total annualized cost (TAAe = Joperatiorrt
Jcapita|[$year1]; see Problen®.1 below. However, findinghac requires detailed
equipment and cost data, which is not available at an early design stage.

An alternative simple and common approach for design of processes \aitlxie
changers, especially at an early design stage, is to specify the excmaimjmum
approach temperature (EMAF ATqin) in each heat exchanger; see Probei2

65
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below. The idea is that this specification should give a reasonable bdlatveeen
minimizing operating costdoperation (favored by a small\Tyn) and minimizing
capital costslapital (favored by a larg@Tyn).

As an example, Figur&.1 shows a hot streaniy) transferring heat to a cold
stream with constant temperatuiig); Stream 2 may be hot exhaust gas which is
cooled to recover its energy and this is done by vaporizing water in stregin 1
small value ofAT,i, means that a lot of the energy is recovered, but it requires
a large heat exchanger. On the other hand, a larger valdd,gf requires less
area, but the outlet temperatufe will be higher and less energy is recovered.
There exists many rules of thumb for the valué\df,,. For exampleTurton et al.
(1998 page 250) recommends A0 for fluids and 5C for refrigerants.

To(Small areq

T(Large area | ATmin(Small area

0 1 Positior}-]
Figure 5.1: The effect of different values fdilin

Note that what we cal\Tyi, in this paper is the individual exchanger minimum
approach temperature (EMAT). This should not be confused with thelgiem-
perature” (heat recovery approach temperature, HRAT) used igrdesheat ex-
changer networks.

The use ofATyi, as a constraint is only used fdesign as it is reasonably well
known that we should never specifji,in during operation (here the areas should
be used as constraints rather tigR,,). However, even when it comes to design,
specifyingATmin (@and maybe varying it in an outer loop), does not always result
in a good design, except for simple cases. To understand why spgafyiis, in
design may not be correct, consider the following three problems:

Problem 5.1 Detailed optimal desigrbased on minimizing TAG$year'] (e.g.
Biegler et al, 1997:

rrdin (Joperation+ Jcapital) G-
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subject to model equations and operational constraints (this applies tolzkprs
in this paper). The degrees of freedau, include all the equipment data (sizes)
and operating variables. The annualized capital cost is often obtained as

Jcapital = z (Cfixed,i + Cvariable,i' S]') /T (5-2)

ieUnits

Here§ is the characteristic size for the unit (area i for heat exchangers), and
the cost factorsGixeq,; andCyarianle,) and cost scaling factar;, are constants for
each unit (e.g. heat exchangerd).is the capital depreciation time, e.g. =
10years. The operating cakheration@re given by the prices of feeds, products and
utilities (energy) plus other fixed and variable operating costs; e.g. Seatibq
5.8 below.

Problem 5.2 Simplified optimal designwith specified\Tin:

nain(Joperation) (5.3)

subjectto AT, —ATnin >0

Here, the degrees of freedoms, include the heat transfer in the heat exchanger
(Qi) and the operating variables (flows, works, splits etc.). After solving ttails

lem one can calculate the heat exchanger adg&®m the resulting temperatures
(usingQ; = [U;iAT; dA;). Note that Problen.2 will favor designs where the tem-
perature differenc@T is close toATmin throughout the heat exchangers because
this improves energy efficiency but does not cost anything. Specifylhg, will
therefore tend to give designs with large heat exchanger areas.ditioad dif-
ferentU-values can not be handled easily as they are not part of the optimization
problem in Equatio.3. An indirect approach is too use differekity,,, ; for each

heat exchanger in Equati@n3.

Let us now consider steady-state operation, where the equipment dttialing

heat exchanger areas, are given and the degrees of freegdmulude only the
operating variables. For each heat exchanger, there is at steaelpistaoperat-
ing variable which may be chosen as #féectivearea; (in practice,A; may be

changed using a bypass). However, we must reqjire A" whereA"®* is the

“installed area” e.g. found from Problenlor 5.2 We then have:

Problem 5.3 Optimal operationwith given heat exchanger areas.

rrl}in(‘-]operation) (5.4

subjectto  A—Amaxi <0
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Note that in many cases, including the examples in this paper, it is optimal to have
Ai = Amax,i-

The solution to ProblerB.3in terms of optimal stream data (temperatures) will be
the same as to Probledl, butnot generally the same as to Problén, see the
motivating example below. To understand this, note that in ProBl&mwith the
areas given, there is no particular incentive to make the temperatureeddéT
“even” (due toATnin) throughout the heat exchangers. Provided there are degrees
of freedom, we will therefore find th&T from Problem5.3 varies more through

the heat exchangers thad from Problem5.2 In particular, theATy,, obtained
from Problem5.3 is often smaller than that specified in design (ProbegR),

see the introductory example below. Thus, the optimal nominal operating point
(solution to Problens.3) is not the same as the nominal simplified design point
(solution to Problens.2). From this it is clear that specifyinf§Tmin in design is

not a good approach.

The objective of this paper is to study thd,i,-method (Problen®.2) in more
detail and suggest an alternative simple design method (called the simplified TAC
method) for heat exchanger systems. The optimization problems are ssingd u
the gPROMS software.

Ty (ambjent)
T

H,]

QH
(condenser) (compressor)
W
R

T2

Z Q%
(choke

Figure 5.2: An ammonia refrigeration system

5.2 Motivating example: Ammonia refrigeration cycle

The ammonia refrigeration cycle for cold storage presentdeémsen and Skoges-
tad(2007a) is shown in Figuré.2 We use the following conditions:
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Table 5.1: Structure of model equations for the ammonia case study
Heat exchangers (condenser and evaporator)
Q= [UAT dA=rm- (hout— hin)
P= Psat(Tsat)
m=p/V
Valve
m=2z-Cy/AP-p hout = hin
Compressor
W = r:n(hout_ hin) =m- (hs_ hin) /’7

Qloss = 20kw

Ambient temperaturgéy = 25°C

Cold storage (indoor) temperature set pdyt= —12°C

Heat transfer coefficient for the evaporator and condeblser500 W m?°Ct

The ammonia leaving the evaporator is saturated vapour (which is always
optimal for this cycle,Jensen and SkogestézD0 7))

The temperature controller is assumed to adjust the compressor power toimainta
Tc = TE which indirectly sets the loa@c = Qioss The main model equations are
given in Table5.1

5.2.1 ATnin design-method

The operational cost is given by the compressor podggtion= Ws), SO with the
ATmin-method, the optimal design problem, see ProbieZnbecomes:
min(Ws)
Uz

ATeon— ATmin,con >0

where the degrees of freedam include the heat transfered in the two heat ex-
changers @;) (but note thatQc = 20kW) plus three other operating variables
(e.g. two pressures and refrigerant flow). We chofgg, = 10°C in both the

*The simple cycle in Figurb.2 has five operating variabledgnsen and Skogest&d07), but
two of these have been specified (given load and saturated vapour)
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evaporator and the condens8hglton and Grossmanh986. The resulting heat
exchanger areas are then obtained fro® = [ (U - AT) dA.

As noted in the introduction, the solution to Equat®b does not generally give
optimal operation with the resulting areas. The re-optimized operation problem
with given areas, see ProblesrB8, becomes:

min(Ws)
uz
subjectto Avap— Al <0 (5.6)

ap
Acon—Agen <0

where r‘[,‘fl};‘and < are the result of thATmin-method design problem (Equation
5.5). The degrees of freedony include Ayap and Acon (Which in this case are
optimally equal to their maximum design values) plus the three other operating
variables (e.g. two pressures and refrigerant flow).

The results for the two problems are summarized in the two left columns of Table
5.2 and we note that re-optimization reduces the operating dgthly 3.2%.
Figure5.3shows the corresponding temperature profiles in the condenser.

0.2

% o Sdond 0F 1

(a) Optimal design with specifieiTyy;, (b) Re-optimized operation with specifiéd

Sond 08 1

Figure 5.3: Temperature profile in the condenser fotfig,-method

e In the design casé(5) (with fixed ATnin) there is no sub-cooling of ammo-
nia in the condenser. In the re-optimized operat®ié)(however, there is a
sub-cooling of 8°C. The optimality of sub-cooling in simple refrigeration
cycles is discussed in detail d&nsen and Skogesté2D0 7).

e The high pressurg, is increased by . % in the re-optimized case, but this
is more than compensated for by & 3 reduction in flowrate.
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Table 5.2: Ammonia case study
ATmin-method Simplified TAC (Eg5.9)
Design 6.5 Operation .6) Co=818 Cp=8250
ATmin = 10°C Re-optimized

ATV [°C] 10.0 10.0 9.13 26.7
ATEON°C] 10.0 1.53 1.84 10.0
Acon[M?] 4.50 4.50 4.12 1.47
Ayap[m?] 4.00 4.00 4.38 1.50
Aot [M?] 8.50 8.50 8.50 2.97
HX cost]-] 1.00 1.00 1.00 0.51
R [bar 1.74 1.74 1.81 0.77
P [bar 13.5 13.6 14.0 28.4
ATsup[°C] 0.0 8.9 9.6 28.5
m[mols?] 1.07 1.03 1.03 1.10
W [W] 6019 5824 5803 12479
COP[] 3.32 3.43 3.45 1.60

Given data is shown in boldface
*Cp adjusted to get same total heat exchanger area d@sTthg-method
TCy adjusted to get samlET,yy as used in thATyin-method

In summary, we find that th&T,;, design-method does not result in optimal oper-
ating variables for the given example. A better design method is therefededk

5.3 Proposed simplified TAC method

The original cost function for Problef.1 requires quite detailed cost data plus
a lot of other information which is not available at an early design stage. The
simplified Problenb.2 on the other hand, is easy to formulate and solve, but here
we cannot easily handle differebt-values for heat exchangers and the optimal
design point is not generally the same as the optimal operating point (ew@en no
inally). Therefore, the objective is to find a better simplified formulation. The
starting point is to replace the equipment cost (Equabi@nin Problem5.1 with

a simplified expression. First, we assume that the structure of the desigeis gi
such that we need not consider the fixed cost terms (i.e. W&zt = 0). Sec-
ond, we only consider heat exchanger costs. For a vapour corgoreysle this

is justified if the capital cost for the compressor is proportional to the casspre
powen\s, which corresponds to assuming= 1 for the cost exponent for the com-
pressor. We can then include the capital cost for the compressor in ¢natiog

cost of the compressor. Third, we assume that all heat exchangershgasame
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cost factorsQuariabie i= Co andn; = n).
The resulting “simplified TAC” optimal design problem becomes:

Problem 5.4 Simplified optimal designwith simplified TAC

nain (Joperation+ Co- z A|n> (5.7)

subject to model equations and operating constraints, and wheéneludes the
heat exchanger areésplus the operating variables. In the general case:

Joperation: Z Pr I:| - z ij I:)j + Z kaQk + z F)\/VSJWSJ [$year1] (5-8)

whereF; are feedsP; are productsQ are utilities (energy)\Ws are the mechan-
ical work the p's are respective prices. For a heat exchanger network problem
this can be reduced t&peration= 3 Pq Qi [$year1] which in many cases simpli-
fies t0 Joperation= Qn [$yeart], whereQy is the supplied heatQundersen and
Naess 1988. For the refrigeration cycles considered in this pagggeration=

W [$year?].

In the examples, we choose= 0.65 for the heat exchangers and @&gas the
single adjustable parameter (to replddg,in). There are several benefits compared
with the ATmin-method:

e The heat exchanger temperatures depend;dnfor each heat exchanger.
Thus, different-values for each exchanger are easily included.

e The optimal design (Equatids 7) and the optimal operation (Probles)
have the same solution in terms of optimal stream data. This follows since
the termCo 3 Al is constant in operation.

e The assumption of using the sa@gfor all heat exchangers is generally a
much better than assuming the safyTg;i,.

On the other hand, compared to &, design method, the simplified TAC de-
signh method requires calculation AT inside all exchangers during the optimiza-
tion, and the optimization problem is also a bit more difficult to solve. However,
the proposed method does not require any additional data compared wWihthe
method.
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5.3.1 Revisit of ammonia case study

The optimization problem (Equatidn?) for the proposed simplified TAC-method
becomes

min(WS+CO‘ (A2]0n+A/nap)) (5-9)

The right two columns of Tablg.2shows the optimal design with= 0.65 and two
different values o€y. First,Cy = 818 gives the same total heat exchanger area and
almost the same capital cost as fhig,i,-method, but the area is better distributed
between the evaporator and condenser. This results i6CG23reduction in op-
erating cost\(\s) compared with thé&T,i,-method (036 % after re-optimizing the
operating point for théT,in-method). Secondy = 8250 givesATyin = 10.0°C

as specified in th&Tyin method. The compressor work is increased with 107 %
(114 %), but the heat exchanger area is reduced by 60 %, and thiislyeesign

that truly satisfies thATn,, we selected initially.

The simplified TAC method confirms that sub-cooling is optimal, and we see that
the degree of sub-cooling increases with decreasing heat transée(iacreased

Co).

Note that the heat transfer coefficietswere assumed to be equal, but the sim-
plified TAC method will automatically distribute the heat transfer area optimally,
also if the heat exchangers have different heat transfer coetgcieor example,

with Uyap = 2Ucon the energy savings (for the same heat exchangers cost) are even
larger (6 %) using the simplified TAC method compared withAfig;,-method.

5.4 Other case studies

We here briefly present results from two other case studies.

5.4.1 CO, air-conditioner

CO, as a working fluid in air-conditioners and heat-pumps is gaining increased
popularity because of its low environmental impakcorentzen 1995 Neksaa
2002. We consider a trans-critic@lO, air-condition unit with the following data:

*In a more realistic design, one may also consider additional constraichsasumaximum
compressor suction volumes and pressure ratio, but this is not disclhisee.
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Table 5.3:CO, air-conditioner
ATmin-method Simplified TAC
Design Operation Cyp=253 Cyo=185 GCo=877
ATnin =5°C  Re-optimized

ATrg.C"[OC] 5.00 3.56 2.41 2.07 5.00
AT 5.00 5.00 5.78 5.01 115
AT [eC] 5.00 4.75 - - -
Ageo[m?] 1.31 1.31 1.76 2.02 0.92
Avap[m?] 1.60 1.60 1.38 1.60 0.70
Ay [M?] 0.23 0.23 0 0 0
Aot [M?] 3.14 3.14 3.14 3.62 1.61
HX cost]-] 1.00 1.00 0.91 1.00 0.59
P [bar 87.8 91.6 92.8 91.0 107.0
R [bar 50.8 50.8 49.9 50.8 43.3
mmols?] 0.65 0.59 0.69 0.70 0.67
W [W] 892 859 871 814 1328
COP[] 4.49 4.65 4.59 4.92 3.01

Given data is shown in boldface
*Cp adjusted to get same total areadg,i,-method
TCy adjusted to get same heat exchanger cost a&Tag-method
tcy adjusted to get samET i, as used in thAT,i,-method

e Heat transfer coefficienty = 500Wm?K* for the evaporator, condenser
and internal heat exchanger

e Ambient temperaturefy = 30°C
e Set point for room temperaturé; = 20°C
e Heat loss into the roontQoss = 4.0kW

The details about the model are foundlansen and SkogestégD07a). In the op-
timization we have included an internal heat exchanger (with Argathat trans-
fers heat from before the compressor to before the valve. Othervadtotirsheet
is as for the ammonia cycle shown in Figir@

For solving Problenb.2, we use a desigATmin = 5.0°C in all heat exchangers.
Again we find that re-optimizing for operation (Problén8) gives a better oper-
ating point with 370% less compressor power. The results given in Tal3are
similar to the ammonia cooling cycle, although there is no sub-cooling &inise
above the critical pressure.

Interestingly with the simplified TAC method we obtafy = 0.0nm?, which
means that it is not optimal from an economical point of view to pay for the fare
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the internal heat exchanger (although the internal heat exchangéd wfocourse
be used if it were available free of charge). This is a bit surprising siechave
not included the fixed cost of installing a heat exchanger, which woulcentak
even less desirable to invest in an internal heat exchanger. On thehaimay if
we require a lot of super-heating before the compressor then it migtetber o
achieve this super-heating in an internal heat exchanger, but this tiscossed
here.

With Cy = 253 we get the same total heat transfer area as f&xThg-method, but
the shaft work is reduced by26 % (058 % compared to re-optimized}y = 185
gives the same cost of heat exchanger area (without even congitlegisavings
of completely removing a heat exchanger) &vids reduced by 122 % (885 %).
With Cy = 877 we get the only design withTni, = 5.0°C. The heat exchanger
cost is reduced by 41% and the compressor power is increased by 8% (
compared with thé&Ty,i,-method.

5.4.2 PRICO LNG process

The PRICO LNG proces$fice and Mortko1996 is a simple configuration uti-
lizing mixed refrigerants. Details about the model is presented elsewdensgn
2008. Note that we are not considering constraints on compressor suctiome’o
and pressure ratio for the compressor. This will be important in an acésaim
but we have tried to keep the case study simple to illustrate the effect of\@pgcif
ATmin.

A designATqin of 2.0°C is used for the\ T method. From Tabl®.4 we see
that re-optimizing reduces the energy usagg) by 4.8%. This is achieved by
increasing the pressure ratio (by.2%6) and reducing the refrigerant flowrate (by
16.7%). The composition of the refrigerant is also slightly changed, but this is
not shown in Tablé.4. We were quite surprised by the rather large improvement
obtained by re-optimizing with fixed heat transfer areas considering kb ety

low value for the initialATin.

With the simplified TAC method we get al#% reduction (% increase com-
pared to re-optimized) i for the same total heat transfer ar€g £ 2135). The
small increase i compared with the re-optimizediT,, design is because the
simplified TAC method minimizes the heat exchanger cost and not the total area.
With the same costQy = 2090), the TAC-method gives a reduction in compressor
power of 43% (0.1%). The saving compared with the re-optimized case is small
because of the smaliTi, resulting in very large heat exchangers. A more rea-
sonable design is achieved with = 7350, which gives a design with a trddmin
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Table 5.4: PRICO LNG process
ATmin-method Simplified TAC
Design Operation Co= GCo= GC=
ATmin=2°C  Re-optimized 2135 2090 7350

ATminnor [°C| 2.00 0.89 0.90 0.86 2.00
ATminng[°C] 2.00 0.98 1.09 108 222
Anor-103[m?] 98.2 98.2 101.2 1027 43.1
Ang-1073[m?] 29.9 29.9 269 272 145
Arot-1073[m?] 128.1 128.1 1281 1299 57.7
HX cost]-] 1.00 1.00 0.99 1.00 0.60
P [bar 20.1 27.1 270 268 378
R [bai 2.7 2.9 2.9 29 191
m[kmols?] 3.0 25 25 25 2.3
Ws[MW] 18.94 18.14 18.17 18.12 22.16

Given data is shown in boldface
*Cp adjusted to get same total areadg,j,-method
TCy adjusted to get same heat exchanger cost a&Fag-method
*Cpadjusted to get sanET,i, as used in thATy,,-method

of 2.0°C. The heat exchanger capital cost is reduced by 40% but the casopres
power is increased by 10% (222 %).

5.5 Discussion

5.5.1 ATyin-method

There are some main points that are important to note from this analysis of the
ATnmin-method

1. ATnin is treated as an important parameter in heat exchanger design, but
the theoretical basis seems weak as “violatiAGn,, in operation may give
lower operating cost.

2. TheATmin-method will not always give the optimal operating point, so sub-
optimal setpoints might be implemented.

3. The size distribution between the heat exchanger will not be optimal, al-
though this may be partly corrected for by individually adjusting the value
of ATmin for each heat exchanger.

4. More seriously, the results might lead to wrong structural decisionghisd
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can not be changed by iterating on #h&;,-values. In the ammonia case
study, one would incorrectly conclude that sub-cooling is not optimal and
thus implement a liquid receiver after the condenser. This would during
operation achieve no sub-cooling. From the true optimum however, we see
that some sub-cooling is optimal.

5. One potential advantage with thd,;,-method is that it only requires an
overall energy balance for the heat exchangers. However, foe cmmn-
plex cases a more detailed model of the heat exchangers is needed so in the
general cases this advantage is lost.

In summary, thé\Tin-method is not satisfactory for realistic design problems.

5.5.2 Other approaches

The question is whether there are other ways of specifying temperatimedifes.
In terms of area, rather than specifyindmin, it would be better to specify the
mean temperature differendd = %fATdA sinceAT is directly linked to the
heat transfer area by (assuming constant heat transfer coefficient)

Q=UAAT (5.10)

However, this method has several drawbacks that makes it unattractiveeto
First, it might be cumbersome to calculate the integral of the temperature and sec
ond, and more importantly there are no general rules in selecting valua3 for

We therefore propose to use the simplified TAC-method.

5.5.3 Heat exchanger network design

The results in this paper show that one shouldusata constraint ofdT,in (EMAT)
for the design of individual heat exchangers. What about the stariczat ex-
changer network (HEN) design problem (e3undersen and Naeg988, where

a constraint on the heat recovery approach temperaflyxg (HRAT) for the net-
work is used? Our results do nioivalidate this approach. First, the stream data
(inlet and outlet temperatures and flows) are fixed for the standard HED p
lem. It then follows, that specifyin@Tmin (HRAT) is equivalent to specifying the
heat recovery, or equivalently the required hot utili(). The solution to this
particular design problem will therefore result in optimal operating data ifnve
stall the resulting areas (and remove fig,;, specification). However, note that
the simplified TAC-formulation in Equatio8.7 with Joperation= 3 i Pg Qi is much
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more general than the standard heat exchanger network designpreldiere the
stream data are specified.

5.6 Conclusion

We have shown that the method of specifyiiy,i, for design of heat exchangers,
(min J subject taAT > ATwin), may fail to give an optimal operating point. In the
ammonia refrigeration case study, ih&,,-method fails to find that sub-cooling

in the condenser is optimal. As a simple alternative we propose the simplified total
annualized cost (TAC) method (mi&+Co 5 A")), whereCy replaced\Ty,n as the
adjustable parameter. A high value@f corresponds to increasing the investment
(capital) costs relative to the operating (energy) costs and favors sreadl and a
largerATmin. Thus,Cy can be adjusted to get a desired valueX®,, or the total

area or it can be obtained from cost data. With the alternative methodediffe
heat transfer coefficientd; can also be accounted for.

Another important conclusion is related to the temperature difference proffie
heat exchanger. According to exergy or entropy minimization rules of tHemb
Sauer et a).1996 it is optimal to have even driving forces, which suggestsifiat
should be constant in heat exchangers. The results presentedvereh suggest
that this is not true. ThATyin approach (Probler.2) favors a more constatT
profile (see Figur®.3(a), but in optimal operation (Problet3) we find that the
temperature difference is small in one end (see Figu3&)).
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Chapter 6

Optimal design of a simple LNG
process

In this chapter we discuss the design optimization of a simyicle
mixed fluid LNG process, the PRICO process. A simple objedtimc-
tion is stated and used on nine different cases with varyamgtraints.
Important constraints are discussed and the results arparech with
the commercial PRICO process and with other publications.

6.1 Introduction

Large amounts of natural gas are found at locations that makes it ingeasihot
economical to transport it in gaseous state to the customers. The mostrecono
way of transporting natural gas over long distances is to first produaefieg
natural gas (LNG) and then transport the LNG by ships. LNG has appately
600 times the density of gaseous natural gas.

At atmospheric pressure, LNG has at saturated conditions a temperatape o
proximately—162°C, so the process requires large amounts of energy to generate
the necessary cooling. Several different process designs ateandehey can be
grouped roughly as follows:

1. Pure fluid cascade process: The refrigerants are pure fluidseweral cy-
cles are used to improve the efficiency.

2. Mixed fluid refrigerant: The refrigerant composition is adjusted to match
the cooling curve of the natural gas.

81



82 Optimal design of a simple LNG process

3. Mixed fluid cascade process: Combination of the two where energy effi
ciency is further improved by using several mixed refrigerant cycles.

The PRICO LNG process considered in this paper, see Fjdydelongs to the
second group and has a single cycle with a mixed refrigerant. The mixegt ref
erant gives a good temperature match throughout the heat exchamgpared
with using pure component cycles (group 1). However, compared with reultip
mixed refrigerant processes the thermodynamic efficiency is lower, godlcess

is mainly used for smaller plants (e.g. peak shaving plants) up to 2MTPA (million
tons per annum).

Stebbing and O'Brierf1975 reports on the performance of the first commercial
PRICO plants in operationPrice and Mortko(1996 from the Black & Veatch
company discuss the process and give some key values for sevérairgilants.

With respect to academic workee et al.(2002 used the PRICO process as one

of their case studies for testing their approach to design optimization. The same
group later published some updated resulsl(Nogal et al.2005.

Pre-treated
NG SW Fuel gas

.| o
A Fuel

Condenser
A compressor
| ] Refrigerant ¥
compressdqr
NG HX Fuel HX
P A
Tout T
g
LNG Flash gas

Figure 6.1: Simplified flowsheet of the PRICO process also showing flash g
heating and recompression (not considered here).



6.1. Introduction 83

6.1.1 Optimal design

Mathematically, optimal design may be expressed as the solution to the following
optimization problem:

min  Jrac = Joperationt Jeapital (6.1)
subjectto ¢<0

whereleapital[$year?] is the annualized cost of the equipment dggration $year!]

is the annual operating coshferation= Jutility + Jreeds+ Jproducty- The total annual-
ized cost (TAC) is minimized with respect to the design variables, which inslude
both the structure (integer variables) and the design parameisra set of design
constraints (i.e. maximum design pressure, non-negative flows anddegubsi-
tion).

The truly optimal design is a complex task involving mixed integer non-linear
programming. In our case, however, we start from a given pro¢tessige so we
may use a simpler approach with no integer variables.

For heat exchanger design, a common approach is to minimize only the ogeratin
cost, but subject to a minimum approach temperature in all heat exchghgers

et al, 2002 Del Nogal et al.2009, that is,AT, > ATnin is introduced as a design
constraint. The idea is that the heat exchanger minimum approach temgeratur
ATmin, gives a balance between low operating cost (favored byN@wi,) and low
capital cost (favored by highTnyn). This approach will however, not generally
result in a true optimal design, even when iteratingZdn,i,. Specifically, re-
optimizing to find the optimal operation given the resulting equipment, will usually
resultin a lower optimal value &Tp,i, (Chaptel5). This also implies that a design
approach based on specifyiddmi, and altering it in an outer loop, will not work.

Therefore, we choose to use the simplified total annual cost (STAC) metieed
sented in Chapteés. The capital cost is often expressed as a fixed and a variable
contribution,Jeapital = ¥ i (Cixed,i + Cuariable,i- S"‘) /T, where§ is the characteristic
size for the unit (area in ffor heat exchangers). The cost factoBayéq,; and
Cuariable,) @and the scaling factam, are assumed constants for each uiiitis the
capital depreciation time, e.d.= 10years. First, if the structure of the network is
fixed, the size independent parameter does not matter (so we m@yyuge= 0).
Second, we here consider only the compressor and heat exchasger(main
equipment). Third, we assume that the expomeatl for the compressors. We
can then add the operation and capital cost for the compressor into ateingle

*ATmin in this paper refers to the individual exchanger approach temper@®#&T) and not
the heat recovery approach temperature (HRAT) or “pinch” tentpexaf the entire network
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see Equatior6.2 below. Fourth, we assume that the size dependent parameter
and the exponent are equal for all heat exchan@g¥ifpie i= Co andn; = n). We
choose to fixa = 0.65 for the heat exchanger areas and@sas a single adjustable
parameter.

The resulting “simplified TAC” design problem with the cost factGgsandk as
parameters becomes:

min | K-Ws+ Preed: Meed— PLNG - MLNG — Pruel - Muel +Co - ZAP [$lyeaf
|

Jhiows

(6.2)

This minimization is subject to some design constraints, see Se&tlop A is
the heat transfer area for the two hot streams in the main heat exchaagea(
gas and warm refrigerant) and for the sea water heat exchangerthddk is not
only the price of the compressor energy as it also includes the annuatipéelc
cost for the compressor. One may vik$/MW/yeal as the price of “renting” a
compressor.

With no capacity limits, this problem (Equatidh?) is actually ill-posed as it is
optimal to have infinite feed (capacity). In practice, one either desigres gioren

feed or imposes constraints that limit the capacity. In this paper, we assumme tha
we wish to find the optimal design with a given maximum compressor shaft power
W@ The factork then does not matter as the tekW, is fixed. We also do

not include the condenser in the design, and instead specify the outletrsgumpe

of the condenser. A mass balance gimeg| = Meeq— Mng @and we may write
Jows = Mkeed ( Preed— Pruel) — MnG (PLNG — Pruel) = —MinG (PLNG — Pruel), Where

we have assumegleeg= Pruel- This is reasonable since feed may be used as a fuel.
SinceWs is constrained, the optimal design problem (Equa@d) simplifies to:

min (—rune +Co (ARG +AYY) ) (6.3)
subjectto W < W™

Mel < MESY

c<O0

The minimization is with respect to design parametésof andAng) operating
parameters (flows, pressures, splits etc.). We may adjust the par&nité&qua-
tion 6.3to obtain a reasonablETy,,. This will unlike the ‘ATnin-method” (where
we maximizem yg with AT, > ATnin as constraints) give the same operating point

if one re-optimizes the operation with the areas fixed at the optimal desigrsvalue
The sefcis constraints that may vary for the different cases.
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6.1.2 Design constraints

In design it is necessary to impose some constraints for the optimization te assur
that a feasible solution is found.

Pressure: There are typically constraints on pressures in the process. These con
straints may be related to equipment manufacturing limits. For example, a
large conventional centrifugal compressor has a maximum pressure in the
order of 30 to 40bar, while a vertical split centrifugal compressor mag ha
outlet pressure up to about 80b&eneral Electric Oil and Gasanuary
2007. Constraints may also arise from the fact that higher pressurestare no
desirable from a safety point of view (e.g. explosion danger). One tsay a
constrain certain pressures to simplify the objective function by removing
the pressure dependence (higher pressure requires more eepgipsng,
heat exchangers etc.).

Temperatures: There may be constraints on temperature gradients (e.g. in heat
exchangers) or on absolute temperatures. Both of these may be related to
mechanical issues such as str@dss has not been considered here.

Compressor suction volumeVsu): In operationthe compressor suction volume
and compressor head are linked to the speed of rotation through the-chara
teristic curve. In desigone may have to limit the compressor size to keep
it within physical limits (e.g. by limiting the compressor suction volume).
The current maximum limit for a single flow centrifugal compressor seems
to be 380000 h! (General Electric Oil and Gaganuary 200y

Compressor head: A simple correlation for the maximum head (or specific en-
thalpy rise) per compressor wheel is for a centrifugal compresseiEgea-
tion 1.73 on page 37 ihiidtke 2004):

Head=Ah=s-u?>  [kJkgl] (6.4)

wheres~ 0.57—0.66 is the work input factor and[ms?] is the velocity at

the wheel tip. Adding the numbers for each wheel gives the total head for
the compressor. For example, one compressor wheel witin Hiameter

and a rotational speedd = 3600 RPM gives the following head:

3600 mirtt ]
u_m-n-1.7m_320msl (6.5)

Ah = (320ms!)?. s~ 58— 68kJkg* (6.6)

Table6.1gives the head for different rotational speeds and wheel diameters
(s=0.57). For large compressors, the number of wheels is typically six or
less (up to eight for the barrel type).
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Table 6.1: Maximum headyh[kJkg?], per compressor wheel for different wheel
diameters and rotational speeds (Equatohwith s= 0.57). The last column
shows the total head for a compressor with one of each of the wheels irbtbe ta
Wheel diameter
Rotational speed .ITm 16m 15m 14m 13m 12m Sum 6 wheels
3600RPM 59.6 528 464 404 348 29.7 263.6
3000RPM 414 366 322 280 242 206 183.0

Compressor pressure ratio Pr): The maximum compressor pressure ratio is an
alternative simple way of limiting the compressor head (eRyice and
Mortko (1996 report the value of 5 for their compressor), but this ap-
proach is less exact since the head also depends on the mass flowsate. Th
use of Equatior®.4is therefore preferred.

Compressor shaft work (\"®): A maximum value for the compressor shaft work
may be imposed for example due to physical limitations in the driver to the
compressor or the compressor itself or in the available power supply.

Mach number: The gas velocity must be below the sonic velocity (Mach number
less than one). High Mach numbers are typically a problem at low presssure
so this is an issue at the compressor inlet. However, the velocity is only
known at the compressor outlet (the tip speed) so it is common to report
the machine Mach number as the tip speed over the sonic velocity at the
inlet. The machine Mach number may be higher than one (as high as 1.25
according td_udtke (2004) without having an actual Mach number higher
than one We have not considered this constraint.

LNG outlet conditions: There may be constraints on the LNG heating value and
composition.This is not considered her&Ve have however, assumed stor-
age as saturated liquid Bt= 1.1 bar.

Fuel specifications: There may be constraints on the fuel heating value and com-
position. This is not considered her&Ve have limited the maximum amount
of fuel to a value somewhat larger than the energy needed by the rafrige
compressor (by combustion in a gas turbine).

6.2 Process description

Figure6.1shows a simplified flowsheet of the PRICO procdsatural gasis fed
to the main heat exchanger (NG HX) after some pretreatment (removaltef,wa
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CO; etc.) which is not included in this paper. The natural gas is cooled, liquefied
and sub-cooled by heat exchange in NG HX with the cold refrigerantuibdr
lower the temperature, the sub-cooled liquid is then expanded and the liquid is
separated from the vapour (flash gas) and sent to storage as LNGaplour
(flash gas) is heated, re-compressed and used as fuel, but thi$ {herptant has

not been included in this work. Instead the flash gas is considered aslacpr
with a given fuel prize. The further simplified process considered in toik s
shown in Figures.2

Pre-treated NG

SW
@ Hq
Condenser
R
Refrigerant
NG HX compressor
Pm
Tout
LNG | Flash gas
- >

Figure 6.2: Further simplified flowsheet of the PRICO process used in trs w

Therefrigerantis partially condensed in the sea water (SW) cooler (condenser).
The main part (all in our case, see Fig@@) of the refrigerant is fed to the NG
HX and is cooled together with the natural gas stream. The refrigerantuis-a s
cooled liquid at the outlet of NG HX and is expanded to the low presfixreThe
resulting two-phase mixture provides the cooling in NG HX by vaporizatior Th
outlet from the heat exchanger (NG HX) is slightly super-heated, pariyda
damage to the compressor. We have assulifegh= 10°C in most cases.

We have made some simplifications compared to the process descriréckiand
Mortko (1996. First, we do not consider removal of heavy components from the
natural gas feed. This removal may be done upstream or integrated &fiilgenr-
ation process (as shown Byice and Mortkd1996). A more detailed discussion
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on this is given belowSecongdwe have not included the refrigerant separator and
refrigerant pump indicated biyrice and Mortka1996. This, however, will not
change the thermodynamics if the pump work is neglectaitd, as already men-
tioned we have not considered the flash gas heating (Fuel HX) and essipn.
The resulting flowsheet is shown in Figuee

Some of the data reported Brice and Mortka(1996), which we have used as
design constraints, is shown in Tall. In addition, we use the following:

e Composition of natural gas (mole-%): 8% methane, 5% ethane, B%
propane, L% n-butane and.8% nitrogen. Note that this composition is
more methane rich than that reportedArice and Mortka(1996 (89.7%
versus 82 %). The mole weight isMW = 0.0176 kgnol 2.

e The temperature after the refrigerant condenser and the temperatuee in th
natural gas feed are both 3D. Price and Mortkd1996 report 29°C and
32°C, respectively.

e Pressure drops:
— 5bar on natural gas side in main heat exchanger
— 0.1bar in SW cooler
— 4bar for hot refrigerant in main heat exchanger
— lbar for cold refrigerant in main heat exchanger
— 0.3bar from main heat exchanger to compressor
e Constant heat transfer coefficients

e The refrigerant is a mix of nitrogemNg), methane@,), ethane(y), propane
(C3) and n-butanenC,) and the composition is found by optimizatidPrice
and Mortko(1996 use hydrocarbons ranging fro@ to iCs.

e The SRK equation of state is used for the thermodynamic calculations.

6.3 Results for optimal design

The numerical results from the optimization for nine cases are reportecla Ta
6.3 Boldface numbers indicate specifications or active contraints. We fthve a
justedéo in Equation6.3to obtainATmin ~ 2.0°C in the main heat exchanger (NG
HX) for all cases. We have assumed°@super-heating at the compressor inlet
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Table 6.2: Design constraints based on data fRsioe and Mortkd1996
Preed[bar 40
Ws [MW] (max) 77.5
Veuclm®s?] (max) 88
A, [bar (max) 22
Pr[-] (max) 5.5

*This was reported as 3171, but this is probably a misprint and should be 317086th

(ATsup= 10°C) except in Cased.3and6.4. Note from the results that it is optimal
in all cases to have nBzHs in the refrigerant.

Table 6.3: Optimal design results for nine different cases
Case 61 62 63 64 65 66 67 68 69
MeealkgsT] 52.2 45.0 453 448 496 496 514 761 80.8
mnG [kgsl] 44.6 417 420 415 463 463 481 711 758
] 77 333 333 333 333 333 333 50 50
mrerp(kgsl] 478 475 472 443 251 298 320 611 617
]
]

-144 -156 -156 -156 -157 -157 -157 -157 -156
100 100 11.6 257 100 100 10.0 10.0 10.0
ATmin[°C] 196 1.97 195 2.03 1.97 194 194 200 204
n%w 828 828 828 828 828 828 828 828 828
Ws[MW]| 775 775 775 775 775 775 775 120 120
Phlbal 220 22.0 220 22.0 504 300 37.0 300 300
Pressure ratip] 5.5 5.5 55 55 225 16.6 117 7.3 7.2
Rbaj 40 40 40 40 224 181 317 411 416
] 134 135 136 145 256 216 200 162 161
] 843 833 840 839 751106 70 106 106
UAjor[MWe°C?!] 384 409 413 398 187 229 268 518 522
] 48 44 44 46 57 55 58 80 82
] 431 453 457 444 244 284 326 598 604
Co-103kgstm®3* 110 120 130 107 37 51 54 3000 3000
Refrigerant composition:
XcH,[mole-%4 333 323 323 325 311 292 319 325 332
Xc,H [mole-%4 353 332 334 347 323 329 327 329 335
Xc,Hg [Mole%4 00 00 00 00 00 00 00 00 00
Xn_CH,[Mole-%44  25.0 246 243 228 267 303 252 234 235
Xy, [mole-9%4 64 99 100 100 99 76 102 112 98

*Cy adjusted to obtaiA T, ~ 2.0°C

Case 6.1Nominal design using data froRrice and Mortko(1996 in Table6.2
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We specify the LNG temperature at the exit of NG HK) to —144°C (Price

and Mortkg 1996. The LNG production i = 2.52kmolest = 44.6kgs?) is
slightly larger (37 %) than that reported birice and Mortko(1996 (N =
2.43kmols!*), but note that the feed composition is different and that we have
neglected the removal of heavy components. On the other hand, we bave n
included the heating of flash gas (in Fuel HX) before re-compressiorrineu
fuel which would have further increased the LNG production by progdiome
cooling for free.

The resulting flash gas is7kgs?® and will produce about 230 MW of energy by
combustion in a gas turbine (assuming 60 % efficiency and 50 M)1Kthis is too
high considering that the refrigerant compressor consumes less tNafV 8h the
remaining cases we have therefore limited the amount of flash ga83&@s? to
achieve about 100 MW equivalents of fuel, which replaces the spemfiaan Toy:.

Case 6.2 Constraint on the amount of flash gas after expansg83kgs') such
that it gives abouf.00 MW worth of energy in a gas turbine.

Note that the temperature out of the heat exchanggy) (s reduced from-144
to —156°C to reduce the amount of flash gas. This results irD&®reduction in
production compared with Ca$el (m ng drops from 446kgs?! to 417kgs?).
This is because we are unable to cool as much natural gas and this isnpErco
sated for by the increased liquid fraction after expansion. The effébecutlet
temperatureToy) is further discussed below.

Case 6.30ptimized super-heating.

We find by removing the constraint on super-heating, iy, increases from
10.0°C to the optimal value of 16°C. This gives an 8% increase in LNG
production compared with Ca$e2 This illustrates, as discussed bgnsen and
Skogestad2007), that the optimal super-heating is not zero for a system with
internal heat exchange.

Case 6.4Higher degree of super-heating.

In this case we specify a higher degree of super-heating (5compared to the
optimal of 116°C). This gives only a B% reduction in LNG production com-
pared to Casé.3, which shows that the optimum is “flat” in terms of super-heating.
With 0.22°C super-heating we get a reduction 082 in LNG production com-
pared with Casé.3.

*Calculated from 41 MNmPday?®
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In reality, we expect that the heat transfer coefficient is lower in thershipating
section than in the vaporization section. This suggests that the optimal aégree
super-heating will be lower than what we find with constant heat traicsfkeifi-
cients.

Until now we have fixed the two refrigerant pressures. Specificallyligeharge
pressurdh, is fixed at 22 bar and the pressure rako,= R,/R at 55 (Table6.3).
However, some authors have published optimization results with dischage pr
sure much higher than 22bar Lee et al, 2002 Del Nogal et al. 2005. They

also claim that the refrigerant flowrate should be about 3-4 times the fiewfa
natural gas on mole basis. For the cases up till now we have obtained afratio o
about 6, which is about 50% higher. These two observations are cletalgd as

the amount of refrigerant depends on the pressure 1ato (

Case 6.5No pressure constraints

Here we optimize the process without the constraint on discharge peessdr
pressure ratio. We see that the production is increased frorkg $* to 463kg st

(11 %) while the refrigerant amount is reduced froni7lkmole s to 7.64 kmole &*
(which gives a ratio @ between refrigerant and LNG flowrate). To achieve this,
the high pressure is increasedRp= 50.4 bar and the pressure ratioRs = 22.

Some other interesting results to note are:
e the compressor suction volume decreases

e the necessary heat transfer area for the warm refrigerant strdass ihan
half, UA is 188 MW/°C compared to 49 MW/°C for Caseb.2

Both these effects are related to the fact that much less refrigerantdeddaut
how can this be explained? The cooling duty per kg of refrigerant is lglose
lated to the compressor hed#,Jkg?], which again is closely related to the pres-
sure ratio. So increasing the compressor head (and pressure ratid)ongthse
the cooling duty per kg of refrigerant and thus decrease the requinedra of
refrigerant.

There is a potential problem with this design. A high pressure ratio usugliyres
more compressor stages (casings) and this may not be desirable, altoouglof
the extra capital cost related to the extra compressor casing and higissupg
will be offset by the reduction in heat transfer area.

We wish to limit the PRICO process to one compressor casing, which may not be
feasible with the high pressure ratio of 22 in C&se To get a realistic design we
use performance specifications for the MCL1800 series compressofeneral
Electric Oil and GagJanuary 200)
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Case 6.6 MCL1800 series compressor.

MCL1800 is a centrifugal compressor with casing diameter of 1800mm. dhe r
ported maximum suction volume is 380008t or about 106 s, the maxi-
mum discharge pressure is 30bar and the maximum shaft work is 12068 (
eral Electric Oil and Gaslanuary 200y In this case we keep MW as the
maximum compressor shaft work to compare with the other cases, andyspecif
a maximum compressor suction volume of 16&rh and maximum pressure of
30bar.

Interestingly, the results show that we are able to almost match the produation a
pressure ratios obtained in C&é with realistic specifications and one compres-
sor casing. The total head in the compressor may be achieved with onesssmpr
casing with 5 wheels and a rotational speed of 3600 RPM, see &dble

Note that the suction volumé,cis an active constraint for the three last cases in
Table6.3where actual compressor data are utilized.

The MCL1800 compressor seems a bit large for the specified duty, se tet a
smaller compressor.

Case 6.7MCL1400 series compressor.

MCL1400 is a centrifugal compressor with a casing diameter of 1400mm. The
reported maximum suction volume is 25000%h#t or about 70 s, the maxi-
mum discharge pressure is 37 bar and the maximum shaft work is 75B&netal
Electric Oil and GasJanuary 200 We have assumed that it is possible to use
77.5MW power.

We get a slightly higher production .@%) compared with Casg.6. This illus-
trates that the increase in outlet pressure (from 30 bar to 37 bar) moredhspen-
sates for the reduction in compressor suction volume (from 860 70n?s).

The reqired head is slightly reduced because of a higher suction pres$ow-
ever, the maximum head is reduced compared with the MCL1800 compressor
because of a reduced tip speed. The total achievable head in the csonpses
strongly affected by the reduction in wheel diameter throughout the casqre
casing. Using a.Dcm reduction from one wheel to the next and an intial wheel
diameter of 135m gives an estimated maximum total head of 172 KJ\ith 6
compressor wheels. This is significantly less than the required amounteabd-w
lieve that the design in Cage7 is infeasible with one compressor casing, but a
detailed compressor design is necessary to verify this conclusion.

Finally, we would like to find the maximum train capacity limit for the PRICO
process with a single compressor casing.
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Case 6.8Again we utilize the larger MCL1800, but we allow for more shaft power,
namelyl20 MW

We find that we may produce 7kgs! LNG in a single PRICO train with one
compressor casing using realistic design data. Note that the requiredessopr
head is reduced from 216kJkdgo 162kJkgt compared to Case.6 so for this
case we may use a slower driver (see T@&blg for example a Frame 9 gas turbine
with rotational speed of 3000 RPNEEneral Electric Oil and Gadanuary 200/

Note that the cost factaZo = 3000 is increased tenfolds compared to the other
cases. This was necessary to achiédVgi, = 2.0°C. There seems to be no prac-
tical reasons for this large increase in the cost factor and an alterrusign
optimization is given below.

ey
0

Figure 6.3: A flowsheet of the PRICO process illustrating the use of liquidrter
and valve as expansion device

The LNG expansion valve and the refrigerant expansion valve shoigime6.1

may be exchanged with a combination of liquid turbine and valve, see FégBre
Ideally, one would do the entire expansion in a turbine, but two-phasmésrbare

to our knowledge not in use so it is necessary to use the combination of a liquid
turbine and a valveRarclay and Yang2006. The liquid turbine will then take the
pressure down to slightly above the saturation pressure and the expaakie

will take care of the two-phase expansion. The main advantage with this solutio
is not that power is generated by the liquid turbine (this is actually quite small),
but rather the extra cooling provided by the isentropic expansion in thenéurb
compared to isenthalpic expansion in the valve. This reduces; i) the ambunt o
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flash gas that does not contribute to the product for LNG expansiorii)ati
amount of flash gas that does not contribute significantly to the coolingstitiut
needs to be compressed by the compressor for the refrigerant expans

Case 6.9A liquid turbine is included in the expansion of the natural ggsand
in the expansion of the refrigera®.

The production is further increased by666 compared with Casg.8. The total
heat transfer area is increased bQ%. Note that also for this case we had to
specify a highCy to obtainATqin =~ 2.0°C.

We have assumed an isentropic efficiency of 80% in the liquid turbines. We ha
used a back-off from saturation at the turbine outlet @ftiar. A turbine will be
even more advantageous for cases with higher pressures, both irfrigeraamt
cycle and in the natural gas stream.

In summarywe see that some design constraints strongly affect the optimal solu-
tion. These constraints are related to the compressor performance; magimum
tion volume, maximum discharge pressure, maximum head and maximum shaft
work. The changes given by these constraints are illustrated in 65&56.8.

Other constraints have less influence on the optimal solution; these areggtiee de

of super-heating and the amount of flash gas (determined by the tempeatiaur
cooling or the amount of flash gas). The changes given by these @ioitstare
illustrated by the first four cases.

6.3.1 An alternative design optimization

Above we adjusted the cost factOs to achieveATy,, ~ 2.0°C. For Cas®.8this
resulted in a cost factor unrealistically much larger than for the other .c&¥es
suspect that this is due to the non-linear behavioubBfi,. A better approach

may be to fixCo. HereCo = 110- 10%kgs? (m2)**is used for all cases.

Table 6.4 shows key results for all nine cases with the same specifications for
super-heating, maximum work and pressures as before. Note thaase6@we

get an increase by.8% in the LNG production compared to the corresponding
case in Tablé.3 whereCy = 3000- 103kg st (m'2)0'65. This is achieved by in-
creasing the total heat transfer area by724 andATni, is reduced from D°C to
1.5°C. A similar increased production and heat transfer areas is achiav€d$e

6.9. For case$.5t0 6.7the production is reduced compared to the results in Table
6.3

The results in Tablé.4 are obtained more easily than the results in Tdh&
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Table 6.4: Optimal design wity = 110- 10°kgs? (m‘z)o'65
Alternative Case 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8 6.9
mun [kgst] 44.6 454 458 443 365 426 451 772 8l4
ATmin[°C] 1.96 1.96 1.86 2.04 2.89 251 237 148 165
UAyor [MWOC'l] 38.4 417 423 39.7 8.0 184 225 642 628
UAw[MW©°C?'] 48 46 47 45 29 41 46 103 104
UAot [MWOC'l] 43.1 46.4 469 442 109 225 271 746 732
Change compared with Tabte3
Ampng[%] 00 89 90 -11 -21.2 -80 62 86 74
AUAG[%] 00 24 26 -045 -555 -21.0 -16.9 247 212

where it was necessary to adj(fgtuntil we gotATmin &~ 2.0°C.
In terms of optimality it seems better to fix the cost fatff@rrather than th&Tyin.

In Cases.2 and6.3 the relative (percent) increase in productiom g) is more
than three times the relative increase in heat transfer Bi&g;), even though the
work W is constant. This indicates strongly that the cost faCtois too high. An
alternative approach would therefore be to aorﬁ.d)stuch that the relative increase
in M ng andU Ayt are similar.

6.4 Discussion

6.4.1 Compressor

The number of impellers, or wheels, in the compressor will affect the aabliev
head. Ludtke (2009 reports that centrifugal compressor may be manufactured
with up to ten impellers in one casing, but that more than five impellers usually
gives a cost in terms of reduced efficien@eneral Electric Oil and Ggdanuary
2007 indicates that their compressors may be delivered with up to eight impellers.
Based on the numbers for maximum head per impeller in Taldleve have no
difficulty achieving the necessary head for the cases presented withGh&é 800
compressor, see Tal#e3 However, there is some uncertainty:

e The wheel diameter is decreasing through the compressor, and finding the
optimal design requires a detailed analysis of the compressor.

e The number of wheels may affect the efficiency, which we have assumed
constant at 83 %.
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Price and Mortkd1996 report that the PRICO process uses an axial compressor.
The efficiency may be slightly higher for an axial compressor than fontaiteggal
compressor.

6.4.2 Heavy extraction

We have neglected the process for removing heavy components fromattiraln
gas stream. The paper Byrice and Mortkq1996 shows that this process is in-
tegrated in the refrigeration process as shown in Figu€a) The natural gas is
taken out of the heat exchanger after being cooled somewhat. Thg taapo-
nents are then in the liquid phase and is extracted (methane and ethane inithe liqu
is recovered and mixed with the LNG product). The vapour stream is sehitb

the heat exchanger for further cooling.

Alternatively, one may have the removal of heavy components beforefitiger-
ation process. This is shown in Figuset(b)

The choice between upstream and integrated NGL recovery depersteral
factors and will not be treated here.

The fraction of NGL in the natural gas feed is quite small for the case we hav
considered, so we believe inclusion of an integrated NGL extraction withao
a large impact on our results.

| A -0
L5 e

|
(a) Integrated NGL recovery (b) Upstream NGL recovery

|

Figure 6.4: Alternative locations of the NGL recovery
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6.4.3 Feed pressure

Higher feed pressure gives higher maximum production because the araiof p

the cooling will be at a higher temperature (since the condensation temperature
range is higher with increased pressure). FiguBeshows the maximum produc-

tion as function of feed pressure. However, this effect is not far fiace a feed
compressor is needed. For example, compressing the feed from 40@&@bao
requires a compressor with abouBMW power for the natural gas flowrate in
Case6.8. To find the optimal feed pressure it is necessary to also consider the
feed compressor and the extra capital cost related to higher pressie lieat
exchanger and piping.

The feed pressure increase is limited if the NGL extraction is integrateduybeca
the separation in NGL extraction is harder at higher pressure, e.gampedpas a
critical pressure of about 42 bar) so very high feed pressuresrdydeasible for
plants with NGL extraction prior to refrigeration.

10

95
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“ 90
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Figure 6.5: Maximum LNG production as function of feed pressure fee6®

6.4.4 Large PRICO plants?

Larger production rates requires more than one compressor, so onkabehe
choice of using more PRICO trains in parallel or to use more cycles in casadd
one compressor for each cycle. An obvious advantage with choosirgpaaallel
PRICO trains is that one may operate on part load if one compressor shuts d
But important issues are thermodynamic efficiency and capital cost cethpéh
cascaded cycles.

Based on Casé.9 in Table 6.3 we get a maximum LNG production of about
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76kgs?!, see Figures.5with P = 40bar. This is about.2 MTPA based on 335
operating days per year so two trains in parallel gives abdu¥ia PA while three
trains in parallel gives about ®MTPA. However, if a large plant is constructed
one may wish to have the NGL extraction up front and install a feed congress
prior to the refrigeration process. From Fig@® we see that a feed pressure of
60bar gives a maximum production of about 97®gs 2.8 MTPA per train. This
results in a maximum production of@TPA and 84 MTPA for two and three
parallel trains respectively. Even higher feed pressures may bibléeas

The specific work is 439 kWh'tfor 40 bar feed pressure and 344 kwtfor 60 bar
feed pressure for the process with liquid turbine for expansion of LN@Grafrig-
erant. This is without considering the shaft work generated by the twilzind
required by the feed and fuel compressor.

Roberts et al(2004 presents different driver configurations for the AP-X process
from the Air Products company. The configuration with the highest priomiuc
(LOMTPA) is with three Frame 9 gas turbines and and additional 10 MW from
the helper/starter motor, giving a total of 400MW. We have assumed 130 MW
for each Frame 9 gas turbine; this the ISO ratiGgfieral Electric Oil and Gas
January 200) With the same available shaft work we would achieve

2.8MTPA

for the PRICO process with 60bar feed pressure and liquid turbinexfamsion

of both LNG and refrigerant. This is 7% lower for the same shaft work the

actual numbers will depend heavily on several factors such as fesduye, feed
temperature, feed composition and actual compressor performance.

6.5 Conclusion

An objective function for design optimization has been derived for a ER®-

cess. The process is optimized for several different constraintscanplared with

the commercial process and other publications. Using compressor spmific
found online we are able to increase the LNG production compared to the com-
mercial process. Important constraints, especially concerning the essqurfea-
sibility, are discussed. Finally, we found that the PRICO process hag al86

less production than the AP-X process with the same available shaft power.
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Chapter 7

Optimal operation of a simple
LNG process

Considering the large amount of work that goes into the desfd NG
processes, there is surprisingly little attention to tiselbsequent oper-
ation. This partly comes from the assumption that optimaigteand
optimal operation are the same, but this is not generalby. thu this pa-
per we study the optimal operation of a relatively simple LpNi®cess,
namely the PRICO process. We find that the process has foua-ope
tional degrees of freedom (neglecting the degrees of fireeddated to
refrigerant composition). We then study the two modes ofaj@n; i)
given production and ii) maximum production.

7.1 Introduction

The process considered in this paper is a single mixed refrigerantgsrat@mely
the PRICO processStebbing and O’Brienl975 Price and Mortkp1996. This
is the simplest configuration used commercially for liquefaction of naturahgds
it has been optimized in several publicatiohed et al, 2002 Del Nogal et al.
2005 Chapter6), but only with respect to desigr8ingh and Hovd2006 study
the controllability of the process but they do not consider optimal operativchw
is the theme in this paper.

An important issue in plantwide control is to find the degrees of freedormtbagt
be used for online optimizatiorskogestad2002. In our case these are the same
as the steady-state operational degrees of freedom and this numberritaimh fay
several reasons. First, it determines the degrees of freedom avdilaklaving

101
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the optimization problem. However, more importantly in terms of operation it de-
termines the number of steady-state controlled variables that need to bledelec
Optimal operation is normally implemented by keeping the selected variables at
constant setpoints. Note that the selection of controlled variables is equally im-
portant if we use a model-based control structure such as model pvediofitrol
(MPC).

There are two main modes of operation for a LNG process:

1. With a given LNG production (load), minimize the compressor shaft work,
Ws, (optimize efficiency).

2. Maximize the LNG production rate subject to given constraint (maximum
shaft workW,"a).

In general, to implement optimal operation, we first need to control active co
straints. Second, we need to find controlled variables for the uncoresirdéyrees

of freedom. We here use the self-optimizing control approach. “Seifrdapng
control is when we can achieve acceptable loss with constant setpoiesyalu
the controlled variables (without the need to re-optimize when disturbarees o
cur)” (Skogestag2000.

7.2 Process description

Figure7.1shows a simplified flowsheet of the PRICO process. The PRICO process
works as follows: After compression to pressBgethe mixed refrigerant is cooled

to 30°C in a sea water (SW) cooler before it is further cooled together with the
natural gas in the main heat exchanger. The high pressure sub-tiqaldds then

sent through a liquid turbine and a choke valve to give a low-temperatunetzd
liquid at pressur®;, in the receiver. The liquid is further expanded to low pressure
R to give a two-phase mixture which is vaporized in the main heat exchanger to
provide the necessary cooling duty. The vapour is slightly super-hémtede

it is compressed back to the high pressure. The PRICO process issgiddns
more detail in ChapteB. We here consider Case9 from Chapter6, where a
liquid turbine is included both in the expansion of natural gas and expaokiba
refrigerant.

Note that the refrigerant is only partially condensed at pred3uirethe sea water
(SW) cooler so both liquid and vapour are fed to the main heat exchaivgdrave
placed the liquid receiver at an intermediate pressgrelfefore the choke valve.
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The extra choke valve between the liquid turbine and receiver is to giaéetys
margin to saturation at the liquid turbine outlet.

SwW
H1
NG ¢ ; -
30°C 30°C ,
40bar Refrigerant

compressor

R
C

Main heat exchanger

—-157°C

35bar Turbin(ﬂ Choke valve

Figure 7.1: A simplified flowsheet of the PRICO process

Note that we have not included any extraction of heavy components fremeath
ural gas feed.

7.2.1 Nominal conditions
e The natural gas enters, after pretreatment, with a pressure of 40dbar an
temperature of 30C

e Composition of natural gas (mole-%): .8% methane, 5% ethane, B%
propane, L % n-butane and.2 % nitrogen

e Pressure drops:
— 5bar in natural gas stream
— 0.1bar in SW cooler

— 4bar for hot refrigerant in main heat exchanger
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— lbar for cold refrigerant in main heat exchanger
— 0.3bar for the compressor suction
e Constant heat transfer coefficientsA)

e The refrigerant is a mix of nitrogeiNg), methaneQ;), ethane,), propane
(C3) and n-butanenC,) and the composition is used as a degree of freedom
in the optimization

e Cooling of refrigerant to 30C in SW cooler
e Maximum shaft work in the compress@f"®*= 120 MW

e We have not considered the turbine characteristic and we have assumed a
constant pressure drop ofGbar across the valve after the turbine. This
valve is necessary to guarantee that no vapour is formed in the liquid turbine

7.2.2 Manipulated inputs
There are 9 manipulated inputs with a steady-state effect (potential cdag@es
of freedom for controlug):

1 Compressor: rotational spebid

2 Choke valve: valve opening

3 Turbine: rotational speed

4 Cooler: flow of sea water (SW) in cooler

5 Load: Feed flow of natural gas (can also be considered a dist@whanc

6-9 Composition of refrigerant (5 components give 4 independent csitigps).
These degrees of freedom are not considered for control, bdttodee op-
timized at the design stage.

Assuming maximum cooling of refrigerant in the SW cooler, or rather fiXing

30°C after the SW cooling, which consumes 1 degree of freedom this leaves 8
degrees of freedom. To find the nominal optimal steady-state operatingvpmin

will use all 8 degrees of freedom, but during operation we will assumestaonh
refrigerant composition so there are only 4 steady-state control degfrreedom.
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7.2.3 Operational constraints

In general there are many constraints (represented by the eqeatidhin the
optimization problems) that must be satisfied during operation.

e Super-heating/Tsyp): The stream entering the compressor must not contain
liquid (but note that this is not necessary an active constraint in this case,
because there is internal heat exchange, so it is actually optimal with some
super-heating, see Chaptgr

e TQ%: Natural gas temperature out of the main heat exchanger should be
within certain bounds. This temperature sets the amount of flash gas and
affects the composition of flash gas and LNG.

e Refrigerant pressure: Maximum bound (not considered in this paper)

e Compressor outlet temperature: Maximum bound (not considered in this
paper)

e Compressor powel): We assume maximum at 120 MW, see Chagter
e Compressor rotational spedd)( We assume maximum at 100 %.

e Compressor surge: The compressor may in theory be operated in tlee surg
region using active surge contrdsfavdahl and Egeland 999, but nor-
mally one would like to operate with a certain margin to surge. In this paper,
we use the peak of the compressor characteristic curve as the limit (see Fig-
ure7.3). We define the variablAms,.ge to be the distance from the peak
of the characteristic curve, and use the valuma,ge > 0.0kg st (i.e. no
back-off).

e All flows must be non-negative and also have upper bounds.

In particular, the cooling water flow has a maximum value, and it is clear from
physical insight that maximum cooling is optimal (active constraint). Assuming
that we have a large area in this heat exchanger, we will in the followirlgaep
this constraint by the following:

e Maximum cooling: Assume refrigerant héis= 30°C after SW cooler

With the assumption of = 30°C after the SW cooler (flow of sea water at maxi-
mum), we are left with 8 steady-state degrees of freedom (4 for control).
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7.3 Model

When switching from design simulations to operation it is necessary to reformu-
late parts of the models, because the equipment is fixed. Our goal is toitmgple s
models that capture the most important operational effects. We will heresgisc
the features that we have included in the operational models and also brafly

tion the effects that we have not considered.

The process is modelled using the gPROMS software with the accompanying Mu
tiflash package for thermodynamic calculations. The SRK equation of state is
used for thermodynamic calculations both for the natural gas and theereinig

The main heat exchanger is a distributed system, which for modelling p@rpose
has been discretized into 100 cells using forward and backward finieretiite
method, for the cold and hot streams respectively.

The pressure drop at the compressor inlet (suction) is modelled as:

VSUC 2

APsyc= AF>suc,0<v > (7-1)
suc,0,

The remaining pressure drops are assumed constant. The structueenoddiel

eguations are summarized in Ta@la.

7.3.1 Compressor characteristic

In operation, one normally uses compressor characteristic curves td thede
compressor behaviour. These curves, relating flow, efficiencgspre increase
and rotational speed, are normally supplied by the compressor ventloe of-
stalled compressor, but since we do not have a specific design anarvemdeed
a more general approach.

Non-dimensional groups

Compressor characteristics are easiest represented using nonidimaegsoups.
For exampleSaravanamuttoo et §2001) assume the following functional depen-
dencé:

f(D,N,m,P,P,,T1,T,,R) =0 (7.2)

*They actually use the two groupdl; andRT, instead of our three term$;, T» andR
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where the characteristic length[m| is usually taken as the compressor wheel
diameterN [s] is the rotational speedn[kgs?] is the mass flowrate? [kgms?|

is the pressureR = R/MW [Jkg!K™] is the specific gas constant afidK] is

the temperature. Subscripts 1 and 2 represent the compressor inletitégtgd o
respectively. Using the Pi theorem of dimensional analy&asavanamuttoo et al.
(2007 reduce these 7 function dependencies to 4 independent non-dimansion
groups:

Pr:E, Tr:E, r'nr:m°2RTl and Nr= NP (7.3)
P T1 D<P; VRT

(pressure ratio, temperature ratio, reduced flow and reduced spef) these
four groups it is possible to express one group in terms of the remaining, thre
but Saravanamuttoo et gR007J) claims that the group%1 and% may be plotted
against the last two groups. The justification for this (which we could ndtifin
Saravanamuttoo et §R001J)) is probably that the outlet conditions of the compres-
sor (T, andP,) should depend on the inlet conditions only, which are expressed by
mrandNr.

It is common to report the isentropic efficiengyinstead of the temperature rise
% so the following dependencies are used to quantify the steady-statéioperfa
the compressor:

Pr = f(mr,Nr) (7.4)
n = f(mr,Nr) (7.5)

Characteristic compressor curves

The dependencies in4 and7.5 are normally given graphically as “curves”, but
we are here looking for simple algebraic relationships.

We use the method dfloore and Greitze(1986 cited in Gravdahl and Egeland
(1999 with some adjustmentddoore and Greitzef1986 proposed to use a cubic
equation to predict the characteristic curve of a compressor. The egtatithe
pressure ratio is (using our own nomenclature):

3 /mr 1/mr 3

wherePr = % is the pressure ratio over the compressor (the first non-dimensional
group in Equatiory.3), Prg is the shut-off value for the compressor (the pressure
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ratio delivered at zero flowhl andW are called the semi-height and semi-width
of the characteristic curve, respectively, andis the reduced mass flowrate (the
second non-dimensional group in EquatitB).

The cubic equation has three parameténg,(H andW) which physical signifi-
cance are indicated in Figure2 The curve is for a given reduced rotational speed
N; (the third non-dimensional group in Equati@rg).

prip_ 2W

2H

Pr,

mr -]

Figure 7.2: A cubic compressor characteristic curve for a constanteeldcom-
pressor speed

The surge point where dynamic instability occurs is somewhere near theglaa

of the pressure ratio in Figure2 Operation to the left of this point is unstable
without active (feedback) control. This is discussed extensivel@iavdahl and
Egeland(1999. Note that the surge point is normally close to the “optimal” oper-
ating point with peak pressure ratio and peak efficiency.

To get the entire compressor map, for all values of the reduced $fheaaek pro-
pose the following dependency it for the parametell andW.:

P
H:H0—1.2<H0+2ro—1>-(1—Nr) 7.7)

W = Wb (Nr)3 (7.8)

This is by no means an exact approach, but we get compressortehntarccurves
that are similar to typical example curves shown in textbooks S&aavanamuttoo
et al, 2001).

For the isentropic efficiency we propose to use the following function:

n = no ((1— (H ;OH°)2> — 1000(rr — zvv)z> (7.9)
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This captures the two most important effects; the efficiency has a pead faalu
a given reduced rotational speed and the peak value is slightly affegtéueb
rotational speed.

A sample compressor map is shown in Figidra To computemr we have used
a compressor with wheel diameter= 1.7m and a working fluid with molecu-
lar weight MW = 0.032kgmoi® and the following values for the parameters in
Equation7.6to Equation7.9:

e Prog=—29. Note that we have used a negative value for the pressure ratio at
zero flowrate.Gravdahl and Egelan@ 999 state thaPry > 0, but we are
only interested in the operating regime to the right of the peak value so this
parameter does not have any physical meaning in our model. We have used
a high negative value to get a steeper characteristic curve.

e Hyp=18125
e Wp=0.0698
e No=822%
8_
6L N = 100%
£ 4r
2_
O | | | | | |
0 0.02 0.04 006 0.08 0.1 012 0.14 0.16
mr[-]
1_
= 0.5F
0 | | | | | | | |

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
mr -]

Figure 7.3: Compressor map for the refrigerant compressor usingigosi@.6-
7.9with N in the range 10% to 100% and nominal inlet temperature. The red dots
indicates the peak for the pressure ratio curve
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7.4 Objective function

The objective function for optimal operation is simpler than for optimal design,
discussed in Chaptd, because the investments are already made and the capi-
tal cost does not need to be considered. The cost function to be minimied th
becomes:

Joperation=Pws - W5 — P urpine * W turbine + Psw+ Qc (7.10)
— PLNG - MUING + Preed: Mreed— Pruel - Muel

We make the following assumptions:

e Same price for fuel and feed. Th@Wged: Mieed— Pruel- Miuel — PLNG - MLNG =
(Preed— PLNG) - MinG = PLnG - MinG

¢ Neglect income from turbine workw, ;. = O-
e Neglect cost of coolingpsw =0
The optimization problem then becomes:
min Ws— Pine - Ming (7.11)

subjectto ¢<0

Here,c < 0 represent the mathematical formulation of the operational constraints
and the model equations.

Depending on product prize and other external factors there are timoperating
modes:

Mode | Given throughput: With a given feed flowrate or given LNG production,
the optimization problem simplifies to:
muin Ws (7.12)

subjectto meeg= given (or ming = given)
c<O0

Mode I will result in the same optimal operation as the nominal optimal de-
sign, provided the optimal design is done correctly (e.g using the simplified
TAC method in Chapte) andneeqis kept at the nominal feedrate.

Mode II Maximum throughput: If the LNG prizep(nc) is sufficiently high and
there is no active constraint related to available feed or product distnibutio



7.5. Nominal optimum; given production case (Mode 1) 111

Table 7.1: The nominal operating point for: Mode | - Given productioodsl|l -
Maximum production

Mode | Mode Il
Ws[kW]  Compressor work 106 120
P, [baij Cycle high pressure 26.8 30.0
R [baj Cycle low pressure 3.67 4.14
N[%] Compressor rotational speed 100 100
n[%] Compressor efficiency 82.8 82.8
MNG [kg Sl] LNG flowrate 69.8 76.7
mrer[kgs?t]  Refrigerant flowrate 549 614
Amsurge[kgs’ | Surge margin 0.000 0.000
ATsup[°C]  Super-heating before compressor  12.9 11.3
Tout[°C] NG temperature after cooling  -157 -157
H, [Mmole-%4  Methane in refrigerant 31.9 32.7
X<;2H6 [mole-94  Ethane in refrigerant 35.2 34.3
XcsHg [Mole-%  Propane in refrigerant 0.0 0.0
Xn—c,H,0[mMole-9%4  nButane in refrigerant 24.7 23.3
Xn, [Mmole-94  Nitrogen in refrigerant 8.2 9.7

Boldface: Specifications and active constraints

(som'\g is not an active constraint), then it will be optimal to maximize the
production of LNG and the objective function may be simplified:

muin — r'nLNG (7.13)

subjectto ¢<0

Note that the operation in this mode may be quite different from the “nomi-
nal” optimum found for mode I.

7.5 Nominal optimum; given production case (Mode I)

Since the production rate (or feed rate) is fixed there are 7 steady-etated of
freedom including the 4 refrigerant compositions.

With a given production ratey ng = 69.8 kgs?, the nominal optimum is found by
solving the optimization problem in Equati@nl2 The results are summarized in
the left column of Tabl&.1 The work in7.12was minimized with respect to the
7 degrees of freedom, including the 4 refrigerant compositions. Notevéhhtive
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assumed that the refrigerant is°®after the SW cooling. The optimal operation
of the compressor was found subject to compressor maps (Fig8reWe find
that the following constraints are active at the nominal optimum:

1. Temperature of natural gas after cooling at maximiigy & —157°C)
2. Surge margin at minimun\Msyrge= 0)
3. Compressor speed at maximul=£ 100 %)

Thus, at the nominal optimum, the only unconstrained degrees of freesotinea
refrigerant compositions.

7.6 Nominal optimum; maximum production case (Mode

)

Here, we consider mode Il where maximum production is the objective,pe® E

tion 7.13 Since the production rate (or feed rate) is free there are 8 steady-state
degrees of freedom (with 3C after SW cooling). For numerical reasons, opti-
mal operation in mode Il was found by solving mode | for increasing valdies o
mM_ng = given, until no feasible solution was found.

wE o

P[Pd

Ly L - - :
-11 -105 -10 -95 -9 -8.5 -8 -7.5
h[Jmot!] <104

10°

Figure 7.4: Optimal (nominal) pressure enthalpy diagram for the maximum pro-
duction case (mode II)
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Figure 7.5: The circle shows the optimal (nominal) compressor operatingfpoin
the maximum production case (mode II)

The nominal optimum, including the optimal composition of the refrigerant, is
summarized in the right column of Tablel The cycle is illustrated in a pressure
enthalpy diagram in Figuré.4 and the optimal temperature and temperature dif-
ference profiles in the main heat exchanger are shown in Fig@fa)and7.6(b)
respectively.

We find that the following constraints are active at the nominal optimum:
1. Compressor work at maximu§{ = 120 MW)
2. Surge margin at minimunf\(nsyrge= 0)
3. Temperature of natural gas after cooling at maximuigny & —157°C)
4. Compressor rotational speed at maximiNn=100 %)

Note that there are two “capacity” constraints that are active (1 andgginAthe
only unconstrained degrees of freedom are related to the refrigayamtosition.

We have now identified the nominal optimum for the two cases, but how should
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Figure 7.6: Optimal temperatures in the heat exchanger for the maximumcgrodu
tion case (mode II)

we control the process to maintain close to optimal operation when the piscess
exposed to disturbances? This is discussed next.

7.7 Optimum with disturbances

Table 7.2: Nominal, minimum and maximum values for the disturbances. The
numbers in parentheses are for mode |.

Nominal Min Max Name
WIS [MW] 120 110 130  dif
Peea[bai] 40 35 45 dp
Tn[°C]" 30 25 35 ds
XCH; [%0] 32.7(31.9) 29.4(28.7) 36.0(35.1)d,
XC,Hq [%0)] 34.3(35.2) 30.9(31.7) 37.7(38.7)ds
XC,Hyo [Y0) 23.3(24.7) 21.0(22.2) 25.6(27.2)ds
X, [%6)] 9.7(82) 87(7.4) 10.7(9.0) &y
M ne [kgs? 69.8 66.5 73.1  dgt

*Only used for mode Il

TThe temperature of natural gas and refrigerant at the inlet to the mairekehanger
*Only used for mode |

The next step is to consider optimal operation with disturbances, and wa&leon
the eight disturbance variables given in Tabl2 We here fix the refrigerant com-
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position, because it is assumed to be unavailable as a degree of freedom d
normal operation (instead, the composition is treated as a disturbancegtdee T
7.2). With a fixed temperature (3C) after the SW cooler, there are then 4 remain-
ing degrees of freedom. During operation, it is always optimal to cool #beral
gas to—157°C (to avoid product give-away), and, one degree of freedom istspe
to set the load:

Mode | The production rate is given

Mode Il In the maximum production case, it is always optimal (for all distur-
bances) to operate the compressor at its maximgm=(\W."2)

Thus, two constraints are always active and this leaves for both modig< on
steady-state operational degrees of freedom, and the resulting optigratiop
conditions for various disturbances are summarized in TAlleThe results are
also shown graphically as dots in Figut& and Figure7.8 for mode | and mode
Il respectively.

Recall that the surge margin constraiftig,ge= 0) and compressor maximum
speed constraint\ = N™®) were active in the nominal point, and we find, as one
would expect, that these remain active for most of the disturbancesobailn
Also note that some disturbances are not feasible in mode I, probablydgeoa
the fixed refrigerant composition.

To obtain optimal operation, we should always implement the active constraints
and then find "self-optimizing” variables for the remaining unconstraineueskes

of freedom in each region. Strictly speaking, to be truly optimal, we then tzeed
consider four regions:

1. N =N"*andAmgyge= 0 is optimal (two active constraints, implementation
is obvious)

2. Amgyrge= 0 andN < N™* s optimal (unconstrained optimum, i.e. need to
find an associated controlled variable by

3. N = N andArsyrge> 0 is optimal (unconstrained optimum, i.e. need to
find an associated controlled variable fomsgd

4. N < N™ andArmsyge> 0 is optimal (unconstrained optimum, i.e. need to
find an associated controlled variable fbandAmsyrgd

All this cases can occur as seen in TaBl. This becomes rather complicated.
First, a large effort is required to find the best self-optimizing variablesah ef
the three last regions. Second, even if we can find the self-optimizingolesim
each region, it is not clear when to switch between the regions (that it, isystea
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identify when to switch when we encounter a constraint, e.g. going frorrrey
to 1, but it is more difficult to determine when to leave a constraint region).

For practical implementation, we would therefore prefer to have the same con
trolled variables in all regions, and in our case the obvious policy is to censid
keeping the variables at constraifititsyrge= 0 andN = 100 %) in all regions. Ob-
viously, this is not optimal, but the loss is rather small as discussed nexptdsce
some cases in mode |, where it seems operation is not feasible (withougfinpan
the composition or feed rate).

7.7.1 Selection of controlled variables

A preliminary screening was performed by using the maximum scaled gain method
(Halvorsen et a).2003. Some variables where discarded based on these results
(e.g. the degree of sub-cooling, cycle high pressure). Also, wedfdlat the
surge marginfimsyrge is @ much more promising controlled variable than any of
the alternatives we tested. Thus, we choose taifix,ge= 0 and this gives only
minor losses as seen below.

Figure7.7 shows compressor shaft work as a function of 6 of the 7 disturbances
(d3 — dg) considered for mode Wmsyge= 0 and the following controlled vari-
ables are tested for the remaining degree of freeddm;100%,ATs,p = 12.9°C,

R =3.67 bar,Tc%“nt1 = 126°C andnief = 549kgst. The dots shows re-optimized
operation, where botN andAmgygehas been optimized. Note that the composi-
tion of the refrigerant is still the same as for the nominal operating point. the p

are obtained by “bruteforce evaluation” which involves fixing the varialaled
computing the resulting operating point for varying disturbances. Therdatae

is plotted on the X-axis with the nominal value at the center and the Y-axis shows
the corresponding compressor shaft work in MW.

For the four last disturbanceds(— dg) we are not able to find a feasible solution
for some values of the disturbances. This means that we are not able fp satis
the specified production rate with the given refrigerant composition. €atdon-
trolled variable to maintain constant is the compressor rotational dgeeor
some disturbances is it the only feasible controlled variable and it remairgstolos
optimal for all operating points.

Figure7.8shows LNG production as a function of 6 of the 7 disturbandeglf, ds —
de) considered for mode IAMsyge= 0 and the following alternative controlled
variables are tested for the remaining degree of freeddm; 100 %, ATsyp =

11.3°C, R = 4.14bar, TQ® = 124°C andnies = 614 kgst. The dots shows re-
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Figure 7.9:ATg,p as function of disturbance ML"® for the constaniN control
strategy

optimized operation, where botih and Ams,rge has been optimized. The distur-
bance is plotted on the X-axis with the nominal value at the center and the Y-axis
shows the corresponding production rate in kg #ote that the composition of

the refrigerant is still the same as for the nominal operating point.

N is actually the only feasible control structure for some disturbance direction
This may be seen from Figuig8(a) where all lines except the constaxtline
ends at the nominal point (from left to right). The reason for this is thabther
control structures would require a non-feasible rotational speeddhipian the
maximum of 100%) to maintain the controlled variable constant.

From Figure7.8 we see that controlling\ seems to be a good self-optimizing
control strategy that gives close to optimal operation over the entire disttegba
range. This means that the implementation is quite simple, $iheeN™ is
optimal in one region and close to optimal in the other regions.

Note that we have notonsidered the constraint akils,p in Figure 7.7 and in
Figure7.8 The nominal value foATsypis 129°C (mode I) and 1B°C (mode II)
which should be more than sufficient for normal operation. For distwdmthat
leads the process into operation in the region winNere N is optimal (e.g. to
the right in Figure7.8(a) the super-heating is gradually reduced, see Figude
but still remains positive. At some point it will be necessary to discard dne o
the optimally active constraints (e.g. maximum shaft wakk= W;"?) to satisfy

a minimum degree of super-heating. One solution to this could be to select a
refrigerant composition that would assure sufficient super-heatirajlfoperating
points. Another solution is to implement some logic that will switch controlled
variables depending on the operating point.
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Figure 7.10: LNG production as function if

In summary:For both mode | and mode I, fixindmsyrge= 0 andN = 100%

is optimal for the nominal operating point and in some of the disturbance egion
Since maintaining constaNtandAmsyrgeis also close to optimal for the remaining
disturbance regions we propose to use this control structure.

7.8 Discussion

7.8.1 Moving temperature profile

An interesting result to note from Figure7 and Figurer.8is the “kink” that seems
to be at the nominal point for all disturbances. This was at first puzzling 8ince
we are not changing the set of constraints that are active.

Let us consider the nominal point withas degree of freedom (not worrying about
the constrainN™#* which can be exceeded for a short time). Looking at the re-
sulting graphs, see FiguelQ we note thain_ng as a function oN has a discon-
tinuity at the nominal point (100%) and one at approximately 105%. We found
that the reason behind this rather strange behaviour is the shape oftéeedb
temperature profile in the heat exchanger. Figu@b)shows that the tempera-
ture difference profile in the heat exchanger has two clear peaksatahe heat
exchanger inlet and one about 70% through the heat exchangetkihké&that

we observe in the objective functiom(yg) occurs when the peak at the heat ex-
changer inlet leaves the heat exchanger, which causes an abangedh the heat
transfer at the inlet to the heat exchanger. Figufshows the effect in super-
heating out of the heat exchanger.
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7.8.2 Compressor characteristic

The compressor characteristics used to link the flowrate, pressureaféii;gncy
and the rotational speed of the compressor is not fitted to the data of aoreal ¢
pressor so it is uncertain if an installed compressor has the behavioorcale
predicts. An issue for further research could be to investigate if ourlgsion on
the proposed control structur@rsyrge = 0kg sl andN = 100%) is affected by
the compressor characteristic.

7.8.3 Refrigerant composition

The refrigerant composition has been optimized for the nominal operating po
only. Since it is not adjusted in operation it would have been better to optimize
it with respect to the expected range of operating points (given by therdistu
bances). This strategy, “robust optimum”, is discusse@avatsmark and Sko-
gestad2005.

7.8.4 Additional considerations

The optimization problems for mode | and mode Il presented above are simplified
for example;

e There might be a given schedule of ships arriving to transport the LNG to
markets elsewhere. Because of boil-off from the storage tanks it may be
desirable to minimize the storage, but on the other hand there should be
sufficient storage to minimize the loading time of the ships. This kind of
thinking is discussed bgaim (2002.

e If there are more parallel production trains, one needs to decide on how
many trains that should operate and how large production each train should
have. This is also discussed Bgim (2002).

¢ If the ambient temperature is changing (for example from night to day or
seasonal changes) it may be optimal to produce more LNG during night
(or in colder periods) when the gas turbine has higher efficiency and the
condenser temperature is lower. Related topics are discussed for simpler
refrigeration systems i@ai et al.(2007) (also included as AppendR).
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Table 7.3: Structure of model equations

Unit Equations

Compressor W =m- (hoyt — hin) Ws = m(hs—hin)/n
T = £ (1, Nr) n = f (i, N)*

Turbines Ws = m- (hout — hin) Ws =m(hs—hin)/n

Valves hout = hin m=z-C,-\/AP-p

SW cooler Q=m- (hoyt — hin)

Heat exchanger Qi(z) = U; - ATi(z)0A; m- or;gz) =Q(2f
9R(2)

> = constant

*Consult Sectiory.8.2for details regarding the compressor characteristic
Ti is the stream, either natural gas, hot refrigerant or cold refrigerant

Table 7.4: Data for the PRICO process
UA for natural gas in main heat exchanger ABMWeC?
UA for warm refrigerant in main heat exchanger .B8IW°C?!
UA for cold refrigerant in main heat exchanger .G&MW°C?!
Nominal compressor isentropic efficiency B%*
Isentropic efficiency for the liquid turbines FIUQ)

*At nominal conditions an®l = 100%, see Section.8.2for further details
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Table 7.5: Optimal operation with disturbances (nominal refrigerant coinuas

Mode | Mode Il
W P R N Amsyrge | Ming P R N AMsyrge
Mw] [baj [baj [%] [kgs'] | [kgs'] [bai [bai [%] [kgs]
di(-1) 69.5 266 375 999 0.489
di1(—0.5) 72.7 28.1 3.94 100 0.00
d1(0) Not relevant for mode | 76.7 30.0 4.14 100 0.00
d1(0.5) 78.5 316 4.34 100 0.00
di(1) 79.8 33.2 453 100 0.00
da(—1) 115 29.7 4.02 100 0.000| 73.6 30.1 415 100 0.000
dy(—0.5) 110 28.0 3.82 100 0.000| 75.2 30.1 415 99.9 0.000
d>(0) 106 26.8 3.67 100 0.000| 76.7 300 414 100 0.000
d»(0.5) 105 263 375 96.0 1125 778 299 416 994  0.000
da(1) 104 25.8 3.59 100 0.000| 78.6 29.8 421 98.0 0.000
d3(—1) 100 256 3.47 100 0.000| 79.8 309 418 100 0.000
d3(—0.5) 103 26.1 357 100 0.000| 78.2 304 416 999 0.000
d3(0) 106 26.8 3.67 100 0.000| 76.7 30.0 4.14 100 0.000
dz(0.5) 111 279 3.88 100 0.024| 733 29.2 411 100 0.000
ds(1) 117 294 410 99.1 0.000| 70.8 28.7  4.09 100 0.602
dyg(—1) 110 293 391 100 0.000| 75.3 311 4.20 100 0.000
ds(—0.5) 107 27.7 375 100 0.000| 76.2 306 4.17 100 0.000
ds(0) 106 26.8 3.67 100 0.000| 76.7 30.0 4.14 100 0.000
ds(0.5) 109 270 3838 956 1.832| 749 29.0 4.09 100 1.002
da(1) 111 27.0 3.80 100 0 73.8 285 4.07 100 0.471
ds(—0.5) 106 27.0 3.69 100 0.000| 75.8 29.8 421 979 0.000
ds(0) 106 26.8 3.67 100 0.000| 76.7 300 414 100 0.000
ds(0.5) 108 27.1 372 100 0.000| 76.4 30.1 415 100 0.000
ds(1) Infeasible 75.7 30.3 415 100 0.000
ds(—1) 112 26.7 379 100 0.000| 72.0 280 410 98.0 0.000
dg(—0.5) 110 26.8 376 100 0.000| 74.3 288 416 97.6  0.000
ds(0) 106 26.8 3.67 100 0.000| 76.7 30.0 4.14 100 0.000
ds(0.5) 108 28.0 377 100 0.000| 75.7 308 426 979 0.000
ds(1) Infeasible 75.5 320 431 100 0.000
d7(—1) Infeasible 75.7 30.2 4.16 100 0.503
d7(—0.5) 108 273 374 100 0.000| 76.3 300 414 100 1.971
dz(0) 106 26.8 3.67 100 0.000| 76.7 30.0 4.14 100 0.000
d7(0.5) 106 26.7 372 986 0.367| 76.4 29.9 418 987  0.000
dz(1) 107 26.8 376 97.8 0.657| 75.6 29.7 425 96.3 0.000
dg(—1) 103 254 353 100 0.000
dg(—0.5) 104 26.0 3.70 96.2 2493
dg(0) 106 26.8 3.67 100 0.000 Not relevant for mode I
dg(0.5) 111 28.2 385 100 0.000
dg(1) Infeasible

di(j); i is the disturbance number (see below) anslthe fraction of the full disturbance (e.g.
j = —1is the minimum value of the disturbance apg 0.5 is in the middle of the nominal value
and the maximum value of the disturbance)

dp =W s = Xc,Hs

dz2 = Preed ds = Xc4H;0
dz = Tin d7 = xn,

dq = Xch, dg =MnG



Chapter 8

Degrees of freedom for
refrigeration cycles

Submitted for publication in Industrial & Engineering Chemistry Research

An important issue for optimal operation and plantwide colnis to
find the degrees of freedom available for optimization. Avjmesly
published systematic approach to determine the steadydtgtrees of
freedom is expanded to take into account the active charggassible
degree of freedom in cyclic processes. Additional degrééseedom
related to composition of the circulating refrigerant alsoaliscussed.
Two LNG processes of current interest, the C3MR LNG process f
Air Products and the MFC process developed by Statoil-LibNé&
Technology Alliance are studied with respect to operafidiegrees of
freedom.

8.1 Introduction

This paper considers degrees of freedom for available for optimizaticir@er-
ation processesSkogestaq2000 points out that it is normally steady-state that
effects the plant economics, so we will consider only steady-state operatie

are then interested in the steady-state degrees of freedom that aféegkzrtheco-
nomics (objective functiod), Nopt = Nmyv — No, whereNyy is the manipulated
variables (valves etc.) ang, is the variables that does not affect the economics
(e.g. liquid level in an open procesSkogesta@2002 2004). The number of ma-
nipulated variables are usually quite easily obtain by counting the valves,soump
and other inputs to the process. THNg variables that does not affect the plant

125
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economics however, requires detailed process overview and unuéngfaA list
of the potential degrees of freedom for some typical process unitsés gisko-
gestad2002 with an updated version iAraujo et al.(2007). We wish to extend
this list to also include degrees of freedom that are special for closgelscy

Glemmestad et a(1999 discuss degrees of freedom for heat exchanger networks
(HEN). The review paper on plantwide control bgrsson and Skogestg¢d000
discuss degrees of freedom as this is an important step in plantwide coAtrol.
more recent study on degrees of freedom is thatarida et al(2006).

Processes for liquefaction of natural gas are very cost intensi/ecguires large
amounts of energy in operation. It is therefore important that the plantsodine
well designed and later operated close to optimum, also for changing cosdition
The optimal design of LNG processes has been studied extensivelywésake
companies such as Air Products, Shell, Phillips and Statoil-Linde LNG Téchno
ogy Alliance. It seems, however, that the subsequent operation oflal@s has
been less studied, at least in the open literature. This is a bit surprisisgleon
ering the large throughputs which makes even small improvements economically
attractive. There are some publications regarding control of LNG plsfasdler,
2000 Singh and Hovd2006, but they consider the dynamic performance and
controllability rather than the optimal steady-state operat#aim (2002 looked

into dynamic optimization of a plant with several trains in parallel.

Degrees of freedom for refrigeration processes are covered irettiesection and
in Section8.3we apply the findings on some case studies, including the two LNG
processes;

e The propane pre-cooled mixed refrigerant (C3MR) process fronPAid-
ucts

e The mixed fluid cascade (MFC) process from Statoil-Linde LNG Technol-
ogy Alliance

8.2 Degrees of freedom

An important issue in plantwide control is to find the degrees of freedom that
may be used for optimizatiorskogestad2000 which in our case is equal to the
number of steady-state degrees of freeddyn This is an important number for
several reasons. First, it determines the degrees of freedom avdilaklaving

the optimization problem. However, more importantly in terms of operation it
determines the number of steady-state controlled variablgs that need to be
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Table 8.1: Potential operational degrees of freedbf*() for some typical pro-

cess units
Process unit Potential DOF
Feed 1 (feedrate)
Splitter number of exit streams - 1
Mixer 0
Compressor, turbine, pump 1 (work)
Adiabatic flash tank 0
Liquid phase reactor 1
Gas phase reactor *0
Heat exchanger 1 (bypass or flow)

Column (excluding heat exchangers) * Onumber of side streams

Valve (0}
Choke valve 1
Each closed cycle:

Active charge (holdup fluid) n
Composition of fluid Ne — 1%

*Pressure is normally assumed to be given by the surrounding prarng#sthen not a degree of
freedom. However, on must add one degree of freedom for edich@essure that is independently
set, and which has a steady-effect (need a manipulated input natyareanted, e.g. a valve)

TThe active charge in the equipment is a potential degree of freeddii nbay not be available
in some designs.

*NCis the number of components in the working fluid (refrigerant)

selected. Optimal operation is normally implemented by keeping those variables
at constant setpoints.

Rule (actual degrees of freedorithe numbeiNss of steady-state degrees of free-
dom may be obtained by counting the number of manipulated varidljgesand
subtracting the following\p variables §kogestad2002 2004);

e manipulated variables with no effect on the cdse.g. extra bypasses of
heat exchangers (only used to improve dynamic performance)

e variables with no steady state effect that need to be controlled, e.g. liquid
holdups with no steady state effect
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Potential (maximum) degrees of freedom

Based on this ruleSkogestad2002 derived the potential number of degrees of
freedomNZ* for some typical process units and an updated version was published
by Araujo et al.(2007). In Table8.1the list is further updated to include also the
potential degrees of freedom for cyclic processes. The additiorsharen below
the dotted line in the table. First, a valve should normally not be counted, unless
affects a pressure that has a steady-state effect. An example is avelhakevhich

is installed to lower the pressure, and it has therefore been added ex@idly
degree of freedom in the table. In addition, we potentially Hdye- 1 degrees of
freedom related to the fluid composition in the cycle. Finally, the active charge
the cycle is a potential degree of freedom. For example, it may changecttsupe
level. This is explained in more detail below.

Many designs will have fewer actual degrees of freedom than givéabie8.1

For example, a heat exchanger will not have any degrees of freddahilows

are given and there is no bypass or other means of affecting the hesfetrae.qg.

the main exchanger in a LNG process. Similarly, one may not be able to adjust th
total active charge or fluid composition in practice.

: Condenser
Potential degrees of freedom
1 Compressor
2 Heat exchangers A,
1 Choke valve Ox
+ 1 “Active charge” l
NIaX— 5 degrees of freedom z Ws
A
Qc
R
Evaporator

Figure 8.1: A simple refrigeration cycle with2®* = 5 potential degrees of free-
dom. However, if the drawing shows the actual process there will onNsbe 4
degrees of freedom, because there is no means of changing the actige by
filling or removing refrigerant.

Example:From Table8.1the simple cooling cycle shown in Figu8l with pure
fluid (Nc = 1) has five potential degrees of freedoN[{™) related to; one com-
pressor, two heat exchangers, one choke valve and the actigecla@ctly how
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these degrees of freedom may be changed depends on the casearfpleg for

a compressor the actual manipulated variable (MV) may be the rotational spee
the fraction of time the compressor is on (home or automotive installations). The
active charge in Figur8.1 may be changed by filling or removing refrigerant to
the cycle, but since this is not included, the actual process does realdsgree

of freedom related to the active charge and thus has only 4 degreesedbim

(Nsg)-

Table 8.2: Actual degrees of freedom for refrigeration cyddas= Nyv — Nop
Process unit Actual DOF
Each MV (Valve, heat exchanger, compressor, turbine etc.) 1

For each cycle subtract variables with no steady-state effigit (

Pure fluid:

Liquid receivers exceeding the fitst -1
Multi component:
Liquid receiver exceeding tHeC first" -1

*The first receiver is not subtracted in a closed cycle as this has a steseeffect
TAssumes composition different in each of fH€ first receivers, otherwise the number of de-
grees of freedom is less

8.2.1 Remark on active charge or “feed” for closed cycles

The degree of freedom related to the total active charge is not obwiows fiere
discuss this “extra” degree of freedom that may occur in closed cy€lessider
the process shown in FiguB2 where we have included an external tank with a
valve for filling refrigerant into the closed cycle. A temperature controltfusts
the compressor speed to assure that the cooling load is constant. Tleevalhak

is a thermostatic expansion valve (TEV) that controls the degree of figating

at the evaporator outlet. With the fan speeds for the two heat exchdigerée.g.

at maximum), there are then one potential remaining degree of freedondridate
the active charge.

First, assume that the process is operated with just enough charggefeit in the
closed cycle) to obtain saturation out of the condenser, see RBg(& We then
open the external valve for some time and then close it again to fill more nefnige
into the cycle. We then get to the operating point shown in Figu2é)where the
added amount of refrigerant has accumulated in the condenser. Tibvgsfgince

the evaporator will not change its holdup (significantly) due to the thermostatic
expansion valve that indirectly sets the area available for super-heatthg snly
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= > = C————>
__/Super-héeat __/Super-héeat
.control __* 3 .control __*
,,,,,,,,,,,, WTC : e ITC
(a) Saturation at condenser outlet (b) Sub-cooling at condenser outlet

Figure 8.2: A simple (not closed) refrigeration cycle. The external fillingys/ing
system illustrates the degree of freedom related to the active charge.

place the extra refrigerant can go is to the condenser. The increhaegkdn

the condenser will lead to a higher pressByewhich again leads to larger mean
temperature difference and thus more heat transfer and the liquid attteEficam

the condenser will be sub-cooled, as indicated in Fi@u2¢b) It has been shown
that this may reduce the necessary compressor power in some dasssen and
Skogestad?2007), but the main point here is to note that the charge in the system
has an effect on the steady state operation.

Remark 1 Note that Tablé.2discussed below does not apply because the cycle in Figure
8.2is not closed.

Remark 2 If we add a liquid receiver to the cycle in FiguBe2 then we loose one degree
of freedom (as we have a level with no steady-state effetintéeds to be controlled). To
regain this degree of freedom we (at least) would need to adthar valve.

8.2.2 Actual degrees of freedom for refrigerant cycles

For a_closedtycle, in order to adjust the active charge during operation we need
a liquid receiver (variable holdup) in the cycle. However, for a pufagerant
adding additional (two or more) receivers will not increase the numbdegfees

of freedom, as the holdup has no steady-state effect and needs tmtbelled
(actually, it may reduce the number unless we also add a valve for thisgg)rpo

In general, for a multicomponent (mixed) refrigerant, the holdup ofNREfirst
tanks dohave a steady-state effect provided the tanks have different compagsitio
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(a) No extra choke valvé\\yy = 4 andNss= 4 (b) An extra choke valve\lyy =5 andNss=5

Pm
QH Ph

' "

Qc

(c) Extra choke valve and liquid receiver on low
pressure sidé\yy = 5, butNss= 4

Figure 8.3: Simple cycle with liquid receiver on the high pressure side
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as they provide an indirect means of adjusting the fluid composition. Only liquid
receivers exceeding ti¢C first will have no steady-state effect. These arguments
are the basis for TabR2which gives the actudtather than the potential Table

8.1) degrees of freedom for vapour compression cycles.

Let us apply Table.2to the process in Figur®.1 which hasNyy = 4 (two heat
exchangers, one valve and one compressor). Since there are norégeiders,
there is no variables that need to be subtradlge{ 0). Thus,Nss= 4 degrees of
freedom, which confirms our earlier findings.

Note that adding a liquid receiver somewhere in this cycle will not change the
number of steady-state degrees of freedom. In order to do this we &ddmnadd

a valve, for example upstream of the receiver. The addition of a liquilweicto

the cycle is shown in Figur®.3. We have from Tabl8.2the following degrees of
freedom for the three cases in Fig@.&:

Figure 8.3(a) Figure 8.3(b) Figure 8.3(c)
Nwvv =4 Nvv =5 Nvv =5
-No =0 -No =0 N =1
Nss =4 Nss =5 Nss =4

For the two first cases, the liquid level does not need to be subtractethas at
steady-state effect (see FiguBe2) and also does not need to be controlled in a
closed cycle.

The design in Figurd.3(a)with no extra valve does not allow for adjusting the
active charge. The design in Figu8e3(b) with an extra choke valve has an ad-
ditional degree of freedom. This may be more optimkdnsen and Skogestad
2007) since it allows for the condenser outlet to be sub-cooled. This is becaus
the pressure in the receiver is equal to the saturation pressure andringadve
givesP > Py (sub-cooling) at the condenser outlet.

In Figure 8.3(c) we have added also a liquid receiver on the low pressure side.
Thus, we have lost one degree of freedom compared to F&8(k) because one

of the liquid levels need to be controlled. Another way of understandingtiadrg

is one less degree of freedom, is that we now always have saturatedr\&ghe
inlet to the compressor, whereas it before could be super-heated.

Remark. Note that a loss of a degree of freedom does not mean that ticegw is less
optimal. In fact, in this case it is opposite, because fomaps cycle (without internal
heat exchange) it is optimal to have saturation (no supatitigy before the compressor.
Thus FigureB.3(c)is optimal by design, whereas in Fig8e3(b)one needs to adjust one
of the degrees of freedom to get optimality, and this may Bidit to achieve in practice.
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8.3 Case studies

We will here present some more complex case studies. First we will look at two
processes not directly related to LNG plants; a two-pressure levigegdtion cy-

cle cooling a process stream and a heat integrated distillation column (twediffe
configurations). Then we will look at three LNG case studies; a small &G
process with a single mixed refrigerant, the propane pre-cooled mixegeraint
(C3MR) process from Air Products and the mixed fluid cascade (MFG)gss
from Statoil-Linde LNG Technology Alliance.

8.3.1 Two-pressure level refrigeration

Figure8.4(a)shows a refrigeration system with two-stage expansion using a pure
refrigerant NC = 1). The process stream is first cooled by the intermediate-
pressure refrigerant (Evaporator 1) and then by the low-pressiuigerant (Evap-
orator 2). The evaporators are kettle type boilers so there is no sapéngdof the
vapour. The temperature profile in the evaporators is illustrated in F&jd(b)
Control of such cycles is discussed Wilson and Jone§1994. The two com-
pressors are usually driven with a common driver, so there is only ongputaied
variable for the two compressof®. There are three valve®), (3 and(), shown

in Figure8.4(a) The valve between Evaporator 1 and the second comprégsor,

is present to limit the amount of cooling in Evaporator 1 if necessary. litiadd

we may manipulate the flow of coolant in the conderfgeand the process stream
®. Thus, this two-pressure level cycle Hdg, = 6 manipulated variables.

The two evaporators in FiguB4(a)will function as liquid receivers so there are in
total three variable liquid levels. Two of the liquid levels, typically the evaposato
need to be controlled for stabilization, and since the refrigerant is pusetpeints

for these (levels) has no steady-state effect (see also 8a®)leThus, we end up
with Nss= Nwv — Ng = 6 — 2 = 4 degrees of freedom. To operate the system we
need to decide on four controlled variables. In general, these shoddldeted

as the possible active constraints (e.g. max cooliggfully open) plus “self-
optimizing” variables.

Itis interesting to compare the actukdgrees of freedom with the potentildgrees
of freedom according to Tab& L We have for Figurd.4(a)
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(a) Flowsheet (b) Temperature profile

Figure 8.4: Cooling at two pressure levélgs = 4

Actual DOF Potential DOF
Nvy =6 1 Feed
—Np=2 1 Compressors
Nss =4 3 Heat exchangers
3 Valve

+ 1 Active charge
Na&*= 9 degrees of freedom

The 5 “lost” degrees of freedom are related to:
1 No sub-cooling in the condenser (not optimal)
2,3 No super-heating in the two evaporators (optimal)
4,5 No bypass for the two evaporators (optimal)

Thus, four of the five lost degrees of freedom are “optimal by desigttiis case.
The only possible loss is related to not allowing for sub-cooling of the stream
leaving the condenser. To fix this would require an additional valve betiee
condenser and the liquid receiver.

8.3.2 Heat integrated distillation

To reduce the energy consumption in distillation, one may use a heat pump be-
tween the condenser and reboil&alim et al, 1991). Two possible designs are
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(a) External working fluid (b) Vapour overhead as working fluid
Figure 8.5: Two ways of using a heat pump to integrate the reboiler with the con

denser in a distillation column

shown in FigureB.5.

a) With external working fluid. Control of such columns have been stuayed
Jargenses and coworketdallager et al.199Q Nielsen et al.1987, 1988
Li et al., 2003 who also have an experimental setup.

b) With the vapour overhead as working fluid (not a closed cycle)

There are in total 7 manipulated variables for both systems (see RBdré-eed
flowrate (D), Bottom product flowrat€), Top product flowrat€3), Reflux flowrate
@, Compresso), Choke valvep), Cooling water flowrate?).

On the column side, there are two liquid levels with no steady-state effect tisat mu
be controlled:

e Condenser liquid level (e.g. may be controlled by the reflux flon@je

e Reboiler liquid level (e.g. may be controlled by the bottom product flowrate

)

Using the method in Tabl8.2 combined with the general rule we get the actual
degrees of freedom:
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Figure 8.5(a) Figure 8.5(b)
NMV =7 NMV =7
—Np = 3 —Np =3
Nss =4 Nss =4
*One of the two levels in the heat pump *The heat pump cycle is no longer closed
cycle must be controlled and has no steady- so the single liquid level (receiver) must be
state effect controlled

Thus, in both cases there are 4 steady-state degrees of freedontheteadrate
and column pressure are included. This is the same as for an “ordinatijfation
column.

GovatsmarkK2003 studied the process with external working fluid (Fig8rg(a)

and found that the top compaosition and the column pressure are at thenaooiss
for the case where the top product is the valuable product. Assumingia fgied
flowrate there is then one unconstrained degree of freedom left. T¢tumsirained
degree of freedom could then be used to control a temperature in the fsaittion

of the column, which is found to be a good self-optimizing controlled variable
(Govatsmark2003.

It is interesting to compare the actutdgrees of freedom with the potent{atax-
imum) degrees of freedom according to TaBl&

Figure 8.5(a) Figure 8.5(b)

1 Feed 1 Feed

0 Column 0 Column

1 Pressure (in column) 1 Pressure (in column)

1 Compressor 1 Compressor

3 Heat exchanger 2 Heat exchanger

1 Choke valve 1 Choke valve

+ 1 Active charge + 1 Pressure (in condenser)

Na&= 8 degrees of freedom Na&*= 7 degrees of freedom

In Figure8.5(a)the four “lost” degrees of freedom are related to:
1,2 No bypass of two heat exchandefsptimal)
3 Saturation before compressor (optimal)
4 Saturation at condenser outlet (not optimal)
For Figure8.5(b)there are three “lost” degree of freedom related to:

1 No bypass of the column reboiler (optimal)

*Not the cooler because the flow of coolant is an actual degree offireed
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2 Saturation before compressor (optimal)
3 Saturation at condenser outlet (not optimal)

The only non-optimal “lost” degree of freedom is for both cases relatestio-
ration out of the condenser in the heat pump cycle. This may be close to optimal
(Jensen and Skogest&D07a). However, to gain this degree of freedom it is nec-
essary to have a valve between the cooler and the liquid receiver. Tixswil

then give sub-cooling out of the cooler.

8.3.3 Small scale LNG process

1.8
|
@g

From Table 8.2 I
N|\/|V =6
—NO =0

i

*No subtraction of liquid receivers be-
cause of multicomponent working fluid with
@

o

o

NC>2

.-
|
|

LNJ iLNG

®

Figure 8.6: A small scale LNG concept to illustrate the degrees of freed@mted
to changing the composition via liquid levels

Consider the small-scale LNG process in Fig8é with a mixed refrigerant
NC > 2 (Neeraas and Brender2001). Note that the original process design has
additional degrees of freedom related to individual heat excharigersfriger-
ant cooling and natural gas cooling. Our simplified flowsheet assumesg that
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optimal to cool the refrigerant and the natural gas to the same temperatare. W
find (using Table8.2) that the process has six manipulated variat\gg, = 6, see
Figure8.6. Since there are two liquid levels, we need to control at least one for
stabilization. Thus, it is tempting to remove one degree of freedom. Howtbeer,
level setpoint has a steady-state effect, because the composition in thenkso ta
are different and we may change the composition of the circulating redngéy
shifting mass from one tank to the other. ThiNgs= Nyyv = 6.

Using TableB.1we get the potential degrees of freedom if we assiine- 3:

Figure 8.6
1 Feed
1 Compressor
3 Choke valve
4 Heat exchanger
1 Active charge
2 Compositions
N = 12 degrees of freedom

We have the following 6 lost degrees of freedom:
1-3 No bypass of process heat exchangers (optimal)
4,5 Pressure in the two flash drums (optimal, discussed below)
6 Composition of the refrigerant (not optimal)

The “lost” degree of freedom related to the pressure in the two flash datemsot
obvious. Adding a valve before the second flash drum will give a lowapeza-
ture in the flash drum and thus also of the vapour that is sent throughdbedse
heat exchanger. This is not optimal since the vapour will then be coldertiiea
natural gas which it is cooled together with. The same is true for the fir$t flas
drum if the natural gas feed is cooled with the same coolant as the refrigdter
compression.

8.3.4 Propane pre-cooled mixed refrigerant (C3MR)

The C3MR process developed by the Air Products company has a largetmar
share of the existing liquefaction plants worldwide. A flowsheet of the C3MR
process is given in Figur®.7. The first cycle is with a pure refrigerant, usually
propane. The second cycle is with a mixed refrigerant. We identify the foitpw
manipulated variables:

e Natural gas feedD



8.3. Case studies 139

()
ts | ol lo A ik
2

L]
i L]

Figure 8.7: Flowsheet of the C3MR proces8ropane (C3)Mixed refrigerant
(MR), Natural gas (NG)

e 6 choke valves for propane pre-cooling (one for each pressugkftanatu-
ral gas cooling and one for each pressure level for mixed refrigecahing)

2.3,@, 6, ®and®

Propane compressor, one spégd

Flow of cooling water or air in propane condenggr

Two choke valves for mixed refrigerant cyctg) andq}

Mixed refrigerant compressqn

Flow of cooling water or air in mixed refrigerant coolgy

For the propane cycle we need to control 6 of the 7 liquid levels (e.g. thte hea
exchanger levels) and sinblk = 1 none of these level setpoints will have a steady-
state effect. Assuminyc = 3 for the mixed refrigerant cycle we get the following
actual and potential degrees of freedom:
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Actual DOF Potential DOF
Npyv =13 1 Feed
—Np =—6 2 Compressor
Nss =7 10 Heat exchanger

8 Choke valve
2 Active charge
+ 2 Compositions (MR)
Na& = 25 degrees of freedom

The 18 “lost” degrees of freedom are related to:

1-8 No bypass of process heat exchangers (optimal)

9-14 Saturation at propane compressor inlet (no super-heating, optimal)
15 Saturation out of propane condenser (no sub-cooling, not optimal)
16 Pressure in the flash drum in the MR cycle (optimal)

17,18 Composition of the mixed refrigerant (not optimal)

The only loss in efficiency due to the “lost” degrees of freedom areechiog hav-
ing no sub-cooling in the propane condenser and by not being able ngetiae
composition in the mixed refrigerant cycle. To get sub-cooling in the caetdah
is necessary to have a valve between the condenser and the liquictreéeijust-
ing the composition is discussed further in SecBoh

It is optimal to have the flash drum in the mixed refrigerant cycle at the same
pressure as the outlet from the last propane cooler. Otherwise therefigerant
would be colder than the natural gas in the first mixed refrigerant heagexger,
causing a non-optimal temperature profile.

Optimal operation:
Let us consider two different operating strategies:

Case 8.1 Maximum production given available shaft work.
Case 8.2Minimum shaft work given feed flowrate.
For both cases the following is true:

It is not economical to cool more than necessary so the natural gasteuatietr-
ature is at its maximum constrainthis may be controlled by the last choke valve

*This temperature will implicitly set the amount of flash gas, see Chégtad the composition
of both the flash gas and the LNG.
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in the mixed refrigerant cycte removing one degree of freedom. Cooling water
is usually cheap so it is usually wise to maximize the flow of cooling water which
removes two additional degrees of freedom. We are then left with 4 degfee
freedom to optimize the operation.

For Case8.1 Two degrees of freedom are used to maximize compressor shaft
work, one for each cycle (active constraints). This leaves us with tvemnin
strained degrees of freedom, so two setpoints must be specified for $kigecg.

B, in the mixed refrigerant cycle arfél in the propane cycle)

For Case8.2 The feed flowrate is given so we loose one degree of freedom. This
leaves us with three unconstrained degrees of freedom, so three tetpost be
specified for this case (e.@ andR, in the mixed refrigerant cycle arig in the
propane cycle).

Remark. If the cooling water is too cold it may be necessary to limé flow of cooling
water to avoid violating constraints on the compressorigngiressure (minimum con-
straint). This, however, does not change the analysis #ireceumber of active constraints
are the same since we exchange the maximum cooling constigtithe minimum pres-
sure constraint.

8.3.5 Mixed fluid cascade (MFC)

The Statoil-Linde LNG Technology Alliance has developed a mixed fluid clesca
(MFC) processBach 2002 Forg et al, 1999. A flowsheet of the process is given
in Figure8.8. It consists of three refrigeration cycles i) Pre-cooling cycle (PR), ii)
liquefaction cycle (LC) and iii) sub-cooling cycle (SC). All three refrigetcycles
use mixed refrigerants.

There are in total 13 manipulated variabldly{ = 13):
e Natural gas feedD
e Flow of cooling water/air in PC cycl®)
e Choke valve intermediate pressure level PC cygle
e Choke valve low pressure level PC cy¢ig
e Compressor PC cycl@)

e Flow of cooling water/air in LC cyclég)

*Another solution is to use the natural gas feed flowrate by adjusting the xiN&hsion. This
expansion device (valve or turbine) is not shown here, as we havatadithe feed manipulator at
the inlet of the stream instead.
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Figure 8.8: Flowsheet of the MFC proces$&e-cooling cycle (PCLiquefaction
cycle (LC), Sub-cooling cycle (SCandNatural gas (NG)

Extra valve LC cycle?)

e Choke valve LC cycleg)

Compressor LC cycl®)

Flow of cooling water/air in SC cyclg)

Extra valve SC cyclg)

Choke valve SC cyclg2

Compressor SC cycles

There are no liquid levels that must be controlldlg £ 0). AssumingNc = 3 for
each cycle we get the following actual and potential degrees of freedom:
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Actual DOF Potential DOF
Npmy =13 1 Feed
—Np =0 3 Compressor
Ngs =13 7 Heat exchangers

4 Choke valve
3 Active charge
+ 6 Composition
Na&X= 24 degrees of freedom

The 11 “lost” degrees of freedom are related to:
1-4 No bypass of process heat exchangers (optimal)
5 Saturation at PC condenser outlet (not optimal)
6-11 Two compositions for each of the three cycles (not optimal)

Also for this process it is the saturation specification out of the condémstre
first cycle and the fixed compositions that will give the losses.

Optimal operation: Let us again consider optimal operation for two cases. The
LNG outlet temperature must be controlled and the amount of cooling water in
three sea water coolers are maximized, giving 9 unconstrained degfessdom.

For Case8.1 (maximum feed)We use three degrees of freedom to maximize the
compressor shaft work in each cycle. We are then left with 6 unconsttaiegrees
of freedom so 6 setpoints must be specified.

For CaseB.2(given feed).The feed is given so there are then 8 unconstrained de-
grees of freedom. For this case we need 8 setpaints.

Note that there may be active constraints on the temperature after PCHXit and
the temperature after PCHX2 if the NGL extraction is integrated. For eacleacti
constraint we will have one less unconstrained degree of freedonwéhadve to
find a controlled variable for.

8.4 Discussion

8.4.1 Degrees of freedom

Table 8.1 is not straightforward to use in practice. This is mainly because an
intermediate pressure may or may not have a steady-state effect. Thieasilpt
captured by simply counting the degrees of freedom for each unit tigeraut
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requires a process understanding. The method shown in 8abig only one of
several alternatives that will lead to the same result.

8.4.2 Refrigerant composition

For mixed refrigerants there ai- — 1 potential degrees of freedom related to
the composition of the refrigerant. However, all of these are usuallyeadized

as actual degrees of freedom. We have claimed above that liquid levelrdstp
(provided different composition) may be used to effectively utilize the ekgr

of freedom related to refrigerant composition, see the small scale LNGgs0
presented above. This is not a practical solution with several compositioih$s
necessary with equally many liquid tanks (with sufficiently different compaws)io

and control elements (valves). So in practice one will instead rely on d@astns
composition that may be changed on a larger timescale by utilizing the make-up
system.

8.4.3 Saturation in condenser

Another potential degree of freedom that is sometimes “lost” is related to the co
denser pressure. By having a liquid receiver after the condensiéribibe possi-
ble to have a condenser pressure different from the saturationupedRsn = Psap-

By having a valve in between the condenser and the liquid receiver it 8hpes
to have sub-cooling in the condensByf > Psg). This is discussed in more detail
in Jensen and SkogestéD07). However, it may also be necessary with a dif-
ferent condenser design if the design does not allow for sub-coolihi is the
case if the liquid formed in the condenser leaves the heat transfer zgnéie to

gravity).

8.5 Conclusion

The degrees of freedom available for optimizatidigs( is an important number
for several reasons. It determines the number of free variables laesitasolve

the optimization problem. However, more importantly it determines how many
steady-state controlled variables that must be selected to operate thesproce

This paper extends an earlier published simple approach to determine theégbote
degrees of freedonNEL?) based on unit operations to also cover vapour compres-
sion cycles. A simple method to determine the actiedrees of freedom\gy)
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for vapour compression cycles is also presented. Both methods are iddsbia
four case studies where the difference between the potaniibhctuatiegrees of
freedom are explained and related to the process layout.

For the two LNG case studies (C3MR and MFC) we also illustrate the effect of
operating strategy (maximum production and given production) on the rmushbe
unconstrained degrees of freedom.
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Chapter 9

Conclusion

The charge (holdup) does not affect the steady-state fopanprocess (e.g. liquid
level in a buffer tank), because of the boundary conditions on preskunas been
shown that “active charge” iolosedcycles has a steady-state effect. One way
of affecting the “active charge” is by having a liquid receiver in the cydéis
degree of freedom is often lost by designing the cycle without sub-apaotlithe
condenser. We find that some sub-cooling is desirable and for the amnasaia c
study the compressor shaft work is reduced by about 2% by allowinguior
cooling. The savings are not very large, but more importantly, the reshdis s
that the active charge is a degree of freedom and that the sub-coolesyspme
decoupling between the high pressieand the hot source temperatdig. This
shows that there are no fundamental differences between the typizalisoal
cycles and the trans-critic&lO, cycles.

In terms of practical operation there are differences between thergidalcam-
monia cycle and the trans-critidalO, cycle. For the ammonia cycle several simple
control structures gives acceptable performance. The best cetruroture found

is to control the temperature approach at the condenser exit. FGGheycle we
had to use a linear combination of measurements to get acceptable perfermanc

Itis common to do the early design of refrigeration cycles by specifying a mini-
mum approach temperature in the heat exchangersj(suhject taAT > ATmin).

This method fails to give the optimal operating point and also fails to find that sub
cooling is optimal. As a simple alternative we propose the simplified TAC method
(Min(J+Co 3 A)), whereCy replacesf\Tmin as the adjustable parameter.

A PRICO LNG process has been designed by using realistic compregsesuifi-s
cations found online. We are able to increase the LNG production compétied
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the commercial PRICO process. Compared with the AP-X LNG process de fin
that the PRICO process has about 7% less production for the same kvailati
power.

Operation of the PRICO process is studied for two modes of operation; i) mimimu
shaft work (for given production) and ii) maximum production. Both mdukes 2
controlled variables that must be selected (after controlling constraintaréhat-
ways optimally). We find that maintaining a minimum distance to Sulj&(ge=
0.0kgs?) and maximum rotational speed of the compreshsioe(100 %) gives op-
timal operation for the nominal operating point and for some of the distugsanc
(for both modes). Since this control structure also gives close to optinesbop
tion for the remaining disturbances, we propose to coftna,ge= 0.0kg st and

N = 100%.

The degrees of freedom available for optimization is an important numbsever
eral reasons. First, it determines the number of free variables to soleptiheza-
tion problem. Second, it determines how many steady-state controlled variable
that must be selected to operate the process. Finding the degreesdoiréee
not straightforward and requires a detailed process understandingarfer pub-
lished simple approach to determine the potential degrees of freedomdraseit
operations is extended to also cover vapour compression cycles. A simgiledne
to determine the actual degrees of freedom for vapour compressitas ¢y@lso
presented. Both the methods are illustrated on four case studies wheitfehe d
ence between potential and actual degrees of freedom are explameglaed to
the process layout.



Appendix A

Optimal operation of a mixed
fluid cascade LNG plant

Studies on the operation of complex vapour compressioresydike
the one used for the production of liquefied natural gas (LN not
widely reported in the open literature. This is a bit suiipds consider-
ing the large amount of work that has been put into optimi#iregdesign
of such processes. It is important that the process is agabEbse to
optimum to fully achieve the maximum performance in practichere
are possibilities for savings, both due to (a) identifyihg bptimal point
of operation, and (b) selecting the controlled variablehgdhat the op-
timal operation depends weakly on disturbances.

In this paper we study the mixed fluid cascade (MFC) LNG predes
veloped byThe Statoil Linde Technology Alliancé/e study the degrees
of freedom and how to adjust these to achieve optimal stetate-op-
eration.

A.1 Introduction

Large amounts of natural gas (NG) are found at locations that makesasibfe or
not economical to transport it in gaseous state (in pipelines or as corpgie€d

to the customers. The most economic way of transporting NG over long déstanc
is to first produce liquefied natural gas (LNG) and then transport th@ hiNships.

At atmospheric pressure LNG has approximately 600 times the density afigase
NG.

At atmospheric pressure LNG has a temperature of approximat&2°C, so
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the process of cooling and condensing the NG requires large amountsrofye
Several different process designs are used and they can beedgroopghly as
follows:

e Mixed refrigerant: The refrigerant composition is adjusted to match the
cooling curve of NG. Some are designed with a separate pre-cooling cycle

e Cascade process (pure fluid): Several refrigerant cycles atetadimit the
mean temperature difference in the heat exchange

e Mixed fluid cascade process: Energy efficiency is further improveasinyg
several mixed refrigerant cycles

The process considered in this paper is the Mixed Fluid Cascade (MBCgg®
developed byr'he Statoil Linde Technology Allian¢Bach 2002. The MFC pro-
cess has three different cycles, all with mixed refrigerant and thecficde with

two pressure levels.

The steady-state model for this plant is implemented in gPRONSH{, result-

ing in approximately 14000 equations. Optimizing the plant takes in the order
of 2 hours on a Pentium 4 computer with 2.8 GHz and 512 MB RAM running
GNU/Linux.

A.2 Process description

A simplified flowsheet is given in Figur&.1. For more details about the process
consultBach(2002 andForg et al.(1999.

Nominal conditions:

e Feed: NG enters witP = 61.5bar andT = 11°C after pretreatment. The
composition is: 88 % methane, F% ethane, Z5% propane and.25%
nitrogen. Nominal flow rate is 1 kmof's

e Product: LNG is aP = 55.1bar andl = —155°C

e The refrigerants are a mix of nitrogeNy), methane,), ethane ¢,) and
propane C3) and the compositions are used in optimization.

e The refrigerant vapour to the compressors are super-heatézl 10

e The refrigerants are cooled to 4Q in all sea water (SW) coolers (assumed
maximum cooling)
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Figure A.1: Simplified flowsheet of the MFC process. SC - sub-coolindecyc
LC - liguefaction cycle, PC - pre-cooling cycle (two stages 1 and 2). &sgof
freedom associated with variable active charge in each cycle areawhsh

e Pressure drops are3bar in SW coolers, .8 bar for hot flows in main heat
exchangers and ®bar for cold refrigerant in main heat exchangers

The SRK equation of state is used both for NG and the refrigerants. Tdte he
exchangers are distributed models with constant heat transfer caefficiéhe
compressors are isentropic with 90% constant efficiencies.

A.3 Degree of freedom analysis

In this section we present a detailed degree of freedom analysis whiclngpar-
tant result of this work.

In a single simple vapour compression cycle (e.g. a home refrigeratoe) dner
two obvious manipulated inputs, namely the compressor and the*vdivaddi-
tion, there is a less obvious manipulated variable. This is the “active chiarges
cycle, which may be modified by introducing a unit (tank) with variable holdup
(Jensen and Skogest&®07). The active charge may be changed by placing tanks

*In addition one might control flow of hot and cold fluid, but this is outsidedyde, so let us
overlook that for now
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at many different locations, but from a simple mass balance it may be vehfgd
for each cycle one may have only one independent variable (tankjiatesbwith
the active charge. Thus for the cycles the number of manipulated var&ieltse
number of compressors and valves plus one active charge for egleh cy

Let us now look at the MFC process.

A.3.1 Manipulated variables (MV’s)
From the discussion above we find that there are in total 26 manipulatelearia
(degrees of freedom):

e 5 Compressor poweksk;

e 4 Choke valve openings

e 4 SW flows in coolers

1 NG flow (can also be considered a disturbance)

9 Composition of three refrigerants

3 active charges (one for each cycle)

A.3.2 Constraints during operation

There are some constraints that must be satisfied during operation.

e Super-heating: The vapour entering the compressors mostlfeC super-
heated

TLO,t,‘tG: NG Temperature out of SCHX must ke—155°C or colder
Pressure: 2bar P < 60bar

NG temperature after PCHX1 and PCHX2 (not considered in this paper)

Compressor outlet temperature (not considered in this paper)

A.3.3 Active constraints

We are able to identify some constraints that will be active at optimum. In total
there are 11 active constraints:
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e Excess cooling is costly SR} = —155°C
e Optimal with low pressure in cycles $= 2bar (for all 3 cycles)

e Maximum cooling: Assumd@ = 11°C at 4 locations

A.3.4 Unconstrained degrees of freedom

After using 11 of the 26 manipulated inputs to satisfy active constraints, eve ar
left with 15 unconstrained degrees of freedom. In this work we congideNG
flow given from elsewhere (disturbance to the process). In additioassame
that the degree of super-heating is controlled®t,, = 10°C, so we are left with

13 degrees of freedom in optimization. For a steady state analysis the pairing
inputs and outputs is insignificant, so say we are left with the following sudfset
the MV's:

e 3 NG temperatures (after PCHX1, PCHX2 and LCHX)
e RhinSC
e 9 Refrigerant compositions

In this paper we will not consider manipulating refrigerant composition imape
tion (only in the optimization), so of the 13 unconstrained degrees of freed®
are left with 4 during operation.

A.4  Optimization results

In this section we are optimizing on the 13 degrees of freedom given gbove
locate the optimal operation of a given MFC LNG plant. The resulting temperature
profiles for the four main heat exchangers are given in FigL2e Some key values

of the refrigerant cycles are given in Tal#lel where the nomenclature is given in
FigureA.1.

Some remarks:
e The total shaft work is 1896 MW

e The optimal NG temperature out of PCHX1, PCHX2 and LCHX 157.3°C,
—51.5°C and—77.1°C, respectively
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Figure A.2: Temperature profiles

e Inthe true design there will separators at the high pressure side ofdles cy
which has not been considered here. Further work will include an sisaly
of the effect of this sub-optimal design

e In the SC cycle the pressure ratios over the two compressor stages are fa
from equal (which is a rule of thumb for compression ratios). This is exau
the inlet temperature to the first stage (approximate®®°C) is much lower
than inlet temperature to the second stage C)1

e Nitrogen is present in SC only to satisfy the minimum pressure of 2bar
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Table A.1: Optimal operation of a MFC process

PC1 PC2 LC e
Abaj 645 200 2.00 2.00
P [baf 6.45 - 28.38

Pbaj 1503 1503 2058  56.99

C1[%) 0.00 0.00 4.02 52.99
Co[% ~ 37.70 37.70 8296 4245
Cs[% 6230 6230 13.02 0.00
N [%) 0.00 0.00 0.00 4.55
A[mols!] 464 685 390 627

Ws[MW]  1.2565+2.644 2.128 3.780+1.086

A.5 Control structure design

PCHX%L PCHX?Z LCHX% SCHX jb

Figure A.3: Suggested control structure for the MFC process. SH iseeatf
super-heating controllers, PC and TC are pressure and temperattnalecs re-
spectively. Not shown: Three pressure controllers on the low presstde using
the active charge in each cycle

In the section above we where able to identify the optimum for the process, bu
how should this optimum be implemented in practice? First we need to control the
active constraints:
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e R is for each of the 3 cycles: For this we may use “active charge” (see
discussion above)

e Maximum cooling in 4 SW coolers: SW flow at maximum
e LNG outlet temperature at155°C: May use first compressor stage in SUB
In addition, we choose to control:

e Degree of super-heating (4 locations): For this we may use the con@spo
ing choke valve opening

The four remaining degrees of freedom should be used to controblesiahich
have good self optimizing properties:

“Self optimizing control is when we can achieve acceptable loss with constant
setpoint values for the controlled variables (without the need to re-optirmizaw
disturbances occur)'Skogestad2000.

To evaluate the loss one needs to consider the effect of disturbarttes@emen-
tation errors. A steady-state analysis is usually sufficient because dheraics
are primarily determined by the steady-state.

Based on physical insight the following four variables may been sugtjeste
o TSEia
o T8¢
o &
o P,

A possible control structure with these four variables and the activetreamts
controlled is shown in FigurA.3. However, note that the “pairings” of controlled
and manipulated inputs are included primarily to illustrate that we have available
degrees of freedom, as this does not matter for evaluating self-optimizimgpto

at steady-state. It will be the subject of future work to compare this chafice
controlled variables with one that follows from a systematic procedure.

A.6 Conclusion

We have shown that the degrees of freedom in vapour compressies aye equal
to the number of compressors and valves plus one. The extra degreeadi is
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related to the “active charge” in the system, and a tank with variable holawpdsh
be included to gain this degree of freedom.

A detailed degree of freedom analysis for the MFC process revealthtrat are
four unconstrained degrees of freedom in operation (not consgleramipulating
refrigerant compositions). To fully achieve the potentially high thermodynamic
efficiency of the MFC process it is important that these four unconstialegrees

of freedom are utilized optimally.

Bibliography

(n.d.).http://ww. psenterprise.com products_gprons. htm .

Bach, W. A. (2002), ‘Developments in the mixed fluid cascade processC)
for LNG baseload plantsReports on science and technology Litt®e

Forg, W., Bach, W., Stockmann, R., Heiersted, R. S., Paurola, P. adtidtne,
A. O. (1999), ‘A new LNG baseload process and manufacturing of thie ma
heat exchangerReports on science and technology Littde

Jensen, J. B. and Skogestad, S. (2007), ‘Optimal operation of sinfpilgera-
tion cycles. Part I: Degrees of freedom and optimality of sub-cooli@gmput.
Chem. Eng31, 712-721.

Skogestad, S. (2000), ‘Plantwide control: the search for the self-optiggontrol
structure’,J. Process Contd ((5), 487-507.


http://www.psenterprise.com / products_gproms.html

158 Bibliography




Appendix B

On the Trade-off between Energy
Consumption and Food Quality
Loss in Supermarket
Refrigeration Systems

J. Cai, J. B. Jensen S. Skogestdid J. Stoustrup

Submitted for publication in the proceedings of the 2008 American Control Con
ference, Seattle, USA

This paper studies the trade-off between energy consumptid food
quality loss, at varying ambient conditions, in supermarké&igeration
systems. Compared with the traditional operation with gues control,
a large potential for energy savings without extra loss ofifquality is
demonstrated. We also show that by utilizing the relatigébyv dynam-
ics of the food temperature, compared with the air tempegatue are
able to further lower both the energy consumption and th& palue

of power requirement. The Pareto optimal curve is found blioé
optimization.
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nology (NTNU), 7491 Trondheim, Norway. (e-mail:  jorgenba@chegietnu.no,
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B.1 Introduction

Increasing energy costs and consumer awareness on food prsaigtysand qual-

ity aspects impose a big challenge to food industries, and especially to superma
kets, which have direct contacts with consumers. A well-designed optimaito
scheme, continuously maintaining a commercial refrigeration system at its opti-
mum operation condition, despite changing environmental conditions, witheeh

an important performance improvement, both on energy efficiency arnlddgiaal-

ity reliability.

Many efforts on optimization of cooling systems have been focused on optgnizin
objective functions such as overall energy consumption, system efficieapac-

ity, or wear of the individual components, sdakobsen and Rasmusg@d998),
Jakobsen et a[2001), Larsen and Thyb@2004), Leducqa et al(2009, Swens-
son(1994. They have proved significant improvements of system performance
under disturbances, while there has been little emphasis on the quality aépect
foodstuffs inside display cabinets.

This paper discusses a dynamic optimization of commercial refrigeratiomsy,ste
featuring a balanced system energy consumption and food quality logsm&if
developed quality model of food provides a tool for monitoring and contigtlie
quality loss during the whole process, €& et al.(2006.

The paper is organized as follows: Operation and modelling of a reftigara
systems is presented in SectBr2. In SectionB.3 we introduce the problem for-
mulation used for optimization. Different optimization schemes and results are
presented in SectioB.4. Finally some discussions and conclusions follow in Sec-
tion B.5 and SectiorB.6.

B.2 Process description

A simplified sketch of the process is shown in Figi&. In the evaporator there
is heat exchange between the air inside the display cabinet and the cigdnait,
giving a slightly super-heated vapor to the compressor. After compregsadot
vapor is cooled, condensed and slightly sub-cooled in the condergsislightly
sub-cooled liquid is then expanded through the expansion valve giviolgl &weo-
phase mixture.

The display cabinet is located inside a store and we assume that the st@e has
constant temperature. This is relative true for stores with air-conditioniling
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Figure B.1: Sketch of a simplified supermarket refrigeration system stirdtacs
paper.

condenser and fans are located at the roof of the store. Condensadicimeved
by heat exchange with ambient air.

B.2.1 Degree of freedom analysis

There are 5 degrees of freedom (input) in a general simple refrigersystem,
seeJensen and Skogesté&2D07). Four of these can be recognized in Figgré
as the compressor spedd:J, condenser fan speetl{r), evaporator fan speed
(Ner) and opening degree of the expansion valve (OD). The fifth one is deiate
the active charge in the system.

Two of the inputs are already used for control or are otherwise comstra

e Constant super-heatindTsup = 3°C): This is controlled by adjusting the
opening degree (OD) of the expansion valve.

e Constant sub-cooling\Is,p, = 2°C): We assume that the condenser is de-
signed to give a constant degree of sub-cooling, which by designiotess
the degree of freedom related to active charge,Jersen and Skogestad
(2007).

So we are left with three unconstrained degrees of freedom that sheuwised to
optimize the operation. These are:

1. Compressor speddt
2. Condenser fan spe®gr
3. Evaporator fan speéd:r
These inputs are controlling three variables:

1. Evaporating pressui
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2. Condensing pressuRe
3. Cabinet temperaturRapin

However, the setpoints for these three variables may be used as manijnpatsd
in our study so the number of degrees of freedom is still three.

B.2.2 Mathematical model

The model equations are given in TaBI4; please sekarsen(2005 for the mod-

elling of refrigeration systems. We assume that the refrigerator hasyfaatrdcs
compared with the display cabinet and food, so for the condensenmtap valve

and compressor we have assumed steady-state. For the display cabifeba

we use a dynamic model, as this is where the slow and important (for economics)
dynamics will be. The food is lumped into one mass, and the air inside the cabinet
together with walls are lumped into one mass. The main point is that there are two
heat capacities in series. For the case with constant display cabinet &unper

we will also have constant food temperature. There are then no dynandicgea

may use steady-state optimization.

Some data for the simulations are given in Tabl2; please sekarsen(2005 for
further data.

B.2.3 Influence of setpoints on energy consumption

As stated above, this system has three setpoints that may be manip&ateg:

and Teapin. In FigureB.2, surface shows that under 2 different cabinet tempera-
tures, the variation of energy consumption with varylagandP:=. PointA is the
optimum for cabinet temperatuapin1 and pointB is the optimum forTeapinz
Teabin1iS lower thanTgaping SO the energy consumption is higher in pdhthan in
pointB.

B.2.4 Influence of setpoint on food quality

Food quality decay is determined by its composition factors and many environ-
mental factors, such as temperature, relative humidity, light etc. Of all tie en
ronmental factors, temperature is the most important, since it not only strongly
affects reaction rates but is also directly imposed to the food externallyofhiee
factors are at least to some extent controlled by food packaging.
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Table B.1: Model equations

Compressor
Wc _ mer(his(Pe,.,]IID:)—hoe(Pe))

hic = 1,7,7;] - (his(Pe, Pe) — hoe(Pe)) -+ hoe(Pe)

Mret = Nc Vg - Nvol - Pret (Pe)

Condenser

Wer = Kicr - (Ncp)®

Mairc = Kocr -Ner

Taoc = Te+ (Tamb— Tc) - eXp(_(aC : manﬁc)/(mair,c - C Pair ))
0= et - (hic(P& Pc) - hoc(Pc)) - rhair‘c -Cpair - (Taoc* Tamb)
EVapOfator

Weg = K1 gr - (Nep)®

Mair £ = K2.eF - Ner

Tace= Te+ (Teabin— Te) - exp(— (og- mgﬁE)/(r'nair,E -C pair))
0= Qe— rhair,E -Cpair - (Teabin— Taoe)

Display cabinet

Qc2f =UAcf - (Tcabin* Tfood)

Qo =UAgs (Tsore— Tabi

d‘_[;fl% =(mC pfood):l : chf ) )

=" = (MC Rapin) 1. (—Qe2f — Qe + Qsxc)

Qfood,loss = fttgf 100-Dr ret eXF(TfOL;TM)dt

Table B.2: Some data used in the simulation
Display cabinet
heat transfer arddAsyc = 160 WK1
heat capacitymC p.apin= 10kJ K
Food
heat transfer aredj Acor = 20.0 WK 1
heat capacitymC poog = 756 kJK?!
quality parameterDr ret = 0.2day?;
quality parameterTes = 0°C
guality parameterZ = 10°C
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Figure B.2: Energy consumption under different setpoints.

Here we focus on the temperature influence to food qu@ligyq. The only set-
point directly influencing food temperature (and thus food qualityligin. Fig.

B.3 shows the daily quality loss for chilled cod product under 4 ca3gsg of

2, 1°C andTsin. Tsin1 and Tsjn 2 are the sinusoidal function with mean value of
1°C, amplitude of 2C and 3 C respectively, period is 24 h. Note that the quality
loss is higher with higher temperature, but there is only minor extra loss dver 2
by using a sinusoidal temperature with small amplitude. A sinusoidal with large
amplitude has a larger influence on quality due to the non-linearity of the quality
function, it will not be considered here.

Figure B.3: Fresh fish quality loss when stored at different temperatures

B.3 Problem formulation

We here consider at a time horizon of three days, ambient temper@ige fol-
lows a sinusoidal function with a mean value of°#) period of 24 hours and
amplitude of 6C. This is a normal temperature profile in Denmark during sum-
mer, sedDanmarks Meteorologiske Instit(2007).
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The objective is to minimize the energy consumption, subject to maintaining a
fixed quality loss, by using those 3 DOF. This can be formulated mathematically
as:

min J (B.1)
(N (t),Ncr (t),Ner (1))
tf
where J:/t (Ve (t) -+ Ve (1) -+ Wep (1)) dt (B.2)

Wt (t)

The quality loss of the food could be included in the objective function directly
but we choose to limit it by using constraints. The optimization is also subjected to
other constraints, such as maximum speed of fans and compressor, minimdum a
maximum value of evaporator and condenser pressure etc.

In this paper, the food is a fresh cod product. Danish food authoritesiree
it to be kept at a maximum of°Z. The control engineer will normally set the
temperature setpoint a little lower, for example a€1

Case 1Traditional operation with constant pressurg) ( (Pc) and constant
temperaturesTtapin= Tioog = 1°C)

There are usually large variations in the ambient temperature during thegear
traditional operation it is necessary to be conservative when choosrsgtpoint

for condenser pressure. To reduce this conservativeness it is aotonuge one
value for summer and one for winter. We will here assume that the summer setting
is used.

To get a fair comparison with traditional control, which operates°a, ve will
illustrate our optimization by considering the following cases:

Case 2T¢apin andTigoq CcONstant at 1C.
Two remaining unconstrained degrees of freedom as functions of time are
used for minimizing the energy consumptiorBri.

P t °
Case 3Tood = ¢ i Trood(t) ct = 1°C.
Three remaining unconstrained degrees of freedom as functions ofrgme a
used for minimizing the energy consumptior8ri.

Case 4Q00d, l0sdtf) < 75.5%.

Three remaining unconstrained degrees of freedom as functions ofrgme a
used for minimizing the energy consumptionBril. 755% is the quality
loss at constant temperature ¢fC obtained in cases 1 and 2.
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B.4 Optimization

B.4.1 Optimization

The model is implemented gPROM S and the optimization is done by dynamic
optimization (except for Case 1). For the Case 2, we have used piedewiae
manipulated variables with a discretisation every hour. For the cases wyingar
cabinet temperature (Case 3 and 4), we have used sinusoidal functioms+ A-
sin(1t-t/24+ @), whereug is the nominal inputA is the amplitude of the input,

is the time andp is the phase shift of the input.

Using a sinusoidal function has several advantages:

e There are much fewer variables to optimize on, only 3 for each input, com-
pared with 3 parameters for each time interval for discrete dynamic opti-
mization

e There are no end-effects.

In all cases we find that the phase shift is very small.

B.4.2 Optimization results

TableB.3 compares the four cases in terms of the overall dpshd quality loss,
maximum total powerfotmax) and maximum compressor powdid max). The

two latter variables might be important if there are restrictions on the maximum
compressor power or on the total electric power consumption.

Some key variables, including speed and energy consumption for casnpeesd
fans as well as temperatures, are plotted for each case in Bdatierough Figure
B.8.

Table B.3: Traditional operation and optimal operation for three diffecent

straints
Casel Case? Case3 Caseéd

J[MJ] 273.7 242.8 240.7 241.4
Qfoodoss(tf) [%0] 75.5 75.5 76.1 75.5
We max [W] 955 1022 836 879
Wiot max[W] 1233 1136 946 981

For Case 1 (traditional operation) the total energy consumption over dasexis
2737 MJ. Note that the condenser temperature (and pressure) is notrogpariti
time.
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If we keepTeanin = Troog CONstant at 1C, but allow the pressures (and temper-
atures) in the condenser and evaporator to change with time (Case 2), we ma
reduce the total energy consumption by3% to 2428 MJ. Fig. B.6 shows that

the evaporator temperature is constant, because we still control the tcinmne
perature, while the condenser temperature varies with ambient temperahgre.
quality is the same as in Case 1 because of the constant cabinet tempéragure.
power variations are larger, but nevertheless, the maximum total pWMgem4x)

is reduced by B% to 1136 W.

Next, we also allow the cabinet temperature to vary, but add a constrathieon
average food temperaturégog = 1.0°C (Case 3). This reduces the total energy
consumption with another.9%, while the food quality loss is slightly higher.
Note from FigureB.7 that the evaporator, cabinet and food temperature is varying
a lot.

Finally, in Case 4 we do not care about the average food temperattiiastaad
restrict the quality loss. Witood 10sdtf) < 75.5%, which is the same end quality
we obtained for Case 1, we save.8% energy compared with Case 1, but use
slightly more than for Case 3 @9%). Note from Figurd3.8 that the amplitude
for food, cabinet and evaporator temperature are slightly reducedszechfp Case

3.

An important conclusion is that most of the benefit in terms of energy saisngs
obtained by letting the setpoint {6 andR- vary (Case 2). The extra savings by
changing also the cabinet temperatligg,in (Case 3 and 4) are small. However,
the peak value for compressor power and total system power is sigtlifickn
creased for Case 3 and 4. This is also very important, because a lawprassor
capacity means a lower investment cost, and a lower peak value of totat powe
consumption will further reduce the bill for supermarket owner, adogrtb the
following formula:

-year

Cop: (Pel(t)'Eel(t)+ma)<(Pel(t)) ’ Eel,den{t))dt (B-3)

month

whereCo, is the operating cosEg is the electricity ratel is the electric power,
Eel.demis the electricity demand charge, ni&(t)) is the maximum electric power
during one month.

B.4.3 Trade-off between energy consumption and food qualitioss

Fig. B.4 plots the Pareto optimal curve between food quality loss and energy
consumption. It shows that reducing quality loss and saving energy ilictiog
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objective to a system. An acceptable tradeoff between these two goalscan b
selected by picking a point somewhere along the line. It also shows thatldas

far away from optimization; Case 4 is one optimal point, while Case 2 and 3 are
near optimal solutions.

%0 100
Daily Energy Consumption ™I

Figure B.4: Optimization between food quality loss and energy consumption

B.5 Discussion

Having oscillations in the pressures will impose stress and cause wearemuipe
ment. This might not be desirable in many cases, but in this study the oscillations
are with a period of one day, so this should not be an issue.

Experiments on the influence of fluctuating temperatures on food quality were
reviewed byUlrich (1981, where marginal reduction in final quality due to fluc-
tuations was reported. In our case, food temperature is only slowly vargid

with an amplitude of less tharPC. Thus, this will not pose any negative influence
on food quality.

B.6 Conclusion

We have shown that traditional operation where the pressures ar@agbgses
excessive energy consumption. Allowing for varying pressure in thparator

and condenser reduces the total energy consumption by about 119ngdv/eod
temperature gives only minor extra improvements in terms of energy consumption
but the peak value of the total power consumption is reduced with an additiona
149% for the same food quality loss.

Reducing quality loss and saving energy is a conflicting objective. Our opatimiz
tion result will help the engineer to select an acceptable tradeoff betwesa tiho
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Figure B.5: Traditional operation withapin= 1°C, Pz = 2.4bar and?; = 8.0bar
(Case 1)

goals by picking a point somewhere along the Pareto front line.

This paper investigates the potential of finding a balancing point betwesdityqu
and energy consumption, by open-loop dynamic optimizations. It uses tisogin
ambience temperature as one example. In real life, weather patterns exacity

a sinusoidal function, but real weather conditions can be easily obtiaiaedance
from forecast. Practical implementation, including selecting controlled \agab
and using closed-loop feedback control, will be the theme of future refsea
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