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I had this idea of using an LP to control a process at multiple 
constraints. While taking an electrical engineering course 
on Z transforms, I realized the process dynamics could be 
represented numerically by truncating the infinite series and 
evaluating the terms of the series at each time interval.

…

I was locked in the refinery for 3 or 4 months so I wrote the 
program.

-Charles R. Cutler, December 2010



A t a National AIChE meeting in Houston in April 1979, engineers from Shell presented a 
paper (published also at the JACC in 19801) that attracted the attention of many attend-
ees. According to Prof. Manfred Morari at the University of Pennsylvania, it was essen 
tially impossible to understand the described techniques, which were referred to as 

“dynamic matrix control (DMC),” but they were intriguing because they seemed very differ-
ent from the industrial standards at that time, and they “worked.” The authors claimed that 
they had solved the notoriously difficult cat cracker optimizing control problem2. 

This pioneering paper on DMC turned out to be the genesis of Model Predictive Control 
(MPC), where the central idea is to formulate the control problem as a repeated open-loop 
optimization problem with a moving time horizon. MPC is today the most widely used mul-
tivariable control approach, in both academia and industry. Even the original DMC formu-
lation of MPC, which was invented for the early age of digital computing, is still extensively 
used in most of the larger refineries in the world.

However, it is a common misunderstanding that DMC was developed in the 1980s, or, that 
the credit of its development should go to the Shell Oil Company3. In fact, as document-
ed in the following, the only one who should be credited for the development of DMC is  
Charles R. Cutler (1936-2020). The history goes back to his 1969 PhD proposal to the Chem-
ical Engineering Department at the University of Houston4. There, Cutler laid out his first 
ideas, at the time completely untested in practice. He had the fortunate chance to experiment 
on a real refinery when, while working in the as the process manager of the catalytic cracking 
process at Shell’s New Orleans refinery in 1973, a plant strike forced him to be locked into the 
refinery for three to four months. Having access, authority, and perhaps boredom, he used 
this extremely rare opportunity to prove out his ideas. The experiments were wildly success-
ful and DMC was adopted at Shell after that. However, it would take him nearly 14 years to 
finish the thesis, due no doubt to the part-time nature of his PhD studies and the delay in 
getting permission to have the industrial experimental data published. 

We have come into possession of Cutler’s original 1969 thesis proposal and some interesting
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communications from Cutler, before his death, describing the history behind it. Because the 
timeline and credit of the development of DMC are often incorrectly attributed, we think it 
is important to science historians that his 1969 thesis proposal be published along with these 
communications. It proves that Cutler developed the main points of the theory behind DMC 
all the way back to 1969, before any testing, and thus should be fully attributed to him. For 
example, he used essentially the same diagram in his development of his concept for the PhD 
proposal as was published in the 1980 work:

Top: Figure 2 from Cutler's 1969 thesis proposal (the original manuscript quality is poor). 

Bottom: Figure 2 from the first resulting publication in 1980.2
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This book contains a copy of his original thesis proposal from 1969, sent by Cutler to his col-
league Prof. Manfred Morari, then at ETH Zurich in Switzerland. The original page images 
are quite deteriorated, so some digital enhancements were made for clarity. Prof. Sigurd 
Skogestad from the Norwegian University of Science and Technology, has “translated” the 
document into plain text for easy searchability and reading. He has also provided some com-
mentary. 
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Letters from Cutler

Cutler sent the below email to his colleague Prof. Morari with an explanation of the his-
tory behind the design of DMC. Morari had written to request more about the story. The 
email contained several attachments, including his thesis, his 1980 paper, and various 
letters to and from Shell Oil Company employees about the work between 1973 and 1976. 

It is not necessary to publish all the letters, but they are requests for permission to publish 
his work in various forms, and their subsequent approvals. Two letters from 1975 and 1976 
included a draft of the 1980 paper, indicating how early even that public work was written. 
One particular note for historians is that C. C. Williams III, Manager of Process Engineer-
ing-Refining and Engineering-Products at Shell, wrote in his letter on January 28, 1976 that 
Shell could “not patent the control technique since it has been in commercial use for more 
than one calendar year.” This means DMC was fully commercialized sometime between 1973 
and 1974.

The emails have been reformatted for clarity. Addresses have been redacted in italics. Orig-
inal spellings are left intact. 

From: Charles Cutler <redacted@cutler-tech.com>
Subject: Cutler's Matrix Control
Date: December 16, 2010 at 9:50:03 PM GMT+1
To: Manfred Morari
Cc: 'Matthew Hetzel' <redacted@cutler-tech.com>, 'June Cutler' <redacted@cutler-tech.com>

Hello Man fred

It was good to make contact again with you. I have attached a file that contains communications 
I had when I was working for Shell Oil Company. It provides some historical perspective 
on the evolution of the dynamic matrix control algorithm. I was working for Dr. Huang on 
an experimental thesis at the University of Houston, when Shell offered me a group leader 
position in a newly created process control group in their New Orleans refinery. I had this 
idea of using an LP to control a process at multiple constraints. While taking an electrical 
engineering course on Z transforms, I realized the process dynamics could be represented
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numerically by truncating the infinite series and evaluating the terms of the series at each 
time interval. I ask Huang to let me develop this idea remotely. My proposal to him in 1969 is 
included in the attachment. He agreed to let me return to Houston once a month to review 
my progress and he would let me switch my dissertation topic.

In 1973, the refinery was struck and staff personal took over the operation of the refinery. My 
control group in 1970 and 1971 had build a RTO and computer control system for the catalytic 
cracking unit. Since at the time of the strike I was the process manager of the catalytic 
cracking department, I did not have to ask anyone for permission to test my matrix control 
concept. I was locked in the refinery for 3 or 4 months so I wrote the program. Ramaker's 
contribution was a program that he had help develop at LSU while working on this PHD that 
fit a first order model to data. The inlet temperature to the furnace that  went through a surge 
drum before entering the furnace. Ramaker's program permitted us to get the disturbance 
model for the effect of inlet temperature to the surge drum to the outlet temperature of the 
furnace. The effect of the fuel gas and draft damper were taken from plots of the data versus 
time. As you can see from my proposal to C.J. Huang, the concepts for algorithm were develop 
years before Ramaker's involment.

I kept the file on the communications in Shell in the event someone challenged me as to 
the ownership of the algorithm. I was never challenged, but the word on the street was the 
algorithm belonged to Shell. It did prevent me from getting project work for my new control 
company. Stone and Webster Engineering Company gave me my first opportunity to use the 
algorithm outside of Shell, but only after their lawyers kept the attached file for two months.

I still work 50 plus hours per week for my company. Our new controller is a significantly 
more powerful than the version Aspen still sells. We build a controller this last year that has 41 
manipulated variables and 160 control variables on the largest single train ammonia plant in 
the world in Saudi Arabia. The controller runs at a 10 second frequency, has 420 coefficients, 
and executes in less than a half a second.

If you get to San Antonio for some reason, I would love to have lunch or dinner with you.

Have a great day !!!

Charlie

Selections from the attachments follow.
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The 1969 thesis draft

I       have “cleaned up” the original document which was of rather poor quality.  There are a cou-
ple of places where I’m still unsure and here I put in italics. It is interesting to note that final 
resulting DMC modeling approach (using a discrete step response) and control algorithm 
using linear programming is well developed. He also puts a lot of emphasis on manipulated 
variable constraints, and he goes a long way in describing the steady-state LP solution which 
still to this day is used in commercial software to find a feasible steady-state. The approach 
(which is not clearly mentioned in the PhD proposal) is to order the setpoints in priority 
order and give up less important setpoints until a feasible steady-state solution is found. 
Interestingly, this powerful two-step approach (steady-state feasibility followed by dynamic 
optimization) is still today (2025) largely unknown in the academic community. 

—Sigurd Skogestad 
Professor, Norwegian University of Science and Technology

August 24, 1969

Dr. S.J. Huang 
Chemical Engineering Department 
University of Houston 
Houston, Texas

Dear Dr. Huang:

I have outlined in the following pages my proposal for a multivariable control algorithm to 
fulfil my dissertation requirement. I believe this is an original approach in a number of ways 
that will become evident as the algorithm is developed. I would like to apply it to the control 
of complex distillation column that has several reflux systems and draw streams. Preferably 
this should be an actual column, but if I cannot get Shell Oil to let me try it on an actual 
column, then I would use a computer simulation of a column to test the control algorithm. 
The algorithm was formulated to satisfy the following criterion:

1. The manipulated variables should be moved on the basis of a profit criterion, rather than 
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on some type of minimum error criterion that most optimal control systems are based.

2. The algorithm should recognize the ability to use the manipulated variables at future 
times. Prior knowledge of the overall system dynamics should permit the calculation of the 
trajectory of the manipulated variables as well as the controlled variables.

3. The algorithm should include feedback to compensate for prediction errors in the dynamics 
and for disturbances that enter the system.

4. The control algorithm should recognize that control variables are many times set at their 
maximum or minimum values by an overall process optimization. This means the set point 
for the control variable must be approached asymptotically and must not be exceeded.

5. The algorithm should recognize that the manipulated variable has a limited range over 
which to operate, before the valve, compressor, etc., reaches saturation.

6. The algorithm should be capable of controlling  variables with  manipulated variables 
where . 

The explanation of the proposed algorithm is proposed in the following manner. First, I will 
demonstrate how a set of linear algebraic equations can be used to describe the dynamic 
response of more than one dependent variables . Then I will show how the system can be 
expanded to describe the dynamic response of more than one dependent variable  with 
the same independent variable .

By changing from absolute values to differences for the independent and dependent variables, 
the dependent variables may be described in terms of an error relative a set point.

At this point in the development of the algorithm, I will have demonstrated how to calculate 
the change in error in time for the  dependent control variables with a change in the 
independent manipulated variables. The complete response will be calculated by solving 
a system of linear algebraic equations. The next degree of sophistication will demonstrate 
how previous calculated moves in the independent variables and the resulting transient 
condition may be incorporated into current calculations. Also the feedback corrections for 
the errors predicted by dynamic response predictions and disturbances will be added at this 
point in the algorithm development. I shall discuss and show how a least square solution of 
the equations developed would lead to a workable multivariable control system. This will be 
helpful in visualizing the subsequent steps in the algorithm development. The nest step is to 
show how the linear programming algorithm may be used to solve the dynamic equations 
and converge. This last development will be to show how steady state calculations of the 
process economics can be incorporated in the dynamic control equations to obtain the most 
profitable set of control moves. 
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Description of System Dynamics By A Set of Linear Mathematic Equations 

The following analysis is based on the assumption that the process dynamics van be described 
by a set of linear differential equations. This is not a serious limitation since the nonlinear 
systems may be linearized in the region of interest. For a linear system the magnitude of 
the scale factor is preserved. This is demonstrated in Figure 1 where the response of the 
dependent variable  is shown for a unit change in independent variable . 
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Figure 1

If a two unit change is made in independent variable , then the same response is obtained 
from  except that the change in amplitude is multiplied by 2. This is demonstrated in Figure 
2.
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For a linear system the principle of superposition applies and this is demonstrated in Figure 
3.
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Let the numerical subscript on the dependent variable  represent the value of  at some 
discrete time interval after the change in the independent variables. The change in value of 

 at any time interval may be determined by a set of linear algebraic equations if the change 
in the independent variables are known.

Equation Set 1

where , , , etc. are for the time intervals 1, 2, 3 etc. , respectively and represent the 
change in  that results from the cgange in , , and . The coefficients  describe 
the system dynamics and may be determined experimentally by a number of published 
techniques. The relationship between this approach to describing system dynamics and 
finite difference differential equations is obvious. The coefficients  in the equation are 
nothing more than the solution of the differential difference equations. It is a simple matter 
to extend this calculation procedure to more than one dependent variable. For example two 
dependent variables  and .

Equation Set 2

𝐷𝐷𝐷𝐷1 = 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴13𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷2 = 𝐴𝐴𝐴𝐴21𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴22𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴23𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷3 = 𝐴𝐴𝐴𝐴31𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴32𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴33𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷4 = 𝐴𝐴𝐴𝐴41𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴42𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴43𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷5 = 𝐴𝐴𝐴𝐴51𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴52𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴53𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷6 = 𝐴𝐴𝐴𝐴61𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴62𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴63𝐼𝐼𝐼𝐼� 

…  =  … + …  + … 

 

 

𝐷𝐷𝐷𝐷�1 = 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴13𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�2 = 𝐴𝐴𝐴𝐴21𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴22𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴23𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�3 = 𝐴𝐴𝐴𝐴31𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴32𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴33𝐼𝐼𝐼𝐼� 

…  =  … +  …  +  … 

𝐷𝐷𝐷𝐷�1 = 𝐵𝐵𝐵𝐵11𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵12𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵13𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�2 = 𝐵𝐵𝐵𝐵21𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵22𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵23𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�3 = 𝐵𝐵𝐵𝐵31𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵32𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵33𝐼𝐼𝐼𝐼� 

…  =  … +  …  +  … 
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The Change In A Dependent Variable Can Be Expressed As A Change In The Error And 
A Control Scheme Developed Using The Exact Sample Method To Solve For The Current 
Value. 

The change in the dependent variable  and  can be expressed as a change in the error 
when the set point for each variable is known:

Equation Set 3

For illustration, assume that a steady state error exists in one of the dependent variables 
. It is also assumed that the most desirable path for the variable to return to the setpoint 

is known. This is illustrated in Figure 4.
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Desired Response

Initial Steady State Value

𝐷𝐷𝐷𝐷�1 = 𝐷𝐷𝐷𝐷�(At Time = 1) − 𝐷𝐷𝐷𝐷�(At Time = 0) 

𝐷𝐷𝐷𝐷�1 = (𝐷𝐷𝐷𝐷� Set Point−  𝐷𝐷𝐷𝐷� at time = 0) − (𝐷𝐷𝐷𝐷� Set Point−  𝐷𝐷𝐷𝐷� at time = 1) 

𝐷𝐷𝐷𝐷�1 = (Error at time = 0) − (Error at time = 1) = 𝐷𝐷𝐷𝐷�1 
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Since the desired change in  is now known and the coefficients  in the dynamic 
response are known, the best set of moves in the independent variables to accomplish this 
control response can be determined by the method of least squares. The concept is easily 
expanded to multivariable control since the change in independent variables determined 
may influence a number of dependent control variables. 

Equation Set 4

𝐷𝐷𝐷𝐷�1 = 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼� +⋯  𝐴𝐴𝐴𝐴1�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�2 = 𝐴𝐴𝐴𝐴21𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴22𝐼𝐼𝐼𝐼� +⋯  𝐴𝐴𝐴𝐴2�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�3 = 𝐴𝐴𝐴𝐴31𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴32𝐼𝐼𝐼𝐼� +⋯  𝐴𝐴𝐴𝐴3�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�4 = 𝐴𝐴𝐴𝐴41𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴42𝐼𝐼𝐼𝐼� +⋯  𝐴𝐴𝐴𝐴4�𝐼𝐼𝐼𝐼� 

…          …         …                …. 
𝐷𝐷𝐷𝐷�� = 𝐴𝐴𝐴𝐴�1𝐼𝐼𝐼𝐼� + 𝐴𝐴𝐴𝐴�2𝐼𝐼𝐼𝐼� +⋯  𝐴𝐴𝐴𝐴��𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�1 = 𝐵𝐵𝐵𝐵11𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵12𝐼𝐼𝐼𝐼� +⋯  𝐵𝐵𝐵𝐵1�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�2 = 𝐵𝐵𝐵𝐵21𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵22𝐼𝐼𝐼𝐼� +⋯  𝐵𝐵𝐵𝐵2�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�3 = 𝐵𝐵𝐵𝐵31𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵32𝐼𝐼𝐼𝐼� +⋯  𝐵𝐵𝐵𝐵3�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�4 = 𝐵𝐵𝐵𝐵41𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵42𝐼𝐼𝐼𝐼� +⋯  𝐵𝐵𝐵𝐵4�𝐼𝐼𝐼𝐼� 

…          …         …                …. 
𝐷𝐷𝐷𝐷�� = 𝐵𝐵𝐵𝐵�1𝐼𝐼𝐼𝐼� + 𝐵𝐵𝐵𝐵�2𝐼𝐼𝐼𝐼� +⋯  𝐵𝐵𝐵𝐵��𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�1 = 𝐶𝐶𝐶𝐶11𝐼𝐼𝐼𝐼� + 𝐶𝐶𝐶𝐶12𝐼𝐼𝐼𝐼� +⋯  𝐶𝐶𝐶𝐶1�𝐼𝐼𝐼𝐼� 

𝐷𝐷𝐷𝐷�2 = 𝐶𝐶𝐶𝐶21𝐼𝐼𝐼𝐼� + 𝐶𝐶𝐶𝐶22𝐼𝐼𝐼𝐼� +⋯  𝐶𝐶𝐶𝐶2�𝐼𝐼𝐼𝐼�  

𝐷𝐷𝐷𝐷�3 = 𝐶𝐶𝐶𝐶31𝐼𝐼𝐼𝐼� + 𝐶𝐶𝐶𝐶32𝐼𝐼𝐼𝐼� +⋯  𝐶𝐶𝐶𝐶3�𝐼𝐼𝐼𝐼�  

𝐷𝐷𝐷𝐷�4 = 𝐶𝐶𝐶𝐶41𝐼𝐼𝐼𝐼� + 𝐶𝐶𝐶𝐶42𝐼𝐼𝐼𝐼� +⋯  𝐶𝐶𝐶𝐶4�𝐼𝐼𝐼𝐼� 

…          …         …                …. 
𝐷𝐷𝐷𝐷�� = 𝐶𝐶𝐶𝐶�1𝐼𝐼𝐼𝐼� + 𝐶𝐶𝐶𝐶�2𝐼𝐼𝐼𝐼� +⋯  𝐶𝐶𝐶𝐶��𝐼𝐼𝐼𝐼� 

𝑤𝑤𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑗𝑗𝑗𝑗 ≥ 𝑖𝑖𝑖𝑖 
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The number of independent variables fix the size of the matrix to be inverted, therefore any 
degree of accuracy can be achieved in describing the dynamic response by reducing the 
length of the time interval.

Time Dependent Moves in the Independent Variables May Be Incorporated Into the Control 
Algorithm 

An additional improvement can be achieved by permitting the independent variables to 
move in each time interval in the future. For example , , , etc. are moves in the 
independent variable  at times 0, 1, 2 respectively. 

Time

Time

Figure 5
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The response of the dependent variable  to changes in one variable  is shown in Figure 
5. The changes in  are made at time 0 and time 1 and represent a unit increase and decrease, 
respectively, The addition of this concept to the algorithm adds another dimension to the 
control since it allows the “planning” of future moves of the manipulated variables. There 
isn’t any additional dynamic information to extend the algorithm to time dependent moves 
in the independent variable since the dynamic matrix repeats itself. This is illustrated below 
for 2 independent variables.

Equation Set 5

𝐷𝐷𝐷𝐷�1 = 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼�10 + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼�10 +⋯ 

𝐷𝐷𝐷𝐷�2 = 𝐴𝐴𝐴𝐴21𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴22𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴𝟏𝟏𝟏𝟏1𝐼𝐼𝐼𝐼�1 + 𝐴𝐴𝐴𝐴𝟏𝟏𝟏𝟏2𝐼𝐼𝐼𝐼�1 +⋯ 

𝐷𝐷𝐷𝐷�3 = 𝐴𝐴𝐴𝐴31𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴32𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴𝟐𝟐𝟐𝟐1𝐼𝐼𝐼𝐼�1 + 𝐴𝐴𝐴𝐴𝟐𝟐𝟐𝟐2𝐼𝐼𝐼𝐼�1 +⋯ 

𝐷𝐷𝐷𝐷�4 = 𝐴𝐴𝐴𝐴41𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴42𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴𝟑𝟑𝟑𝟑1𝐼𝐼𝐼𝐼�1 + 𝐴𝐴𝐴𝐴𝟑𝟑𝟑𝟑2𝐼𝐼𝐼𝐼�1 +⋯ 

…          …            …             …          ….            

 

 The concept of time varying independent variables is easily extended to more than 
one dependent variable by analogy to equation set 2 where only one move in each of the 
independent variable at time zero was shown. For clarification this situation is illustrated 
below:

𝐷𝐷𝐷𝐷�1 = 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴11𝐼𝐼𝐼𝐼�10 + 𝐴𝐴𝐴𝐴12𝐼𝐼𝐼𝐼�10 +⋯ 

𝐷𝐷𝐷𝐷�2 = 𝐴𝐴𝐴𝐴21𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴22𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴𝟏𝟏𝟏𝟏1𝐼𝐼𝐼𝐼�1 + 𝐴𝐴𝐴𝐴𝟏𝟏𝟏𝟏2𝐼𝐼𝐼𝐼�1 +⋯ 

𝐷𝐷𝐷𝐷�3 = 𝐴𝐴𝐴𝐴31𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴32𝐼𝐼𝐼𝐼�0 + 𝐴𝐴𝐴𝐴𝟐𝟐𝟐𝟐1𝐼𝐼𝐼𝐼�1 + 𝐴𝐴𝐴𝐴𝟐𝟐𝟐𝟐2𝐼𝐼𝐼𝐼�1 +⋯ 

…          …            …             …          ….            

𝐷𝐷𝐷𝐷�1 = 𝐵𝐵𝐵𝐵11𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵12𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵11𝐼𝐼𝐼𝐼�10 + 𝐵𝐵𝐵𝐵12𝐼𝐼𝐼𝐼�10 +⋯ 

𝐷𝐷𝐷𝐷�2 = 𝐵𝐵𝐵𝐵21𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵22𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵𝟏𝟏𝟏𝟏1𝐼𝐼𝐼𝐼�1 + 𝐵𝐵𝐵𝐵𝟏𝟏𝟏𝟏2𝐼𝐼𝐼𝐼�1 +⋯ 

𝐷𝐷𝐷𝐷�3 = 𝐵𝐵𝐵𝐵31𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵32𝐼𝐼𝐼𝐼�0 + 𝐵𝐵𝐵𝐵𝟐𝟐𝟐𝟐1𝐼𝐼𝐼𝐼�1 + 𝐵𝐵𝐵𝐵𝟐𝟐𝟐𝟐2𝐼𝐼𝐼𝐼�1 +⋯ 

…          …            …             …          ….            

 

 

 

Equation Set 6

Correction For Errors in the Dynamic Model and Disturbances To the System

The expression in the algorithm for errors in the dynamic predictions and disturbances 
would be made comparing the predicted error against the actual error. If the actual error 
is less than the predicted error then there would not be any corrections made in the 
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independent variables. If on the other hand the actual error is greater that the predicted 
error the discrepancy between the errors would be corrected by moving the independent 
variables. The use of the least square method of solution in conjunction with the specification 
of a desired system response represents a practical control algorithm for a multivariable 
control system. The algorithm would satisfy four of the six desired criterion listed on the 
first two pages of this letter. The profit criterion is not covered directly with this type of 
approach; however if the set points were the result of an optimization, this would not be a 
serious limitation. 

The method does not provide a technique for recognizing the physical limitations of the 
independent (manipulated) variables. Although this problem can probably be circumvented 
by an iterative process, there appears to be a simpler alternative that will be considered next. 

Use Of the Linear Programming Algorithm To Solve the Dynamic Equations

The sum of the moves in each of the independent variable determines the final steady state 
position of the process. The most desirable steady state is the one which is optimum from the 
standpoint of the profit functions. On this basis the best set of control moves is the set that 
culminates in an optimum steady state operation. The linear programming algorithm provides 
the basis for finding the steady state optimum and also provides a means of constraining the 
response of the process being optimized when the dynamics are described in the manner 
presented in the previous paragraph. The beauty of this approach is that by adjusting the 
allowable error at such interval of time, the convergence of system can be guaranteed. In 
addition, the controlled variable can be allowed to converge in a cyclic manner or in an over-
damped manner depending on how the limits are set at each time interval. This characteristic 
permits the control of a system adjacent to the constraints of the process, which is essential 
if the maximum benefits are to be derived from the control. This principle is illustrated in 
the next figure.

Time

Figure 6
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An optimization by definition forces a process to some set of constraints, therefore an 
algorithm that has an economic motivation must be capable of approaching while not 
exceeding a constraint on control variable.

The elements in the profit row of the linear programming would be derived from a steady 
state model of the process as reported by a number of writers in the literature. 

The control algorithm proposed in this letter is the result of a number of years of studying 
and searching for a practical method of controlling multivariable systems. The criterion 
listed for the control algorithm are not just desirable but necessary if a computer is to 
successfully control a chemical process at an optimum condition. The conventional control 
theory in text books fails miserable short of these criterion, therefore I believe this proposal 
of mine is worth pursuing. To the best of my knowledge the approach has not been proposed 
or attempted before and although my experience with process control at Shell cannot be 
disassociated from my technical background, I can say without hesitation that it does not 
resemble any technique now being used by Shell or under development by Shell.

Your comments, even if you do not agree with my points would be appreciated.

								        Respectfully yours,

								        Charles R. Cutler 
								        1504 Mason Smith 
								        Metairie, La. 70003

CRC/jc

The original documents follow.
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The unpublished 1975 paper

The following "1975 paper" is an early draft paper that was never published. In early 1976, 
Cutler got permission from Shell to publish it, but it seems it never happened. This draft is 
fairly different from the conference paper published in 19801, and the authors are different 
also. Huang, who was the original PhD advisor (but not a control expert) is the first author 

on the 1975 paper, but he is not mentioned in the final 1980 paper which was published at 
JACC (where the authors are Cutler and Ramaker, both from Shell). Some of the figures, are 
dated March of 1973 and are from his earlier correspondence within Shell (see previous).

This "final" DMC paper (which currently has more than 3000 citations on Google Scholar) was 
published in the proceedings of the Joint American Control Conference ( JACC) is San Fran-
cisco in August 19801. However, it seems a version of the paper was discussed with colleagues 
during or following the AIChE Annual meeting in Houston in April 1979.
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