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Abstract: We describe a control structure that is commonly used in the process industry, e.g. chemical and 
petrochemical industries, for switching between manipulated variables (MVs), but which has received little 
attention in academia. It has one controller for each MV, typically PID-controllers, that control the same 
process value (y) but with different manipulated variables (ui) and different setpoints (ri). The scheme is 
sometimes called “separate controllers with different setpoints”, but we suggest that a better name is “split-
parallel control” (SPC), since the two controllers are placed in parallel in the block diagram, but the active 
control action is split between the two controllers, similar to in split-range control (SRC). SPC is an 
alternative to SRC, but it does have some advantages compared to SRC, including ease of implementation 
and the possibility to have different PID tunings for each MV. We also state some yet unresolved questions 
regarding the SPC structure, especially in regard to stability. Split-parallel control (SPC) uses setpoint 
separation to perform the switching, which is an advantage in some cases, for example, for bidirectional 
inventory control.  
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1. INTRODUCTION 

Classical advanced control structures (architectures) are 
described in text books, e.g. in Marlin (2000), Smith and 
Corripio (2006), Skogestad and Postlethwaite (2005), as well 
in the recent review by Skogestad (2023). Some structures can 
be seen as “performance boosters” compared to PI-control, 
while others handle truly multivariable or non-linear control 
problems. 

The processes that we study here have one controlled variable 
(CV; y), and (for simplicity) two manipulated variables (MVs; 
u1, u2). This means that we have an extra degree of freedom, 
which here is used to specify the sequence in which the MVs 
are used, that is, we want to use one MV at a time, in a 
predefined order, for example, based on using the cheapest 
MV first. A classical way of solving this problem is so-called 
split-range control (SRC), as described in Reyes-Lúa et al 
(2019). This is a case of what is known as MV-MV switching 
and two less known alternatives are “valve position control” 
and “separate controllers with different setpoints” (Skogestad, 
2023). 

In this paper, we focus on the last control architecture, which 
is commonly used in industry, but not much described in the 
literature. This structure has previously been called “separate 
controllers with different setpoints” (Forsman, 2005; King, 
2011; Skogestad, 2023), but we suggest that it instead be called 
“split-parallel control” (SPC) because it is a parallel control 
structure which splits the control action and is an alternative to 
split-range control (SRC). Compared to SRC, the SPC 
structure has the advantage of being simpler to implement and 
allowing for separate controllers for each MV.   

A typical application is when we two sources of heating in a 
house, for example, hot water (u2) and more expensive electric 
heating (u1). With split range control (SRC), we have one 
controller c and it is set up such that it first manipulates the hot 
water (u2) to control the temperature (y), and when it saturates 
(at u2=100%) (because it’s a cold day), the controller switches 
to using electricity (u1). With split parallel control (SPC), we 
have two controllers c1 and c2 with different setpoints, say 
r2=23oC for hot water and r1=22oC for electricity. If it is not 
so cold, we only use hot water (u2), so u1=0 and the 
temperature is 23oC. However, on a cold day, u2 (hot water) 
will saturate at 100% and controller c2 is not able to maintain 
the temperature at the setpoint r2=23oC. The temperature y  
will start dropping and when it approaches 22oC, controller c1 
will activate and use the electric heat u1 to keep y at the lower 
setpoint r1=22oC.  

One potential disadvantage with SPC is that the switching is 
based on setpoint separation, which means the CV (y) must 
deviate from the original setpoint before the MV switching 
(between u1 and u2) occurs. In many cases, this is not a problem 
or it may even be an advantage, for example, for the 
application to bidirectional inventory control (Shinskey, 1981; 
Zotică et al, 2022). In other cases, the setpoint should remain 
constant, but if a temporary (dynamic) deviations from 
setpoint is acceptable, and it is possible to add an outer cascade 
loop to SPC as discussed in section 8.  

2. SPLIT  PARALLEL CONTROL (SPC) 

A block diagram for SPC is shown in Figure 1. This control 
architecture is commonly used in industry. The two controllers 
should have different setpoints (SP; r1, r2), but use the same 



 
 

 

 

process or controlled variable (PV; CV), denoted y in the 
diagram. 

In the block diagram the process is represented by a single 
block P with two process inputs (u1, u2) which are equal to the 
controller outputs. We could equally well have written it as 
two processes with individual inputs, and the PV as the sum of 
the outputs of those processes: 

 y = P1(s) u1 + P2(s) u2   + disturbances 

If both controllers in Figure 1 have integral action, e.g. are PI-
controllers, then the system would be internally unstable in a 
linear framework (Appendix A3). A simple way of 
understanding this is that there are infinitely many 
combinations of u1 and u2 that give the same y at steady state. 
However, in practical applications there are always controller 
output saturations (the valve positions (and thus ui) are limited 
to 0% to 100%) or there are overrides from other controllers 
that limit the allowable range for ui. The internal instability is 
actually an advantage as it drives one of the inputs towards its 
constraint limit (0% or 100%) and from equation (A2) we see 
this will happen faster when the setpoint difference |r1-r2| is 
large This means that the two controllers in Figure 1 will be 
operated sequentially (except possibly for shorter periods), 
that is only one ui is active at a time, and this makes the 
nonlinear system (with the saturations) internally stable.  
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Fig. 1. Block diagram for split-parallel control (SPC). Except 
during transitions, only one of the two controllers (C1, C2) is 
active.  

During normal operations, one of the controllers will be 
inactive, with u1 or u2 being not manipulable, either because 
one of the MVs (u1 or u2) is at its maximum or minimum 
saturation limit or because an override selector has made 
another controller take over one of the MVs. Obviously, the 
integral anti-windup functionality plays an important role in 
how well the structure works. 

This SPC structure is not explained or analyzed in much detail 
in the literature. It is briefly mentioned e.g. in King (2011), 
Forsman (2005, 2016), and also in Reyes-Lúa et al. (2018, 
2019,2020) and Skogestad (2023). In Jagtap et al. (2013) it 
appears as a part of override control without being devoted 
special attention. Shinskey (1981) describes it in the context of 
bidirectional inventory control where the difference in 
setpoints is used to take advantage of the buffer capacity. The 

economic advantage of using different setpoints for heating a 
residence is discussed by Reyes-Lua and Skogestad (2019). 

In Balchen and Mumme (1988) there is a mention of “parallel 
control”, which has similarities to SPC, but the two controllers 
have the same setpoint. To avoid internal instability, only one 
controller has integral action. Here, the objective of the extra 
MV u2 is to improve the dynamic response and both controllers 
are always active, so there is no split  between the manipulated 
variables.  

3. BASIC PROPERTIES OF SPC 

For now, we will assume that both controllers have integral 
action. We consider the case where MV saturation (0% - 
100%) is the reason for switching and we assume that the two 
controllers are tuned so that the entire system is stable (relying 
on the MV saturation). 

Example 1. As noted above, since the two controllers have 
different setpoints, one of them will drive its MV (say u1) to a 
limit. At steady state, the PV (y) for the process will be equal 
to the setpoint (reference) of the controller (r2) which has a 
non-saturating MV (u2). Figure 2 illustrates this scenario. 
Here, the initial values were chosen so that the system was not 
in steady state. Initially, both controllers are active and are 
trying to drive the system to their setpoints of r1=50 and r2=52, 
but they are competing, so y remains in the middle at 51. At 
about time t=80 controller 1 (C1) saturates at u1=0%, and 
controller 2 (C2) drives the PV (y) to its setpoint (r2=52). In 
this simulation both processes P1 and P2 were first-order 
processes with deadtime, having the same dynamics. The 
controllers were PI controllers with the same tuning 
parameters (see Appendix A1). 

Fig. 2.  Transient behavior of a SPC system (Example 1). Top 
graph: PV (y) for the process with SP (r1, r2) for the two 
controllers. Middle graph: Output of controller 1 (u1). Bottom: 
Output of controller 2 (u2). 

4. APPLICATION: STEAM HEADER PRESSURE 

Example 2. In this application there are two manipulated 
valves on individual pipes connected to a high-pressure steam 



 
 

 

 

header. One of the valves (V2, u2) is a vent valve which allows 
steam to be vented to the atmosphere. The other (V1, u1) sends 
high pressure steam through a turbine to the lower pressure 
header. The specifications for the control solution is that the 
high pressure header should normally be controlled to a 
setpoint of r1=50 bar(a) with the vent valve completely closed.  
The vent valve should only open when there is an excess 
pressure, that is, when the pressure reaches r2=54 bar. 

Figure 3 shows a split-parallel control architecture that 
satisfies the specifications. PC2 in the figure is the “rescue 
controller” that is only active when venting is needed. It has a 
higher setpoint than PC1, which is the controller maintaining 
the pressure in the header when the plant is running normally. 
Most of the time we wish the output of PC2 (u2) to be zero, 
since venting is not desired. 

PC2

PT

SP=54

SP=50PC1

HP steam header

LP steam header

Vent

Turbine

 

Fig. 3. Split-parallel control for pressure in steam header 
(Example 2). 

5. APPLICATION: BI-DIRECTIONAL CONTROL 

Example 3. Consider a chain of buffers (liquid inventories) 
connected serially by pipes. This is a simplistic representation 
of a plant with “linear” topology. If we wish to maximize the 
throughput of the plant, then the choice of master flow 
(throughput manipulator) depends on the location of the 
bottleneck. Using the control structure shown in Figure 4, we 
get automatic reconfiguration of level control – flow control 
pairing. Details are described in Zotică et al. (2022). 
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Fig. 4. Bi-directional control (Example 3). Each tank has two 
level controllers with different setpoints, and the selectors 
determine which one is active. 

This is an example of a combination of split parallel controllers 
that switch between the MVs and minimum selectors that 
switch the pairing of MVs and CVs. Each tank has a level 
controller with high setpoint (LC1HI, LC2HI) and a level 
controller with low setpoint (LC1LO, LC2LO). 

6. COMPARISON TO SPLIT-RANGE CONTROL 

In a general, there are three alternative structures for MV 
switching (Skogestad, 2023), namely split-parallel control 
(SPC), split-range control (SRC) and valve position control. 
SRC is the oldest and most common structure. However, the 
less well-known SPC alternative studied in this paper, has 
some advantages: 

• With SPC, you can tune the two controllers differently so 
that the parameters, like integral time, are fit for the 
subprocess manipulated with that controller. In SRC, one 
may indirectly achieve different controller gains for the 
two subprocesses by tuning the split location in the table, 
but it is not possible to have different integral times. 

• When using SRC, the two valves are algebraically locked 
to each other. The operator cannot easily choose to run the 
valves independently, whereas this is immediately 
obvious how to do with SPC. 

• In some applications it is an advantage to have two 
different steady states (setpoint separation). In the 
bidirectional control application example above, we could 
have used a single SRC for each level and combined those 
with selectors. However, the advantage of using SPC is 
that we automatically get varying steady state buffer 
levels which enables production to be continued when 
there is a new bottleneck, as explained in Zotică et al 
(2022). 

• In SPC, a disturbance of short duration does not 
necessarily cause a switch to the other MV. There is a 
“grace period”, especially if we have a large setpoint 
separation. In some applications this may be an advantage. 
This is illustrated in Figure 5. The smaller disturbance 
appearing at time t=10 is managed by controller C1 
without activating controller C2.  

• With SPC, for large disturbances or during startup, both 
manipulated variables (u1 and u2) may be used 
simultaneously during dynamic transients. This is 
illustrated in Figure 5 for the larger disturbance at time 
t=60, which causes C2 to be active for a short time.  This 
speeds up the response for y towards the new steady state. 
This will not happen with conventional split-range control 
which only can manipulate one MV at the time.  

The latter is also a disadvantage with SPC because stability 
problems may arise during transients when the two parallel 
controllers are active simultaneously as the total loop gain 
increases. However, this is believed to be more a theoretical 
than a practical problem (see Section 7).  

The SPC architecture obviously has the potential drawback 
that it depends on the process state, e.g. disturbances, which 



 
 

 

 

setpoint (r1 or r2) will be reached at steady state. However, this 
can be addressed by adding another “master” controller on top 
of the other two, as explained in Section 8 below. 

Disturbance 1
Disturbance 2

 

Fig. 5. SPC simulation illustrating grace period for small 
disturbance and fast response for large disturbance. Plot layout 
the same as in Fig 2 (Example 1). 

7. STABILITY CHALLENGES 

When studying SPC, a question posing itself immediately is: 
What are the conditions on system dynamics and controller 
tuning for the two controllers not to start interacting in such a 
way that the entire system becomes unstable? 

The internal instability mentioned in Section 2 may result in 
situations which industrial practitioners often refer to as the 
controllers “fighting” each other. This can be clearly seen 
during the initial period in the simulation in Figure 2. Until 
time is about 80, both controllers C1 and C2 are active at the 
same time and the output y stays at 51, between the two 
setpoints of r1=50 and r2=52. During this period, the system is 
internally unstable with u1 decreasing and u2 increasing 
because of the integral action in the controllers (see Appendix 
A3). The initial value of 51 for y was chosen in the midpoint 
between r1 and r2 such y remains constant at 51 in spite of both 
u1 and u2 changing. However, when u1 reaches saturation (0%), 
the fighting stops and loop 2 operates alone in a stable manner.  

Another instability (which comes in addition to the internal 
instability) may occur if the controllers are tuned too 
aggressively.  Assume that we are in a situation when both 
controllers are active at the same time and are “helping” each 
other by driving y in the same direction. This may occur if the 
setpoints r1 and r2 are close to each other and y is outside the 
setpoint range. In this case, the combined action of the parallel 
controllers may lead to instability with limit cycles (see 
Example 4 and Figure 7). We don’t have a general theoretical 
analysis of when stability will be achieved, because stability 
analysis is difficult for constrained systems with switching. 
However, in terms of the unconstrained (linear) stability, a 
simple analysis for the case with two inputs and with r1=r2, 
says that if each individual controller-process system is tuned 
so that the gain margin is larger than 2, then it is unlikely that 
the combined action of both controllers makes the system 

become unstable (Appendix A2). If the gain margins are 
smaller than 2, then the analysis (Appendix A2) shows that we 
may get (linear) instability during dynamic transients, and 
simulations (Figures 6-8) show that this may initiate limit 
cycles (what a practitioner would call instability), depending 
on the initial state, magnitude of disturbances and amount of 
separation between the setpoints. This is a situation that 
practitioners want to avoid, so our recommendation is to 
always tune the controllers so that they have gain margin at 
least 2, and preferably larger.  

Another theoretical challenge is to prove our conjecture of 
uniqueness of the steady state, that is, that the SPC system 
always ends up in the same final steady state for given 
disturbances, setpoints and MV limits, independent of the 
initial state.  

Example 4: Figure 6 to Figure 8 show simulations of three 
scenarios for the process (P) studied in Example 1 (Fig 2). The 
two subprocesses (P1 and P2) have the same parameters (first-
order with time delay), and C1 and C2 are both PI-controllers 
with identical tunings. Both individual control loops are tuned 
with a gain margin of only 1.31, corresponding to a sensitivity 
function peak value Ms of 4.9. This is surely an aggressive 
tuning, so we may expect stability problems if both controllers 
are active at the same time and driving the system in the same 
direction, which may happen if the setpoint difference is small. 

Fig. 6. Simulation scenario: r1  = 50, r2 = 52. (Example 4; 
similar to Fig. 2 in Example 1 but more aggressive PI tunings). 

The difference between the scenarios is only the setpoint 
separation magnitude. Setpoint r1 is 50 in all cases, but r2 
varies between the scenarios, as described by the figure 
captions. Linearly, when both controllers are active (in the first 
80 minutes), the system is unstable (see Appendix A1), but this 
instability may die out when saturation is reached in loop 1 
(Figures 6 and 7 with r2=52 and r2=51.95) because loop 2 by 
itself (with c1=0) is stable.  



 
 

 

 

Fig. 7. Simulation scenario: r1  = 50, r2 = 51.95 (Example 4). 

Fig. 8. Simulation scenario: r1  = 50, r2 = 51 (Example 4) 

 

However, with the smallest setpoint difference (r2=51, Fig. 8) 
the system settles into “stable limit cycles” which a 
practitioner would call “unstable”. As can be seen, the stability 
of this system cannot be described using linear theory. Note 
that the scales of the vertical axes are different in the figures. 

8. CASCADE CONTROL FOR UNIQUE STEADY STATE  

Figure 9 shows an extension of the SPC scheme, where an 
extra controller C0 has been added (Skogestad, 2023). This 
“master controller” gives the setpoint for C1 and C2, with a 
fixed bias Δr in between them. In this architecture the process 
value will converge to the setpoint of C0 in steady state, if the 
total system is stable. 

As discussed above, this may be desirable in some 
applications, but a disadvantage in others. 
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Fig. 9. SPC extended with a master controller C0. The process 
value y will adhere to the setpoint r0 in steady state, given that 
the controllers are tuned so that the entire system is stable. 

10. CONCLUSION 

Split-parallel control (SPC) is commonly used in industry for 
cases where MV-saturation makes it necessary to use two or 
more MVs (u1, u2) to control the CV (y) under all steady-state 
conditions. SPC is internally unstable when seen from a 
linear point of view, but this is actually an advantage as it 
drives one of MVs to its constraint limit. Compared to the 
more well-known split-range control, SPC has the advantage 
that it is simpler to implement and that one can have different 
tunings (c1, c2) for each MV. It requires the use of different 
setpoints (r1, r2) which may be an advantage or disadvantage, 
depending on the situation.  Another advantage is that SPC 
may use more than one MV using dynamic transients, which 
may speed up the response (see disturbance 2 in Figure 5). 
However, as discussed in Section 7 this may cause problems 
with instability and limit cycles (Figure 8) if aggressive 
tunings are used for the individual controllers (c1, c2). 
Nevertheless, by using reasonable tunings this is not believed 
to be a problem in practice. A more careful theoretical study 
of such switched systems would be useful to answer these 
questions in more detail.   
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APPENDIX 

 
A1. Parameters in simulations 

Example 1: 
  𝑃𝑃1 (𝑠𝑠) = 𝑃𝑃2(𝑠𝑠) = exp (−𝑠𝑠)

5𝑠𝑠+1
,     𝐶𝐶1(𝑠𝑠) = 𝐶𝐶2(𝑠𝑠) = 0.83 5𝑠𝑠+1

5𝑠𝑠
     

Example 4: 
  𝑃𝑃1 (𝑠𝑠) = 𝑃𝑃2(𝑠𝑠) = exp (−2𝑠𝑠)

5𝑠𝑠+1
,     𝐶𝐶1(𝑠𝑠) = 𝐶𝐶2(𝑠𝑠) = 3 5𝑠𝑠+1

5𝑠𝑠
     

 

Anti-windup with tracking (e.g., Skogestad (2023)) was 
implemented on both controllers with tracking time constants 
τT1 = 2 and τT2 = 5. 
 

A2. Stability analysis (for Section 7). 

Assume that both parallel controllers are active so that the 
system is operating in the linear region (with no constraints). 
The closed-loop response of the linear system in Figure 1 is 
then  

(𝐴𝐴1)    𝑦𝑦 =
1

1 + 𝐿𝐿1 + 𝐿𝐿2
(𝐿𝐿1𝑟𝑟1 + 𝐿𝐿2𝑟𝑟2) 

Here L1=P1C1 and P2=P2C2. Linear stability is determined by 
the parallel loop transfer function  𝐿𝐿 = 𝐿𝐿1 + 𝐿𝐿2. From the 
Bode stability condition we have that the system is closed-
loop stable if and only if |𝐿𝐿(𝑗𝑗𝜔𝜔180)| < 1 where 𝜔𝜔180 is the 
frequency where  ∠𝐿𝐿(𝑗𝑗𝜔𝜔180) =  −180𝑜𝑜.  Also note that 
|𝐿𝐿(𝑗𝑗𝜔𝜔180)| = 1

𝐺𝐺𝐺𝐺
.    We assume for simplicity that the loop 

transfer functions have the same dynamics. Then  𝐿𝐿1 =
𝑘𝑘1𝐿𝐿0(𝑠𝑠), 𝐿𝐿2 = 𝑘𝑘2𝐿𝐿0(𝑠𝑠) and 𝐿𝐿(𝑠𝑠) = (𝑘𝑘1 + 𝑘𝑘2)𝐿𝐿0(𝑠𝑠) so  all 
transfer functions have the same 𝜔𝜔180. Then  |𝐿𝐿(𝑗𝑗𝜔𝜔180)| =
|𝐿𝐿1(𝑗𝑗𝜔𝜔180)| + |𝐿𝐿2(𝑗𝑗𝜔𝜔180)| = 1

𝐺𝐺𝐺𝐺1
+ 1

𝐺𝐺𝐺𝐺2
 and a necessary and 

sufficient condition for linear stability is  1
𝐺𝐺𝐺𝐺1

+ 1
𝐺𝐺𝐺𝐺2

< 1. If 

both subsystems have the same gain margin then this gives 
the necessary and sufficient stability condition GM1 = GM2 
> 2. If this condition is satisfied then no instability is 
expected for the system in Figure 1.  
 
This also means that if GM1=GM2 is less than 2 and the two 
loops are identical (L1=L2) then we will have linear instability 
(during dynamic transients with no input saturation). 
However, this does not necessarily mean that the instability 
results in “nonlinear” instability (that is, limit cycles) when 
constraints are encountered. This is clearly seen in Example 3 
where GM=1.31 which is much less than 2. Thus, locally we 
have instability, but it does not necessarily lead to limit cycles 
as seen in the simulations in Figures 6 and 7. 
 

A3. Internal instability (for Section 2). 
The above stability analysis is a not related to the internal 
instability mentioned in Section 2. In fact, the internal 
instability (and non-uniqueness in the inputs) does not appear 
in equation (A1). To see the internal instability, we need to 
consider the transfer function to the inputs. For example, the 
transfer function from the setpoints to u1 is given by (when 
operating in the linear region with no saturation): 
   𝑢𝑢1 = 𝐶𝐶1(𝑟𝑟1 − 𝑦𝑦 ) =  𝐶𝐶1(𝑟𝑟1 −  1

1+𝐿𝐿1+𝐿𝐿2
(𝐿𝐿1𝑟𝑟1 + 𝐿𝐿2𝑟𝑟2) =

 𝐶𝐶1
1+𝐿𝐿1+𝐿𝐿2

(𝑟𝑟1 + 𝐿𝐿1𝑟𝑟1 + 𝐿𝐿2𝑟𝑟1 −  𝐿𝐿1𝑟𝑟1 −  𝐿𝐿2𝑟𝑟2)    

 

That is, we get 

(𝐴𝐴2)   𝑢𝑢1 =  
𝐶𝐶1

1 + 𝐿𝐿1 + 𝐿𝐿2
( 𝑟𝑟1 + 𝐿𝐿2(𝑟𝑟1 −  𝑟𝑟2)) 

 We get a similar expression for u2 (but with indices 1 and 2 
interchanged). The internal instability appears in the last term 
in equation (A2) where there is an (unstable) integrator in L2 
which is not stabilized by the feedback. The internal instability 
drives one of the inputs towards its constraint limit (0% or 
100%) and from equation (A2) we see this will happen faster 
when the setpoint difference |r1-r2| is large. Which constraint 
that is encountered depends on the value of the disturbances.  
 
 


