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Abstract— Instability and inverse response behaviour make
anti-slug control at offshore oil-fields an interesting control
problem where a robust solution considering the nonlinearity
of the system is required. We tested three control solutions by
experiments in this paper. First, we used state-feedback with
state estimation by a nonlinear high-gain observer. Secondly, we
applied feedback linearization with measured outputs. Finally,
we designed gain-scheduling IMC (Internal Model Control)
based on linear models identified from closed-loop step test.
We compared these three solutions in terms of robustness
and their range of operation. The high-gain observer was
only applicable by using the top-side pressure measurement
in a limited range; it was not stable when using the the
subsea pressure measurement in closed loop. The IMC method
was more robust against time-delay in the subsea pressure
measurement compared to the feedback linearizing controller.

I. INTRODUCTION

Oscillatory slugging flow conditions in offshore multi-

phase pipelines are undesirable and an effective solution is

needed to suppress them. One way to prevent this behaviour

is to reduce the opening of the top-side choke valve. How-

ever, this conventional solution increases the back pressure

of the valve, and it reduces the production rate from the

oil wells. The recommended solution to maintain a non-

oscillatory flow regime together with the maximum possible

production rate is active control of the topside choke valve

[1]. The control system used for this purpose is called anti-

slug control. This control system uses measurements such as

pressure, flow rate or fluid density as the measured controlled

variables and the topside choke valve is the main manipulated

variable [2].

Existing anti-slug control systems tend to become unstable

after some time, because of inflow disturbances or plant

changes. We aim to find a robust control solution for anti-

slug control systems. The nonlinearity at different operating

conditions is one source of plant change. The effective

time delay in the process is another problematic factor for

stabilization. In addition, for the topside pressure, there

are two unstable (RHP) zeros which result in an inverse

response, and make stabilization difficult. The nonlinearity

can be counteracted by gain-scheduled linear controllers or

by model-based nonlinear controllers. These two approaches

are compared in terms of robustness and operation range in

this paper, by comparing delay margin of the control loop

and the maximum achievable valve opening.
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Engineering, Norwegian University of Science and technology, Trondheim,
NO-7491 skoge@ntnu.no

TABLE I

SUCCESS OF DIFFERENT SOLUTIONS FOR ANTI-SLUG CONTROL

method \ measurement
topside
pressure

subsea
pressure

using both
pressures

PID/H∞/LQG [2], [8] † © ©

Linear observer [6] † © −
Nonlinear observer [6] § † †

Feedback linearization [7] − − ©

Back stepping [3] − © −
IMC [this work] − © −

−: not investigated ©: works well §: not robust †: doesn’t work

A back-stepping design has been used in [3] for nonlinear

control of slug flow in risers. A partially linearizing feedback

controller that uses the mass of liquid in the riser for

state feedback was proposed in [4]. A simple nonlinear

Luenberger-type observer was used in [5] to estimate the

state variable needed for the controller. However, the sep-

aration principle does not hold for nonlinear systems in

general, and the combined closed-loop observer/controller

is not guaranteed to be stable for all conditions. In our

previous work [6], it was shown that a nonlinear observer

fails in closed-loop when using the subsea pressure as

the measurement. This was a surprising result, since the

subsea location is preferred when using simple PI control.

A nonlinear model-based controller designed using feedback

linearization was proposed in [7]. This controller uses the

measurements of the system directly, without using any

observer. However, the feedback linearization design is not

robust against modeling errors, since the nonlinearities of the

system must be perfectly known in order to cancel them. A

summary of different anti-slug control solutions is given in

Table I.

An alternative approach, in which the mechanistic model

is not directly used for the control design, is to identify

an unstable model of the system by a closed-loop step

test. In this paper, we use the identified model for an IMC

(Internal Model Control) design. Three IMC controllers are

used to cover the operation range of the nonlinear system; for

small, medium and large valve openings. Switching (gain-

scheduling) between the three controllers is based on the

pressure set-point.

This paper is organized as follows. A first principle model

for sever-slugging is introduced in Section II. In Section

III we present the state feedback and nonlinear observer.

The model-based control with feedback linearization is in-

troduced in Section IV. The model identification and IMC

design are presented in Section V and the experiments are
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Fig. 1. Schematic presentation of system

shown in Section VI. Finally, the main conclusions and

remarks are summarized in Section VII.

II. FIRST PRINCIPLE MODEL

Fig. 1 shows a schematic presentation of the model. The

inflow rates of gas and liquid to the system, wg,in and wl,in,

are assumed to be independent disturbances. The flow rates

of gas and liquid from the pipeline to the riser, wg and wl,

are determined by the pressure drop across the riser-base as

described by virtual valve equations. The outlet mixture flow

rate, w, is determined by the opening percentage of the top-

side choke valve, u = Z , which is the manipulated variable

of the control system.

For model-based control, we need a simplified model of

the system. A PDE-based two-fluid model with 13 segments

which results in a set of 50 ODEs was used in [9]. However,

it was concluded that main dynamics can be captured by

a simpler model. A four-state simplified model for severe-

slugging flow in a pipeline-riser system was proposed in [10].

The state variables of this model are

• mgp: mass of gas in pipeline [kg]

• mlp: mass of liquid in pipeline [kg]

• mgr: mass of gas in riser [kg]

• mlr: mass of liquid in riser [kg]

The four main state equations of the model are

ṁgp = wg,in − wg (1)

ṁlp = wl,in − wl (2)

ṁgr = wg − αw (3)

ṁlr = wl − (1− α)w (4)

The flow rates and the gas mass fraction, α, in (1)-(4) are

given by additional model equations provided in [10].

III. STATE FEEDBACK WITH NONLINEAR

OBSERVER

As illustrated in Fig. 2, we want to estimate the state

variables of the system by use of an observer. The separation

principle which holds for linear systems allows us to separate

the design into two tasks. First, we design a state feedback

controller that stabilizes the system and meets other design

specifications. Then an output feedback controller is obtained

by replacing the state x by its estimate x̂ provided by

observers [11].
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Fig. 2. Block diagram of closed-loop system

A. state-feedback

As shown in Fig. 2, we apply full state feedback by

using estimated states. In addition, to prevent drift from the

operating point, an integral action is added by using the

estimated subsea pressure. The total control action can be

expressed as

u(t) = −Kc(x̂(t)− xss) +Ki

t
∫

0

(P̂in(τ) − r)dτ . (5)

Kc is a linear optimal controller calculated by solving Riccati

equation and Ki is a small integral gain (e.g. Ki = 10−3).

B. Observer Design

A high-gain observer, under certain conditions, guarantees

that the output feedback controller recovers the performance

of the state feedback controller. The observer gain is designed

so that the observer is robust to uncertainties in modeling the

nonlinear functions. The structure of the simple high-gain

observer is similar to the one used in [5]:

˙̂z1 = f1(ẑ)
˙̂z2 = f2(ẑ) (6)

˙̂z3 = f3(ẑ) +
1

ǫ
(y − ŷ)

˙̂z4 = f4(ẑ)

where

• z1, mass of gas in pipeline (mgp)

• z2, mass of liquid in pipeline (mlp)

• z3, pressure at top of riser (Prt)

• z4, mass of liquid in riser (mlr)

and 1

ǫ
is the high gain. Three of equations (f1, f2 and f4) are

the same as the model in equations (1), (2) and (4). For the

third state equation (f3), we transform the state into the top

pressure which is a measurement (y = z3 and ŷ = ẑ3). We

select z3 = Prt, because it is directly related to the original

third state of the model (mgr, mass of gas in the riser):

Prt =
mgrRTr

MG

(

Vr −
mlg

ρl

) (7)

We obtain the time derivative of the top pressure by using

partial derivatives:

f3(z) =
dPrt

dt
(8)
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dPrt

dt
=

∂Prt

∂mgr

ṁgr +
∂Prt

∂mlr

ṁlr (9)

where
∂Prt

∂mgr

=
a

b−mlr

(10)

∂Prt

∂mlr

=
amgr

(b −mlr)2
(11)

In (10) and (11), a = RTrρl/MG and b = ρlVr are model

constants. See [10] for details of the model.

IV. OUTPUT LINEARIZING CONTROLLER

A nonlinear model-based controller using feedback lin-

earization has been proposed in [7]. This controller directly

uses the pressure at the riser-base (Prb) and the pressure

at the top of the riser (Prt) as measurements, without any

observer. We present a summary of the assumptions used

for the controller design and the control law here. Details

of the derivation and a proof for the closed-loop stability is

provided in [7].

A. Cascade System Structure

In order to simplify the system analysis, we separate

it into two subsystems. Then, we analyze the individual

subsystems and their interconnecting relationships. As illus-

trated in Fig. 3, the input to the “Riser” subsystem (Σ2)

is the choke valve opening, u = Z , and the output is

the pressure at the riser-base, Prb, which is also the input

to the “Pipeline” subsystem (Σ1). Considering the riser-

slugging instability, we state the following hypothesis about

the “Pipeline” subsystem:

Hypothesis 1. The “Pipeline” subsystem with the riser-

base pressure, Prb, as its input is“input-to-state stable”.

We investigate the input-to-state stability of the pipeline

subsystem by a simulation test as shown in Fig. 4. The riser-

base pressure in this simulation is 19.7 kPa. This pressure

corresponds to 50% opening of the top-side valve (Z = 50%)

for which the non-slugging flow regime is unstable. However,

the pipeline subsystem separated from the riser is always

stable. The local exponential stability of the “Pipeline”

subsystem can be verified by looking at its eigenvalues. The

above hypothesis is reasonably correct, because the riser-base

pressure is a recommended candidate controlled variable to

stabilize the system [12]. This means when the riser-base

pressure has small variations, the whole system becomes

stabilized which follows L2-gain stability from Prb to state

variables of the pipeline subsystem.

We can now state the following proposition:

Proposition 1. Let hypothesis 1 hold. If the Riser subsystem

becomes globally asymptotically stable under a stabilizing

0 50 100 150 200 250 300
0.031

0.032

0.033

0.034

a) mass of gas in pipeline, m
gp

m
g

p
 [

k
g

]

time [sec]

0 50 100 150 200 250 300
0.82

0.825

0.83

b) mass of liquid in pipeline, m
lp

m
lp

 [
k

g
]

time [sec]

0 50 100 150 200 250 300
18

19

20

21

c) pressure at riser−base as input, P
rb

P
rb

 [
k

P
a 

g
au

g
e]

time [sec]

Fig. 4. Simulation test of pipeline subsystem
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Fig. 5. Stability of a cascade system

feedback control, then the pipeline-riser system is globally

asymptotically stable.

Proof : We use conditions for stability of cascaded systems

as stated by Corollary 10.5.3 in [13]. As illustrated in Fig. 5,

if Σ1 is input-to-state stable (ISS) and the origin of Σ2 is

globally asymptotically stable (GAS), then the origin of the

cascaded system Σ1 and Σ2 is globally asymptotically stable

(GAS). Therefore, if Hypothesis 1 holds, the proposition is

verified.

It is not possible to achieve GAS for the riser subsystem

due to controllability limitations and other physical limits of

the system. Instead, we show partial stabilization with respect

to the output that enters the pipeline subsystem, Prb, on a

set D which is the physical domain of the system [7].

B. Stabilizing Controller for Riser Subsystem

The two measurements used by the controller are y1 = Prb

and y2 = Prt.

F (y) = c
(

1−
y2
a

) aα+ y2(1− α)

bc− (y1 − y2 − Fr)
, (12)

where c = gLr/Vr and Fr is friction function for the

riser which depends on the constant inflow rates and other

constant parameters. We use the gas and liquid inflow rates

to the system to calculate the gas mass fraction, α. Although

it is different from the original model in (1)-(4), it is the same

at steady-state:

α =
wg,in

wg,in + wl,in

. (13)
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The virtual control input is

w =
win(F (y) + c) +K1(y1 − ȳ1)

F (y) + c
, (14)

where K1 > 0 and win = wg,in +wl,in is the constant inlet

flow rate to the system. ȳ1 is the steady-state value or the

set-point. The final control signal to the valve is

u = sat

(

w

Kpc

√

ρrt(y2 − Ps)

)

, (15)

where Kpc and Ps are the choke valve constant and the

separator pressure, respectively. The riser friction function Fr

and the density ρrt are calculated based on the two pressure

measurements y1 and y2 and model parameters (see [7]).

V. IMC DESIGN BASED ON IDENTIFIED MODEL

A. Model Identification

We use a Hammerstein model structure (Fig. 6) to describe

the desired unstable operating point (flow regime). The

Hammerstein model consists of a series connection of a static

nonlinearity (gain K) and a linear time-invariant dynamic

system, G′(s). For identification of the unstable dynamics,

we need to assume a structure. We first considered a simple

unstable first-order plus delay model:

G(s) =
Ke−θs

τs− 1
=

be−θs

s− a
(16)

where a > 0. If we control this system with a proportional

controller with gain Kc0 (Fig. 7), the closed-loop transfer

function from the set-point (ys) to the output (y) becomes

y(s)

ys(s)
=

Kc0G(s)

1 +Kc0G(s)
=

Kc0be
−θs

s− a+Kc0be−θs
. (17)

In order to get a stable closed-loop system, we need Kc0b >
a. The steady-state gain of the closed-loop transfer function

is then
∆y∞
∆ys

=
Kc0b

Kc0b− a
> 1. (18)

However, the closed-loop experimental step response (see

Fig. 8) shows that the steady-state gain is smaller than one.

Therefore, the model form in (16) is not a correct choice.

If we linearize the four-state mechanistic model in (1)-(4)

around the desired unstable operating point, we get a fourth-

order linear model in the form

G(s) =
θ1(s+ θ2)(s+ θ3)

(s2 − θ4s+ θ5)(s2 + θ6s+ θ7)
. (19)

B
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0cK

Fig. 7. Closed-loop system for step test
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Fig. 8. Experimental closed-loop step response for system stabilized with
proportional control

This model contains two unstable poles, two stable poles and

two zeros. Seven parameters (θi) must be estimated to iden-

tify this model. However, if we look at the Hankel Singular

Values of the fourth-order model (Fig. 9), we find that the

stable part of the system has little dynamic contribution. This

suggests that a model with two unstable poles is sufficient

for control design. Using a model truncation (square root

method), we obtained a reduced-order model in the form of

G(s) =
b1s+ b0

s2 − a1s+ a0
, (20)

where a0 > 0 and a1 > 0. The model has two unstable poles

and four parameters, b1, b0, a1 and a0, need to be estimated.

If we control the unstable process in (20) using a proportional

controller with gain Kc0, the closed-loop transfer function

from set-point (ys) to output (y) becomes

y(s)

ys(s)
=

Kc0(b1s+ b0)

s2 + (−a1 +Kc0b1)s+ (a0 +Kc0b0)
. (21)

This can be rewritten to the model used in [14]:

y(s)

ys(s)
=

K2(1 + τzs)

τ2s2 + 2ζτs+ 1
(22)

To estimate the four parameters (K2, τz , τ and ζ) in (22),

we use six data (∆yp, ∆yu, ∆y∞, ∆ys, tp and tu) observed

from the closed-loop response (see Fig. 8). Then, we back-

calculate the parameters of the open-loop unstable model in

(20). Details are given in [15].

B. IMC design for unstable systems

The Internal Model Control (IMC) design procedure is

summarized in [16]. The block diagram of the IMC structure
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is shown in Fig. 10. Here, G(s) is the plant model which in

general has some mismatch with the real plant Gp(s). Q̃(s)
is the inverse of the minimum phase part of G(s) and f(s)
is a low-pass filter for robustness of the closed-loop system.

The IMC configuration in Fig. 10 cannot be used directly for

unstable systems; instead we use the conventional feedback

structure with the stabilizing controller

C(s) =
Q̃(s)f(s)

1−G(s)Q̃(s)f(s)
. (23)

For internal stability, Q̃f and (1−GQ̃f) have to be stable.

We use the identified model from the previous section as the

plant model:

G(s) =
b̂1s+ b̂0

s2 − â1s+ â0
=

k′(s+ ϕ)

(s− π1)(s− π2)
(24)

and we get

Q̃(s) =
(1/k′)(s− π1)(s− π2)

s+ ϕ
(25)

We design the filter f(s) as explained in [16]:

k = number of RHP poles + 1 = 3

m = max(number of zeros of Q̃(s) - number of pole of Q̃(s)
,1) = 1 (to make Q = Q̃f proper)

n = m + k -1 = 3 (filter order)

The filter is in the following from:

f(s) =
α2s

2 + α1s+ α0

(λs+ 1)
3

, (26)

where λ is an adjustable closed-loop time-constant. We

choose α0 = 1 to get integral action and the coefficients

α1 and α2 are calculated by solving the following system of

linear equations:

(

π1
2 π1 1

π2
2 π2 1

)





α2

α1

α0



 =

(

(λπ1 + 1)
3

(λπ2 + 1)
3

)

(27)

Finally, from (23) the feedback version of the IMC controller

becomes

C(s) =
[ 1

k′λ3 ](α2s
2 + α1s+ 1)

s(s+ ϕ)
. (28)
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Fig. 10. Block diagram of Internal Model Control system
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VI. EXPERIMENTS

A. Experimental Setup

The experiments were performed in a laboratory setup for

anti-slug control at the Chemical Engineering Department

of NTNU. Fig. 11 shows a schematic presentation of the

laboratory setup. The pipeline and the riser are made from

flexible pipe with 2 cm inner diameter. The length of the

pipeline is 4 m, and it is inclined with a 15◦ angle. The

height of the riser is 3 m. A buffer tank is used to simulate

the effect of a long pipe with the same volume, such that the

total resulting length of inlet pipe would be about 70 m.

The topside choke valve is used as the input for control,

u = Z . The separator pressure after the topside choke valve

is at atmospheric pressure. The feed into the pipeline is

assumed to be at constant flow rates; 4 litre/min of water

and 4.5 litre/min of air. With these boundary conditions,

the critical valve opening where the system switches from

stable (non-slug) to oscillatory (slug) flow is at Z∗ = 15%.

The bifurcation diagrams [9], shown in Fig. 12, are used to

fit the nonlinear model (solid lines) to the experimental data

(dashed lines).

The desired steady-state (middle line) is unstable for Z >
15%, but it can be stabilized by using control. The slope

of this steady-state line (in the middle) is the static gain of

the system, k = ∂y/∂u = ∂Pin/∂Z . As the valve opening

increase this slope decreases, and the gain approaches zero

as Z → 100%. This makes control of the system with large

valve openings very difficult.

B. Experimental results

All the experiments are performed with a set of descending

pressure set-points to observe where the system becomes

unstable. We repeated each experiments for three different
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Fig. 12. Bifurcation diagrams of simplified model (solid) compared to
experiments (dashed)

values of added time delay 1 sec, 2 sec and 3 sec, but we

do not show results for 1 sec time-day because of space

limitation. The time delay was added to the measured output.

Fig. 13 shows result of using the state feedback with

nonlinear observer scheme for control. It can stabilize the

system up to 28% valve opening. However, with 2 sec time

delay, as in Fig. 14, it is stable only up to 22% valve opening.

This scheme can stabilize the system only when using the

top-side pressure Prt as the measurement for the observer,

since a high-gain observer diverges when using the subsea

pressure Pin as the measurement (see Fig. 15). The reason

for this has been explained in [6].

Fig. 16 shows result of using the feedback linearization

controller. With no time delay, it stabilizes the system up to

60% valve opening. However, with 2 sec time delay, as in

Fig. 17, it is stable only up to 25% valve opening.

Next, we identify three linear models from closed-loop

step tests at three different operating points, Z = 20%, Z =
30% and Z = 40%, respectively,

G1(s) =
−0.015(s + 0.26)

s2 − 0.045s+ 0.0094
, (29)

G2(s) =
−0.0098(s + 0.25)

s2 − 0.040s+ 0.025
, (30)

G3(s) =
−0.0056(s + 0.27)

s2 − 0.017s+ 0.096
. (31)

Then, we design three IMC controllers for the three valve

openings.

C1(s) =
−16.15(s2 + 0.016s+ 0.0012)

s(s + 0.26)
(32)

C2(s) =
−42.20(s2 + 0.052s+ 0.0047)

s(s + 0.25)
(33)

C3(s) =
−115.11(s2 + 0.052s+ 0.014)

s(s + 0.27)
(34)
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Fig. 13. Control using High-Gain observer with top pressure (Prt)
measured and no time delay
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Fig. 15. Open-loop estimation using High-Gain observer with subsea
pressure (Pin) measurement
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Fig. 16. Control using nonlinear controller with subsea pressure (Pin)
measured and no time delay
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Fig. 17. Control using nonlinear controller with subsea pressure (Pin)
measured and 2 sec time delay

TABLE II

GAIN-SCHEDULING LOGIC

Pressure set-point Controller

Pset ≥ 24 kPa C1(s)
24 kPa > Pset > 21.5 kPa C2(s)

Pset ≤ 21.5 kPa C3(s)

Switching (gain-scheduling) between the three controllers is

based on the pressure set-point as given in Table II, and

bump-less transfer between controllers is included.

Fig. 18 shows result of applying gain scheduling IMC.

This scheme stabilizes the system up to 60% valve opening,

and even with 2 sec time delay (Fig. 19), it is stable up to

50% valve opening.

Table III shows the maximum valve opening achieved by

using the three methods with different values of time-delay.

TABLE III

MAXIMUM VALVE OPENING ACHIEVED BY USING DIFFERENT

CONTROLLERS AND DIFFERENT VALUES OF TIME DELAY

θ = 0 θ = 1 θ = 2
Gain-scheduling IMC 60% 60% 50%
Feedback linearization 60% 40% 25%

Nonlinear observer 28% 24% 22%
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Fig. 18. Control using IMC controller with subsea pressure (Pin) measured
and no time delay
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Fig. 19. Control using IMC controller with subsea pressure (Pin) measured
and 2 sec time delay

VII. CONCLUSIONS

Two model-based controllers from the previous works

of the authors, the state-feedback/nonlinear observer [6],

the feedback linearizing controller [7], and a new gain-

scheduling with IMC controllers based on model identi-

fication were tested in experiments. The gain-scheduling

IMC was able to stabilize the system up to large valve

openings even when adding time delay to control loop (time

delay in the measurement is a major problem of long flow-

lines). The IMC controller takes advantage of derivative

action which results in a better phase-margin for stabilizing

control, while the nonlinear model-based controllers are

essentially proportional controllers. Other advantages of the

IMC scheme are its simplicity and the fact that it is not

directly designed based on the mechanistic model. It is based

on identified models from closed-loop step responses. The

second best controller for this case study is the feedback-

linearizing controller which uses the measurements directly.

The state-feedback/nonlinear observer scheme was able to

stabilize the system in a very limited range.
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