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a b s t r a c t

The dynamic modes related to mass and energy of a high-temperature proton-exchange-membrane fuel
cell are investigated. For a particular configuration, three lumped-parameters dynamic equations are con-
sidered to represent hydrogen pressure in the anode, oxygen fraction in the cathode, and stack temper-
ature. For each of these, a simple controller algorithm is developed. These algorithms are tested against a
standard driving cycle for vehicles, and are found to be able to maintain the necessary conditions for the
fuel cell stack to operate. It is possible to control temperature by using only air cooling, without signif-
icant additional requirements on air flow manipulation.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

A fuel cell is a device capable of converting chemical energy
stored in fuels, such as hydrogen, methanol or formic acid, directly
into direct-current electricity without the combustion step re-
quired by thermal cycles. Fuel cells have been the subject of exten-
sive research in later years, because of the several potential
advantages over today’s combustion engines: fuel cells are theoret-
ically more efficient, can be easily scaled up by stacking several
cells in various configurations, do not have major moving parts
and run silently. When run on hydrogen, they produce only water
as a by-product.

The literature produced in the recent decades about various as-
pects of fuel cells is too extensive to be comprehensively reviewed
in this paper; the interested reader is referred to available text-
books [1].

The literature on dynamics of fuel cells can be confusing. Some-
times the dynamics are claimed to be sluggish and unresponsive,
requiring several minutes to settle [2], whereas other authors state
that the dynamics is fast and that control is unproblematic [3].

The reason behind these apparently contradicting results is the
interdisciplinarity of fuel cells: fuel cell systems require modelling
in the domains of chemical engineering (for mass and energy bal-
ances), electrochemistry (for reaction kinetics and diffusion in the
gas-diffusion layers), and electrical engineering (for power conver-
ll rights reserved.
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sion of the direct current obtained from the cell stack), as shown in
Fig. 1.

It is important to remark that, for the end user, the actual power
delivery is the only relevant metrics of system performance: any
slow dynamics inside the system should be hidden from the user
through automatic control, and, as long as these do not interfere
with the performance of the last leg of the graph in Fig. 1, they will
be of no consequence to the user. This is not to say that the slow
dynamics and control of these are unimportant, as they are actu-
ally the main topic of this paper.

Many types of fuel cells have been proposed, of which the so-
lid-oxide fuel cell and the proton-exchange-membrane (PEM)
fuel cell are the most commonly reported in the recent litera-
ture. This paper will focus on a particular subset of PEM fuel
cells, namely those with a membrane of polybenzimidazole in-
stead of the more common Nafion. These cells operate at tem-
peratures higher than 100 �C and up to 200 �C, and do not rely
on water for proton conductivity: they are therefore free of the
water-management problems of Nafion membranes caused by
the presence of liquid water, whose quantity has to be kept in
a narrow window of acceptable values. A comprehensive review
of high-temperature PEM fuel cells has been published by Zhang
et al. [4].

In a previous article [5], we investigated the electrochemical
transients in a polybenzimidazole-membrane fuel cell, and the
main result was that these dynamics pose no fundamental limits
to controllability. The power output was controlled by manipulat-
ing a DC/DC buck-boost converter [6], by means of logical switch-
ing rules. This paper is therefore concerned with the first block of
the graph in Fig. 1, namely the relatively slow transients associated
with the mass and energy balances.

mailto:zenith@mpi-magdeburg.mpg.de
mailto:skoge@chemeng.  
http://www.sciencedirect.com/science/journal/09591524
http://www.elsevier.com/locate/jprocont


Nomenclature

A area (m2)
cp molar heat capacity (J/mol K)
ĉp areal heat capacity (J/m2 K)
Crf rolling friction coefficient (–)
Cd drag coefficient (–)
F Faraday constant (C/mol)
g gravitational acceleration (m/s2)
h specific enthalpy (J/mol)
H enthalpy (J)
_H enthalpy flow (W)
i current density (A/m2)
m mass (kg)
n number of moles (mol)
_n molar flow (mol/s)
p pressure (Pa)
P power (W)
R ideal gas constant (J/mol K)
s Laplace variable (rad/s)
t time (s)
T temperature (K)
v velocity (m/s)

V voltage (V)
W volume (m3)
x molar fraction (–)
X conversion (–)

Greek symbols
h delay (s)
m stoichiometric coefficient (–)
q density (kg/m3)
s time constant (s)

Superscripts
in entering
out exiting
c combustion

Subscripts
r reaction
m measurement
tot total
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2. Literature review on control of fuel cells

Many papers about fuel cells have been published about the
development of appropriate materials, steady-state system analy-
sis, but these rarely touch the issues of dynamics or control of
the fuel cell system.

Some early interest in control of fuel cells arose in the late six-
ties, when the main issue being investigated was controlling the
concentration of hydrazine or methanol in alkaline fuel cells
[7,8], then considered a viable portable power source for battlefield
military applications. The issue was complicated by the difficulty
of measuring the actual reactant concentration in the electrolyte,
which was the main problem being debated at the time. Ang
et al. [8] suggested, for example, to use a dedicated measuring cell.
However, these papers did generally not contain much control the-
ory (if any at all), and their focus on hydrazine- and methanol-
fuelled alkaline fuel cells make them of little relevance for today’s
mostly hydrogen-fuelled PEM fuel cells.

One of the first dynamic models for fuel cell systems was pub-
lished by He [9]. He considered a molten-carbonate fuel cell stack
fed with reformate hydrogen, and focused mostly on mass flows
and energy balance of the pre-processing plant and of the cell
stack. The electrochemical model was comparatively simple, with
no dynamics and being, essentially, a Thevenin equivalent circuit
with a voltage generator and a resistance.
Fig. 1. The main dynamic mo
A dynamic model for PEM fuel cells by Amphlett et al. [10] ap-
peared in 1996, and was subsequently cited in a large number of
papers. It was a thermal model with a basic, empirical modelling
of the overvoltage effects. Current was considered a system input,
and the catalytic overvoltage was assumed to vary instantly as a
function of temperature, oxygen concentration and current. The
model predicts well the behaviour of the stack in a time scale
of minutes, but, since it does not consider the transient in over-
voltage, it might be less accurate in the scale of seconds and
lower.

Two similar US patents have been granted to Lorenz et al. [11]
and Mufford and Strasky [12], both concerning methods to control
the power output of a fuel cell. Both these methods use air inflow
as the input variable. Whereas this variable can indeed be set by
manipulating the air-compressor speed, there are various reasons
why this choice of input variable is not the best option. First of
all, only the fuel cell itself is considered: no information from the
utility that will draw power from the cell is being used. Also, while
it could seem intuitive that a fuel cell will produce more power the
more oxidant it is fed, this neglects a series of phenomena such as
the mass-transport limit, the strong nonlinear effects of oxygen
partial pressure in cathode kinetics, diffusion of oxygen through
the cathode and accumulation of oxygen in the cathode manifold;
in short, a fuel cell cannot always output as much power as the
reactant it is fed.
des of a fuel-cell system.



Fig. 2. The process being modelled: a fuel cell stack running on pure hydrogen and
air at atmospheric pressure, with no anode outlet, and with polybenzimidazole
proton-conducting membranes.
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Rune Johansen, a student at the Department of Materials Tech-
nology at NTNU, investigated in his master’s thesis [13] the possi-
bility of using reactant feed rate as a means to control power
output from a fuel cell. His results indicate that there is a signifi-
cant delay during which reactants in the manifolds must be de-
pleted before the effect of an interrupted reactant inflow on the
power output can be apparent; the actual extent of this delay will
depend, among other things, on the sizing of the manifolds and on
the rate of consumption of reactants; on the other hand, there is no
such delay when the reactant flow is restored. Johansen’s findings
indicate that the feed rate of reactants is a poor control input for
power-output control. Because of the delays, nonlinearities and
asymmetries associated with the input’s effect on the system, the
system’s performance in reference tracking and disturbance rejec-
tion will be severely limited. Furthermore, such a starvation strat-
egy would be energetically inefficient.

The approach of controlling power output by manipulating in-
let flows has also been experimentally investigated by Woo and
Benziger [2]. In their layout, a PEM fuel cell was fed oxygen or
air on the cathode side, and pure hydrogen for the anode; all out-
let gas streams had to bubble through a water column. When
reducing the hydrogen flow below the requirements, the reduc-
tion of hydrogen pressure caused water to enter the cell and cover
parts of the anode, effectively producing a variable-area cell. The
control action resulted in transients in the order of magnitude
of 10 s.

The PhD thesis by Pukrushpan [14] and an article by the same
author and others [15] are among the first important contributions
to control of PEM fuel cells. Most of the focus is on air-inflow con-
trol, with a significant section about control and modelling of nat-
ural-gas fuel processors.

Serra et al. [16] used linear-control analysis to synthesise con-
trollers for a fuel cell at different linearisation points. They used
Pukrushpan’s model [14], and their objective was to control the
voltage of a large stack by manipulating valve positions, reactant
input and humidification. They concluded that few of these con-
trollers had a wide operating range.

Caux et al. [17] considered a system comprising a fuel cell, a
compressor, valves, and two DC/DC converters (a booster and
a buck-boost converter). The analysis of the complete system is a
step forward from the studies in which the fuel cell had been seen
as a separate entity from the rest of the process, but the fuel cell
model itself is the same as from Amphlett et al. [10], and is there-
fore not considering transients in overvoltage; voltage variations
will therefore be caused, directly, only by variations in tempera-
ture, current or oxygen concentration. A similar layout was inves-
tigated by Thounthong et al. [18,19], with more focus on power
electronics control and less on cell modelling, and some experi-
mental results.

Williams et al. [3] tested the dynamic performance of a fuel cell
stack connected to a DC/DC converter controlled with pulse-width
modulation. They tested the system in a range of frequencies be-
tween 1 and 400 Hz, and claimed that the bandwidth of the fuel
cell system was quite high, about 50 Hz, when controlling it with
a PI controller.

Choe et al. [20] should probably be credited with the first paper
that explicitly considers more than one aspect of the dynamics of a
fuel cell, namely both converter dynamics and reactant manage-
ment, applied to a low-temperature PEM fuel cell.

3. Process description

This paper will analyse some of the dynamic modes of fuel cells,
and will propose simple algorithms to control these appropriately.
This paper is based on the yet unpublished parts of the first
author’s PhD. thesis [21].
There are many possible designs for fuel cells, but for our con-
trol study we will consider a fairly simple PBI-membrane fuel cell
system running on pure hydrogen and air. Hydrogen enters a
‘‘dead-end” manifold on the anode side. Air, on the other hand,
needs an outlet to let produced water vapour and accumulated
nitrogen flow out, and therefore passes through an open-end man-
ifold on the cathode side. The entering flows of hydrogen and air
are assumed to be manipulable. The process is sketched in Fig. 2.

To keep the complexity to a minimum, we will consider a
lumped-parameter model for the whole stack: the variables we
shall consider are hydrogen pressure at the anode, oxygen concen-
tration at the cathode, electrochemical overvoltage and tempera-
ture, which we all assume uniform throughout all cells in the stack.

These assumptions, however, have different degrees of credibil-
ity. Hydrogen pressure is likely to be fairly equalised in the system,
as a difference in pressure would rapidly be compensated by flow
to the regions of lower pressure. An uniform pressure at the anode
is probably an accurate approximation of reality. It must be noted,
though, that nitrogen and water crossover and the presence of
impurities in the feed hydrogen will cause a build-up of inert gases
in the anode, that will have to be periodically purged; in this paper,
we assume that the effects of purging are beyond the bandwidth of
interest.

The assumption of uniform oxygen concentration at the cath-
ode, on the other hand, requires a parallel flow layout, where
entering air is fed in parallel to all cells and goes to the outlet after
a single pass. Since the main disturbance to oxygen concentration,
the reaction rate, is proportional to the current passing through the
cell stack, it will have the same value in all the cells, which are usu-
ally electrically connected in series to increase the stack voltage.

The series configuration is often used to mechanically purge
product water from Nafion-based PEM fuel cells, but is practical
only for small numbers of cells due to the rapidly increasing pres-
sure drop; besides, as we are considering a PBI-based cell stack, we
are not concerned with water removal. We will therefore consider
an air network in a parallel Z configuration, as described by Karimi
et al. [22], which consists of equally long paths from inlet to outlet
through each cell.

Uniform cathodic concentrations also implies that concentra-
tion gradients through each cathodic side are negligible; in reality,
the progressive consumption of oxygen along the flow channels
from the inlet to the outlet of each cell will result in an average
concentration higher than the one we calculate: in our uniform-
concentration approximation we are assuming that oxygen
concentration is everywhere the lowest one, i.e. the outlet concen-
tration. Since we are usually concerned about maintaining a mini-
mum oxygen concentration in the cells, this approximation is
considered to be conservative.

The least likely assumption is probably the uniform stack tem-
perature. According to Shan and Choe [23,24], the temperature
profile across a single Nafion-based cell, and even across an entire
stack, is fairly uniform. However, it remains to be investigated
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whether these results apply also to PBI cells, which are run at high-
er temperatures. Furthermore, the temperature profile could devi-
ate even more from uniformity during transients.

The electrochemical model assumed in this paper is the one
previously presented by the same authors and others [5]; the read-
er is referred to our previous publication for its details and
assumptions. One of the most important assumptions is that the
PBI membrane’s conductivity does not depend on humidity nor
temperature; we will use a value measured at 150 �C, but further
investigations should include a model of the effects of temperature
on conductivity: in fact, since the membrane’s conductivity can be
very dependent on temperature, the cell’s polarisation and spe-
cific-power curves presented in this paper may significantly
change with temperature.

4. Dynamic model

4.1. Hydrogen inventory (dead-end flows)

Some mass balances do not need an outlet, since all of the
entering flow is consumed by chemical reactions on that side of
the fuel cell.

For the case of an anode fed on pure hydrogen, the equation of
mass conservation is simply

dnH2

dt
¼ _nH2 �

irA
2F

ð1Þ

where _nH2 is the feed stream and we have assumed there is no exit
stream. Assuming that the ideal gas law is valid, nH2 ¼

pH2
W

RT , which
upon differentiation gives

dnH2

dt
¼ W

RT
dpH2

dt
�

pH2

T
dT
dt

� �
ð2Þ

Substituting this into the mass balances gives

dpH2

dt
¼ RT

W
_nH2 �

irA
2F

� �
þ

pH2

T
dT
dt

ð3Þ

For control purposes, the last term may be neglected if temperature
transients are sufficiently slow, since transients in pressure are typ-
ically much faster than the ones in temperature.
Fig. 3. Polarisation curves of a fuel cell as a function of oxy
In a real system there are always some impurities in the hydro-
gen feed and some periodic purging will be necessary even for
dead-end flows. This has not been modelled here. If the fraction
of impurities in the entering flow is significant, as could be the case
for hydrogen produced by steam reforming, an open-end flow lay-
out is more appropriate.

4.2. Oxygen and water inventory (open-end flows)

If the feed contains some inert components, or if there are reac-
tion products, an outlet is required to remove these species. In PEM
fuel cells, this is the case for the cathode, as water is generated by
the reaction. In addition, for the important case of air-fed cells, in-
erts in the form of nitrogen are present.

4.2.1. Diffusion limits
The main problem posed by inert gases is the presence of diffu-

sion limits. Simplifying the Stefan–Maxwell equations, an approx-
imate limit to the reaction current has been obtained in our
previous work [5], considering only the cathode. At this limiting
current, the steady-state partial pressure of oxygen at the reaction
surface reaches zero; this limit is known as the mass-transport bar-
rier in the literature.

For small oxygen concentrations, this limiting current is propor-
tional to the partial pressure of oxygen in the bulk. Even if the cell
is fed pure oxygen, however, the mass-transport barrier will not
disappear, as water still has to exit the diffusion layer. To increase
the current limit and allow more power output from the cell, there-
fore, it is necessary to increase the fraction of oxygen in the
cathode gases. The simplest approach is to increase the inlet flow
rate to purge inerts and bring oxygen closer to its inlet
concentration.

4.2.2. Effects of bulk oxygen concentration
The partial pressure of oxygen in the cathode’s bulk influences

the shape of the cell’s polarisation curve, and a series of simula-
tions has been performed with data and parameters from our pre-
vious publication [5] in Fig. 3.

For the reaction O2 + 2H2 ? 2H2O, the steady-state mass bal-
ance at the cathode side gives
gen conversion, data from our previous publication [5].
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nO2 ¼ nin
O2
ð1� XÞ

nN2 ¼ nin
N2

nH2O ¼ nin
H2O þ 2nin

O2
X

ntot ¼ nin
tot þ nin

O2
X

8>>>>><
>>>>>:

ð4Þ

Here X is oxygen conversion and nin
i is the number of moles of com-

ponent i in the inlet stream. The corresponding outlet molar frac-
tions ni/ntot become

xO2 ¼
xin

O2
ð1�XÞ

1þxin
O2

X

xN2 ¼
xin

N2
1þxin

O2
X

xH2O ¼
xin

H2Oþ2xin
O2

X

1þxin
O2

X

8>>>>>>><
>>>>>>>:

ð5Þ

We assume that the feed has a total pressure of 101325 Pa (a stan-
dard atmosphere). The partial pressure of water in the feed is as-
sumed to be 1700 Pa, which is the vapour pressure of water at
approximately 15 �C, or a relative humidity of 53% at 25 �C. Dry
air is assumed to be made up of 20% oxygen and 80% nitrogen.

Note that the mass-transport current limit recedes almost line-
arly with conversion. The corresponding power output (current
times voltage) is shown in Fig. 4.

The maximum power outputs for the curves in Fig. 4 are
shown in Fig. 5 as a function of conversion, along with the cor-
responding oxygen and water molar fractions. It is noticeable
that the maximum available power varies almost linearly with
these variables.

These results are valid for a fuel cell whose cathodic bulk partial
pressures are as given by equation set (5). This is the case for a fuel
cell whose open-end cathode manifold operates as a steady-state
CSTR reactor (with perfect mixing), and with no perturbations in
the entering composition.

Fig. 5 can therefore be used to derive a simple rule-of-thumb for
fuel cells of the type investigated in this article: a fuel cell’s maxi-
mum power output is approximately proportional to the oxygen
partial pressure. This implies that the air flow in the cathode
should be large in order to produce more power.

4.2.3. Dynamic mass-balance equations for open-end flows
For a generic species i, the dynamic mass balance on molar basis

on an open-end flow is
Fig. 4. Effect of conversion on the cell’s power output delivered to the load. This fi
dni

dt
¼ _ninxin

i � _noutxi þ mi
irA
F

zffl}|ffl{Reaction

ð6Þ

The stoichiometric factor mi indicates how many moles of the spe-
cies are produced or consumed for every mole of electrons trans-
ferred. Since the anodic and cathodic reactions are, respectively,

1
2

H2 ! Hþ þ e�

1
4

O2 þHþ þ e� ! 1
2

H2O
ð7Þ

we have mO2 ¼ � 1
4, mH2 ¼ � 1

2, mH2O ¼ 1
2 and mN2 ¼ 0.

Summing up for all components and assuming constant pres-
sure, the total molar balance becomes

_nout ¼ _nin þ
X

i

mi
irA
F
� dn

dt
ð8Þ

where index i stands for a generic species in the flow.
Combining this with the component balance (6), using

dni
dt ¼ xi

dn
dt þ n dxi

dt , the molar balance becomes for each species i:

n
dxi

dt
¼ _nin xin

i � xi
� �

þ irA
F

mi � xi

X
j

mj

 !
ð9Þ

where index j stands for a generic species in the flow.
Fortunately, the expansion term dn

dt cancels out. This is a set of
differential equations in the molar fractions xi. In a control setting,
we can view _nin as the manipulated variable, since it can be set
with an air blower or a compressor, and ir as a disturbance, since
it is a consequence of the external load connected to the fuel cell.

4.3. Energy balance

The temperature dynamics are important for PEM fuel cells.
Nafion-based PEM cells operate in a narrow temperature range,
usually around 80 �C (more if pressurised), whereas PBI mem-
branes can operate in a much wider range, from 125 to 200 �C.
High temperatures may be exploited to reduce the catalytic over-
voltage due to reaction kinetics, or to increase tolerance to catalyst
poisons such as CO.

Assuming constant pressures at both the cathode and the
anode, we have dU

dt ¼ dH
dt , and an energy balance for the stack yields
gure represents the same data as Fig. 3, with power density defined by P
A ¼ iV .



Fig. 5. Relationship between the maximum power output and conversion.
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dH
dt
¼ _Hin � _Hout � irVA

zffl}|ffl{Electric power

� _Hloss ð10Þ

Neglecting the mass of the gas compared to the cell’s solid compo-
nents, we have that the heat capacity per cell area is about 7 kJ/K m2

[23].

dH
dt
¼ Aĉp

dT
dt

ð11Þ

The entering enthalpy flow is associated with the entering air and
hydrogen:

_Hin ¼ _nairhairðT inÞ þ _nH2 þ _nc
H2

� �
hH2 T in

H2

� �
ð12Þ

Here _nc
H2

denotes the extra hydrogen burnt in the cathode inlet dur-
ing start-up. The entering hydrogen temperature T in

H2 can be signif-
icantly different from the ambient temperature Tin, as hydrogen
from storage could undergo an expansion, be evaporated from li-
quid state, or heated in order to dissociate it from hydrides. Model-
ling the dynamics of hydrogen inlet temperature is beyond the
scope of this article, and we will for simplicity assume that hydro-
gen has been brought to ambient temperature (T in

H2 ¼ T in).
We assume that the only output flow is at the cathode. The cath-

ode gas composition will change as oxygen is consumed, and the
total outlet molar flow will be larger or equal than the entering one.

_Hout ¼
X

i

_nout
i hiðTÞ ð13Þ

Here, for a generic species i in the cathodic flow, _nout
i ¼ xi _nout where

xi is given by integrating Eq. (9), and _nout is given by (8). The func-
tions hi(T) depend on the temperature T of the cell’s cathode.

The heat loss to the environment, _Hloss, is generally favourable
as it removes heat from the stack. However, its actual expression
will depend on the stack materials and construction, and for sake
of simplicity we will assume _Hloss ¼ 0. It should be noted, though,
that even low heat losses could lead to water condensation during
periods of low power output; the study of such conditions is how-
ever beyond the scope of this paper.
5. Control implementation

5.1. Power requirements

In order to evaluate the performance of alternative control algo-
rithms, it is useful to have a standard usage pattern against which
to test them. Since fuel cells are often associated with automotive
applications, we use the New European Driving Cycle (NEDC), a
standard velocity-to-time map used in the European Union to test
car engines for pollutant emissions [25,26]. The NEDC is represen-
tative of both urban and extra-urban driving in Europe, but many
other countries and authorities have defined their own set of driv-
ing cycles, such as the United States’ FTP-75 and Japan’s JP 10–15.

Having obtained the v(t) relationship from the definition of
NEDC, it is possible to obtain the corresponding motor power out-
put by making some assumptions on the characteristics of the
vehicle. It is then possible, through the power characteristic of
the fuel cell, to find a corresponding map for i(t) and V(t), thereby
finding the main disturbance terms in all flow and heat differential
equations (1), (9), and (10).

The velocity specified by the NEDC standard is plotted in Fig. 6,
with the corresponding power required by the vehicle to maintain
the specified velocity. The power the motor has to output to make
the vehicle maintain the cycle’s specified velocity can be calculated
as follows [13]:

P ¼ mgCrf jvj
zfflfflfflfflffl}|fflfflfflfflffl{Rolling resistance

þ1
2
qjvj3CdA

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{Air resistance

þ mv
dv
dt

zfflfflffl}|fflfflffl{Acceleration

ð14Þ

This equation represents the power requirement of the vehicle that
the fuel cell stack will have to match. The parameters used in this
equation are presented in Table 1.

With the expression for the required power output, we can now
estimate the current i by inverting the P(i) relationship of the fuel
cell stack. However, the fuel cell’s polarisation curve (and with it its
power output) depends strongly on oxygen conversion X in the
cathode, as shown in Fig. 3. To invert the relationship P(i,X) it is
therefore first necessary to assume a value for conversion. Fig. 5
indicates that conversion must be low for the highest power



Fig. 6. The New European Driving Cycle. Negative values of power have been discarded, as we are not considering the possibility of inverting the fuel cells and using them as
electrolysers.

Table 1
The parameters used to find the power requirements of a vehicle following the NEDC
cycle

Symbol Unit Value

m Mass 1000 kg
g Gravitational acceleration 9.81 m/s2

q Air density 1.177 kg/m3

Crf Rolling friction coefficient 0.02
Cd Drag coefficient 0.4
Av Vehicle front area 1.5 m2
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outputs to be attainable. Furthermore, as shown in Fig. 4, the
power output curves do not depend significantly on X until the
mass-transport barrier is actually reached for each curve: each
curve then separates from a common envelope quite suddenly.
We will therefore consider this envelope (X = 0) a representative
estimate to invert P(i,X), because we assume that control will be
able to keep the stack away from the mass-transport limit.

We can now find the rate of oxygen consumption, irðtÞA
4F , and heat

generation, Dhr
2F � VðtÞ
	 


irðtÞ. In all of the following simulations we
assume that the fuel cell stack has a total area of 30 m2, resulting
in a theoretical maximum power output of 31.13 kW, or 9.5% more
than the maximum required power by NEDC, which is 28.42 kW.
The oxygen consumption and heat generation are plotted in Fig.
7, where we can see that they quite closely match the shape of
power requirement in Fig. 6.

5.2. Power-output control

The easiest way to control the power output is to connect the
fuel cell stack with an adjustable external circuit, be it a rheostat,
a MOSFET, or a DC/DC converter. Details about converter control
and overvoltage dynamics in a control-oriented setting may be
found in our previous publication in this journal [6], and will not
be discussed further here.

As noted in our earlier publication, power output may be per-
fectly controlled, with closed-loop response times in the millisec-
ond range. However, a sustainable power output from a fuel cell
requires that resources, in terms of hydrogen and oxygen, are
available, and also that temperature is controlled.

5.3. Hydrogen-pressure control (anode)

Sustaining the power output and reaction rate requires main-
taining a steady supply of reactants. Since the dead-end anode
manifold has only one way in for hydrogen (the inlet) and one
way out (reaction), we will try to control the quantity of hydrogen
in the anode side by manipulating the inflow, in spite of variations
in the reaction rate required by the user. The easiest way to control
the amount of hydrogen present in our system is to maintain a
constant pressure.

We will assume that the hydrogen inflow can be directly
manipulated. It would also be possible to manipulate the opening
of a valve connected to a higher-pressure reservoir, but the math-
ematical modelling would be more complex while providing little
additional insight. Furthermore, the various possible types of
hydrogen storage may have different and more complex modelling
than a throttling valve’s: this may include evaporation and heat
transfer in liquid-hydrogen storage, desorption dynamics in me-
tal-hydride storage, or other aspects that we will not explore here.

The dynamic model is given in Eq. (3), where we neglected the
term accounting for temperature variation.

dpH2

dt
¼ RT

W
_nH2 �

RT
W

irA
2F

ð15Þ

Since the system’s state pH2
does not appear in the right-hand side,

this is an integrating process. As integrating processes are not sta-
ble, feedback is mandatory: if there were no pressure measurement,
and we only relied on a current measurement to set the flow to
compensate consumption, any error would accumulate over time,
and we would eventually either run out of hydrogen or rupture
the membrane.

Fortunately, pressure measurements are fast, simple and cheap
[27], with response times of less than 0.5 s. We will model the sen-
sor and actuator as a simple delay, hpm

¼ 0:5 s.



Fig. 7. The approximate plot of reactant consumption and heat generation along the entire NEDC cycle, assuming X = 0. As in practice X will be different from 0, real values
could be slightly higher because of the increased overvoltage.

Table 2
The variables and parameters used in the dynamic model and control algorithm for
anodic pressure

Symbol Description Value or role

pH2
Hydrogen pressure Controlled variable

pref
H2

Reference hydrogen pressure Reference, 120 kPa
_nH2 Hydrogen molar inflow Manipulated variable
ir Reaction current Disturbance
T Temperature Disturbance
A Anode area 30 m2

W Gas channel volume 30 dm3

KP Proportional feedback constant 0.5502 mmol/s kPa at T = 150 �C
sI Integral feedback constant 62 s
Kff Implementation error 1 (ideal controller)
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We define the PI control law as

ufeedback ¼ KP
sIsþ 1

sIs

� �zfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflffl{KðsÞ

ðr � ymÞ ð16Þ

where u is the manipulated variable, ym is the measurement of the
controlled variable (in this case pH2

), and r the reference to be fol-
lowed (in this case pref

H2
). For a PI controller, Skogestad [28] suggests

the following settings:

KP ¼ W
RT

1
scþhpm

sI ¼ 4ðsc þ hpm
Þ

ð17Þ

where the desired response time sc is the tuning parameter.
We can also add some feedforward action, since the only signif-

icant disturbance in the process, ir, can be easily and rapidly
measured

ufeedforward ¼ K ff
irA
2F

ð18Þ

Ideally, according to Eq. (15), parameter Kff should be 1, but we may
set a different value in simulations to represent the implementation
error; this is necessary since the actual implementation of the con-
troller will not be perfect, and feedforward control does not have
the self-correcting behaviour that feedback has. Being able to assess
how a real controller may behave in presence of implementation er-
rors is therefore of greater importance.

When using both feedback and feedforward control, the molar
inflow to be set is found by simply adding the two terms:

_nH2 ¼ ufeedback þ ufeedforward ð19Þ

We assume W = 30 m2 � 1 mm = 30 dm3, where the area is the
same we assumed above for the whole stack, and 1 mm is the thick-
ness of a gas channel, as reported by Shan and Choe [23]. This ne-
glects the manifold volume, and may therefore be a very low
estimate: by Eq. (15), this will result in a significantly faster system:
since the system is also unstable, being faster implies it will also be
more difficult to control. Therefore, our low estimate of W is conser-
vative in the sense that it represents the system most difficult to
control.

To test the performance of this control strategy, we will simu-
late the effect of disturbance irðtÞ as calculated previously for an
NEDC cycle. We assume a constant temperature of 150 �C and
use a set point pref

H2
¼ 120 kPa. The overall loop delay is set to

hpm ¼ 0:5 s.
In order to cope with input saturation and reduce input usage,

sc was set by trial and error to a relatively large value, sc = 15 s.
The parameters used in the modelling and control of the anodic

pressure are summarised in Table 2.

5.4. Air-composition control (cathode)

Control of the partial pressure of oxygen at the cathode, the
other reactant in the reaction, is not as simple as for hydrogen. In-
ert nitrogen and product water vapour cause diffusion limitations
in the system.

To maintain a certain reaction rate, our main task is to maintain
a minimum oxygen partial pressure (see also Section 4.2.1). Again,
we assume that the inlet flow (air) can be manipulated directly; a
more detailed approach could include a model for the blower or
compressor used to drive the flow through the stack.
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Ensuring that the oxygen partial pressure in the cathode’s bulk
is acceptable is more challenging than controlling the hydrogen
pressure. Oxygen’s partial pressure is much more critical to the
performance of the fuel cell than hydrogen’s, because of the much
higher overvoltage on the cathodic side. At the same time, compo-
sition measurements are slower than pressure measurements,
resulting in less available bandwidth for feedback control.

The differential equation for the mole fraction of oxygen in a
cell’s cathode is a particular case of Eq. (9)

pW
RT

dxO2

dt
¼ _nair xin

O2
� xO2

� �
� irA

4F
ð1þ xO2 Þ ð20Þ

This equation presents the additional challenge of being nonlinear,
but it has the advantage, compared to Eq. (15), of being stable: in
the right-hand term, the coefficient of state variable xO2 is always
negative. This means that feedback is not strictly necessary, and a
pure feedforward approach is possible.

5.4.1. Measurement dynamics
Measurement of oxygen concentration in gases is frequently re-

ported to be very fast, with bandwidths in the range of 10 Hz [29],
this is for off-gases from stacks or car exhausts where the temper-
atures are much higher than the ones we consider. Results more
relevant for our temperature range (100–200 �C) were obtained
by Yamamoto et al. [30], who reported that oxygen sensors operat-
ing at 100 �C reached steady state after about 3 min, under various
values of composition; their plots indicate that the measurement
dynamics operated roughly as a lag with a time constant of about
2 min. These lags may be reduced by purpose-built equipment,
such as sensors that heat up samples of the stack’s off-gases to high
temperatures to make a faster measurement possible.

5.4.2. Actuator dynamics
A blower used to force air into the stack will have its own

dynamics, which will limit the achievable control performance.
Pukrushpan [14], in his PhD thesis, modelled a blower with a
first-order dynamic system with a time constant of 0.3 s.
Goldschmied and Wormley [31], who developed a more detailed
model, claim that a blower will operate at quasi-steady conditions
for frequencies below a variable threshold between 10 and 20 Hz
(for the range of data they considered), increasing with flow.

5.4.3. Time constants of composition dynamics
The time constant2 is defined by writing the differential equation

in the form s dx
dt ¼ �x. We find that the time constant is quite small:

sO2 ¼
pW
RT

1
_nair þ irA

4F

� 9 s ð21Þ

Here we have assumed atmospheric pressure, ir � 200 A/m2

(roughly the average value through the NEDC with our parameters),
_nair � 5� irA

4F (since the air molar flow has to be about five times the
oxygen flow), and all other conditions are as for the hydrogen man-
ifold’s case. This indicates that, once a certain input and disturbance
are fixed, the system quickly approaches a steady state: this is espe-
cially beneficial for feedforward control, since feedforward tech-
niques cannot change the system dynamics.

It should be remarked that volume W is, in this case, only the
volume inside the gas channels, whereas in the case of pure hydro-
gen it was supposed to be all the volume after the control valve,
including manifold and piping: that made W = 30 dm3 a low esti-
mate. The hydrogen manifold and piping after the control valve
could be included because pressure is transmitted almost instanta-
2 Since the system is nonlinear, the time ‘‘constants” are in fact quite variable.
neously across that whole volume, whereas diffusion occurs only
in the gas channels, not in the whole air manifold. Therefore, in this
case, we do not have the option of increasing the system’s time
constant by adding some gas buffer that would increase W, which
we may have desired to do in order to slow down the process rel-
atively to the control system (which includes the slow measure-
ments), making conditions easier for feedback control.

5.4.4. Feedforward control
Since the system has satisfyingly fast time constants and is sta-

ble, we will consider pure feedforward control. In this case, feed-
forward control presents many advantages:

� it does not introduce instabilities;
� it does not rely on measurements of the system’s state, which in

this particular case are much slower than the system’s own
dynamics;

� it relies on a measurement of the system’s only disturbance, ir,
which we can obtain inexpensively, with high precision and
large bandwidth;

� in the overall layout sketched in Fig. 8, temperature control
competes with this algorithm for the usage of air inflow as a
manipulated variable. In these conditions, a PI controller for
air composition could exhibit integral wind-up problems.

A feedforward controller cannot provide zero error at steady
state (since feedforward has, by definition, no measurement of
the error), but fortunately we are not concerned about precise
tracking, but rather with maintaining an acceptable value of xO2

to guarantee the stack’s capability to produce the desired power
output.

We may therefore consider setting _nair so that it compensates
for the effects of ir in Eq. (20), ideally making its right-hand term
zero. A feedforward control law is then

_nair ¼
K ff

1þ sas
irA
4F

1þ xref
O2

xin
O2
� xref

O2

ð22Þ

where Kff is again the implementation error, and sa is the actuator
lag representing the dynamics of the blower or compressor.

The variables and parameters used in the modelling of the
dynamics of oxygen fraction and its control are summarised in Ta-
ble 3.

5.5. Temperature control

The temperature needs to be kept within certain boundaries.
It is very common in Nafion-based cells to have a separate cool-
ing loop to take care of heat removal [1]; this is necessary be-
cause the low-temperature operation does not allow the
released heat to be dissipated by the exiting flows alone. How-
ever, this cooling system requires channels integrated in the
bipolar plates of the stack, which are the most expensive compo-
nents in fuel cell systems [1], adding to their cost and complicat-
ing the design.

This paper will investigate the possibility of avoiding this addi-
tional cooling system, using the air flow to indirectly cool the stack.
This is possible because of the high temperatures of PBI fuel cells
implies that much more heat is transported in the exhaust gas.

Obviously, there is an issue of not having enough degrees of
freedom because we want to use air flow to control both oxygen
partial pressure and stack temperature. However, the requirement
on air-composition control is only a minimum one: an oxygen con-
centration higher than specified will not be harmful. Thus, we can
use the air flow to control temperature, as long as it remains above
the threshold required by air-composition control.



Fig. 8. The suggested layout for control of a PBI fuel cell stack, with four independent control loops.

Table 3
The variables and parameters used in the dynamic model and control algorithm for
cathodic oxygen fraction

Symbol Description Value or role

xO2 Oxygen fraction Controlled variable
xref

O2
Reference oxygen fraction Reference, 0.15

_nair Air molar inflow Manipulated variable
ir Reaction current Disturbance
T Temperature Disturbance
p Atmospheric pressure 101325 Pa
A Cathode area 30 m2

W Gas channel volume 30 dm3

xin
O2

Oxygen fraction in air 0.2
Kff Implementation error 1 (ideal controller)
sa Actuator lag 0 (ideal actuator)
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When the stack requires heating rather than cooling, for exam-
ple at start-up, it is possible to burn some hydrogen at the cathode
inlet, to increase its temperature. The possibility of just shorting
the stack in these conditions to use reaction heat would not work,
because the reason we require a start-up procedure is exactly that
the maximum reaction rate is limited. A slightly more complex ap-
proach would be to implement a heat exchanger between the air
inlet and outlet, but we will consider only the former approach
in this paper.

The objective of temperature control is to keep the stack at a gi-
ven temperature by manipulating the air flow. Having assumed
that temperature is uniform in a stack, its dynamics is determined
by Eq. (10). However, in that form the equation has some flaws:

� calculating the entering enthalpy requires making assumptions
on the control algorithm for the anode flow (not for the cathode
flow, which is our manipulated variable);

� calculating the exiting enthalpy requires tracking a set of differ-
ential equations for all involved species. This is not difficult to
simulate, but we would prefer a simpler model for controller
synthesis.

For control synthesis purposes, we will further simplify the
model so that flow dynamics do not interfere with temperature
dynamics. We will assume that:

� the anode (hydrogen) flow is under perfect control, so that
_nH2 � irA

2F;
� there is no composition transient in the cathode (air) flow.
In practice we are assuming a condition of pseudo-steady state,
discarding all dynamic modes but the temperature’s. The energy
balance can now be translated into a more manageable form, split-
ting the enthalpy difference in two parts, one for reaction heat and
one for sensible heat:

Aĉp
dT
dt
¼ _HinðT inÞ � _HoutðTÞ � irVA

¼ _HinðTÞ � _HoutðTÞ
� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Reaction heat

� _HinðTÞ � _HinðT inÞ
� �zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{Sensible heat

�irVA

� �DhrðTÞ
zfflfflfflfflffl}|fflfflfflfflffl{�243 kJ=mol

irA
2F
þ _nc

H2

� �
�
X

i

cp;i _nin
i ðT � T inÞ � irVA

ð23Þ

In the last line of the equation we assumed that constant-pressure
specific heat for all the species is approximately constant: this is not
very accurate, but for control-oriented modelling we are more
interested in a good approximation than in an accurate model.
We also implicitly assumed that any hydrogen sent to the cathode
inlet ( _nc

H2
) is completely consumed.

We can now express the temperature dynamics in the following
approximate form, which lends itself well to control synthesis:

Aĉp
dT
dt
� �cp;airðT � T inÞ _nair � DhrðTÞ þ cp;H2 ðT � T inÞ

� �
_nc

H2

þ� DhrðTÞ þ cp;H2 ðT � T inÞ
2F

þ V

 !
Air ð24Þ

The equation may be simplified further, noting that cp;H2 ðT � T inÞ is
much smaller than the enthalpy of reaction:

Aĉp
dT
dt
� �cp;airðT � T inÞ _nair �DhrðTÞ

zfflfflfflfflffl}|fflfflfflfflffl{�243 kJ=mol

_nc
H2

þ �DhrðTÞ
2F

zfflfflfflfflffl}|fflfflfflfflffl{�1:26 V

�V

0
BBB@

1
CCCAAir ð25Þ

Our system is unfortunately nonlinear in the main manipulated var-
iable, _nair. On the other hand, the system is stable (as long as T > Tin):
as in the case of cathodic composition, we could rely on feedforward
control only. However, as this model contains many more approxi-
mations, the effects of disturbance ir could deviate markedly from
the ones predicted by Eq. (25), or will require a more difficult



3 In fact, the system is still stable: the heat loss _Hloss, which we neglected, will most
likely increase with temperature. We also neglected the sensible heat necessary to
heat hydrogen up to cell temperature, which will also have a stabilising effect on
temperature. However, these contributions are small and will have little effect on
dynamics.
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calculation to be estimated. We have also discarded any effect of
heat loss to the environment, meaning that the performance of a
pure feedforward approach will be less predictable. This inaccuracy
of the model makes a feedback controller more interesting.

5.5.1. Reference for temperature control
Unfortunately, it is not yet clear how to determine the temper-

ature at which a PBI fuel cell stack should operate at a particular
time. On one hand, high temperatures improve reaction rate, toler-
ance to poisons such as CO and membrane conductivity, but on the
other hand they increase the stack’s heat losses, reduce the mem-
brane’s mechanical strength and could accelerate the decay of its
properties.

Until precise models of the overall effects of temperature on PBI
fuel cells appear in the open literature, it will not be possible to
synthesise a sound criterion to determine the best temperature
at which the stack should be kept.

As determining an optimal operating temperature is beyond the
scope of this paper, we will simply assume that a reference has
somehow been decided, and we will concentrate on the controller
instead.

5.5.2. Hydrogen in the cathodic flow as an input variable
When using _nc

H2
as a manipulated variable to raise the temper-

ature of the entering cathodic flow, there is a danger of raising the
temperature so much that the membrane or other components in
the fuel cell stack could be damaged. It is therefore necessary to de-
fine a maximum input level beyond which control action will be ig-
nored. A reasonable criterion may be to limit entering
temperatures to Tmax = 200 �C: in that case, the energy balance
yields

cp;air _nair þ cp;H2
_nc

H2

� �
ðTmax � T inÞ � �Dhr _nc

H2
ð26Þ

This simplified equation has been obtained by equating the increase
in sensible heat in the flow to the reaction heat of hydrogen, assum-
ing all hydrogen is consumed; we have again approximated using
constant specific heats. The resulting saturation condition is

_nc
H2
<

cp;airðTmax � T inÞ
�Dhr � cp;H2 ðT

max � T inÞ
_nair �

cp;airðTmax � T inÞ
�Dhr

_nair ð27Þ

In the last term in the previous equation we neglected the heating
of hydrogen, as it is negligible compared to the reaction heat: the
resulting simplified condition is both conservative and linear in
Tmax. An approximate value for the limit of the hydrogen flow burnt
to pre-heat the entering cathode gases is about 2%mol of the air flow.

5.5.3. Measurement dynamics
According to Cimerman et al. [32], temperature-measurement

dynamics shows a certain dependence on pressure and gas veloc-
ity, with the dominant time constants being in the range of 10–
100 s. Whereas pressure at the outlet of the cell stack will be fairly
constant at atmospheric value, gas velocity could change signifi-
cantly depending on the current gas inflow, and to some degree
on the reaction rate. Furthermore, if the temperature measurement
is placed at the stack’s outlet, a delay in measurement will occur
because of the time outlet gases use to pass through the exit man-
ifold. We will assume a worst-case condition with a lag sTm ¼ 100 s
and a delay hTm ¼ 10s.

5.5.4. Time constants of temperature dynamics
As for the case of composition control, it is useful to estimate

the system’s time constants. As Dhr(T) does not change signifi-
cantly with temperature, terms related to it (ir and _nc

H2
) will be ig-

nored. The time constants are derived from Eq. (23):
sT �
AĉpP

i
cp;i _ni

� 19000 s ð28Þ

In this expression, we assumed for approximation that the gases’
specific heats are all 29 J/mol K, that hydrogen flow is stoichiome-
tric and that air flow is perfectly controlled to maintain an oxygen
fraction of 0.15 in the cathode gases. Since the average current den-
sity through the NEDC cycle is 200 A/m2, this results in an average
value

P
i
_ni ¼ ð1þ 1þ0:15

0:2�0:15Þ
irA
4F � 373 mmol=s. This time constant cor-

responds to over 5 h, but can be made significantly smaller by
increasing the air flow, and with it the stoichiometric ratio.

Indeed, if we set _nair such as to balance out the approximate dif-
ferential equation (25), knowing that the average power density
output through the NEDC cycle is Vir � 120 W/m2, and assuming
a temperature difference T � Tin � 150 K, we obtain a much larger
flow:

_nair ¼
�Dhr

2F Air � VirA

cp;airðT � T inÞ
� 910 mmol=s ð29Þ

This will result in specularly smaller time constants (in this specific
example, about 2 h).

5.5.5. Controller synthesis
We have seen that, fortunately, the time constants of tempera-

ture dynamics are much slower than temperature measurements,
with a gap of about two orders of magnitude. To devise an appro-
priate controller, we use again Skogestad’s tuning rules (Eq. (17));
to avoid a too aggressive controller that could saturate the input
variable (we cannot have _nair < 0), we set a large desired response
time, sc � 100 s.

As previously remarked, the system in Eq. (25) is stable but
nonlinear. In order to apply linear control theory, we first have to
change the control variables so that the system becomes linear.
It is straightforward to define the input variable as

u ¼ �cp;airðT � T inÞ _nair � DhrðTÞ _nc
H2

ð30Þ

It would then be possible to control the system using u, calculating
back the value of _nair (or if necessary _nc

H2
) to apply when setting the

actuator. However, this transformation has made the system unsta-
ble3: it is now an integrating process, and will require feedback to be
stabilised. The ultimate cause of the induced instability is the form of
actuator function _nair ¼ f ðuÞ, which depends on a temperature mea-
surement: to remove this internal feedback and make the system
stable again, we use the reference Tref directly, instead of tempera-
ture T.

We proceed then to synthesise a feedback controller. Since con-
trol variable _nair is set to be the maximum of the signals coming
from the control loops of composition and temperature, using a
temperature controller containing an integrator could cause
wind-up issues. Therefore, we will use a simple proportional con-
troller. The feedback control law is then

_nair; feedback ¼ KPðTref � TmÞ ð31Þ

KP ¼ �
Aĉp

cp;airðTref � T inÞ
1

sc þ hTm

ð32Þ

We also add a feedforward term to improve the dynamic properties
of the controller:



Table 4
The variables and parameters used in the dynamic model and control algorithm for
stack temperature

Symbol Description Value or role

T Temperature Controlled variable
Tref Reference temperature Reference, 450 K
Tm Measured temperature Measurement
_nair Air molar inflow Manipulated variable
_nc

H2
Hydrogen inflow Manipulated variable

ir Reaction current Disturbance
V Stack voltage Disturbance
Tmax Maximum inlet temperature 200 �C
Tin Ambient temperature 300 K
A Anode area 30 m2

Dhr Reaction heat ��243 kJ/mol
ĉp Areal heat capacity of the stack 7 kJ/mol K
cp,air specific heat capacity of air �29 J/mol K
KP Proportional feedback constant �0.439 mol/s K
Kff Feedforward implementation error 1 (ideal controller)

4 We did not consider the case of a positive implementation error, as we are
concerned only with having too little oxygen: excess oxygen will not cause problems,
even if the overall efficiency of the system could suffer because of increased input
usage.
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_nair; feedforward ¼ K ff
� Dhr

2F � V
� �

irA

cp;airðTref � T inÞ
ð33Þ

We will finally assume that the competing feedforward controller
for air composition, developed in the previous section, is assumed
to be perfectly implemented and set to xref

O2
¼ 0:15. Ambient temper-

ature Tin is assumed to be 300 K, the stack’s initial temperature
400 K, and reference Tref is given constant at 450 K.

5.5.6. Temperature control with hydrogen combustion
Burning hydrogen in the cathode inlet to increase the inflow air

temperature is a last resort to raise the stack’s temperature when
the stack itself cannot generate heat, typically because it is at too
low a temperature for the electrochemical reaction to proceed and
generate enough heat by itself. In that case, we also want to limit
the inlet temperature so that the cells will not be damaged by exces-
sive temperatures: this may be achieved by limiting the hydrogen
flow into the cathode inlet’s burner to 2%mol of the air flow.

However, it is also necessary to change the control strategy. The
previously illustrated feedback and feedforward controllers were
designed to increase temperature in the stack by maintaining a
minimum air flow, which was set according to the requirements
of the composition controller. When burning hydrogen in the cath-
ode inlet, the entering air flow will actually have a temperature
higher than the stack, so increasing flow will increase the stack’s
temperature, not reduce it as in the normal case.

As a possible start-up approach, we will consider a very simple
strategy. When the stack temperature is measured to be lower than
a preset minimum, in our example 400 K, cathodic stack inflow will
be set to maximum, and hydrogen burnt in the entering cathode
flow will be exactly 2% of that. The temperature at which the previ-
ously defined feedback and feedforward controllers take over
should be below any operational value for temperature, to avoid
hysteresis between the two modes. However, this temperature
should also be high enough for the cell to be able to function and
generate heat by itself.

As burning hydrogen on the cathode inlet is a wasteful usage of
the available exergy of hydrogen, we should seek to reduce it as
much as possible. It may be found advantageous to add a recuperat-
ing heat exchanger to pass heat from the cathode’s outlet to the inlet
to the burner. In this case, the hydrogen flow will also have to be
carefully adjusted so that the temperature of entering air does not
exceed the specified limits. Such a recuperating heat exchanger
could also be useful when raising stack temperature, or when trying
to maintain temperature at high flow rates (possibly caused by a
high set point for xref

O2
). This exchanger will however be bypassed dur-

ing normal operation, as it would only hinder the dissipation of reac-
tion heat. The variables and parameters used in the simulation and
control of the temperature dynamics are summarised in Table 4.

5.6. Summary of the control strategy

In this section, we have developed a series of simple controllers
for each of the dynamic modes we want to control.

The overall control layout is in Fig. 8 with the four control loops
for power (or voltage), hydrogen pressure, temperature and oxy-
gen concentration.

� Hydrogen pressure in the anode is controlled by a controller
with a PI feedback and a feedforward component, using mea-
surements of hydrogen pressure and cell current, with hydrogen
inflow as the input.

� Oxygen concentration in the cathode is controlled with a feed-
forward controller, using a measurement of cell current and
manipulating the air inflow.
� Temperature is controlled with a P feedback controller, option-
ally with a feedforward component as well that uses current
and voltage as measurements, and manipulates the air inflow.

� The air inflow, which is the input variable for the last two con-
trollers, is set by selecting the maximum value required from
these, since oxygen concentration cannot be allowed to fall
below a threshold, but can be any value higher than that.

� At start-up, when heating is required, hydrogen will be burnt
directly into the cathode inlet; a simple feedforward strategy,
using a fixed ratio of hydrogen versus inlet air, has been
proposed.

6. Results

After the analysis of the dynamics of the model and the control
synthesis performed in the previous chapters, it is possible to visu-
alise the time scales of the various dynamic modes in Fig. 9. Note
that hydrogen pressure, being an integrating process, does not
have time constants; the bandwidth of the PI controller has been
used.

6.1. Hydrogen pressure control

The simulation results for one NEDC cycle are plotted in Fig. 10.
The simulation for the case of feedback-only control results in a
negative pressure; in a real application, the fuel cell would simply
have run out of fuel at a pressure close to zero, and the reaction
rate would have been brought to a halt. The combination of feed-
back and feedforward has also been included, assuming implemen-
tation errors of ±20%.

6.2. Oxygen composition control

The air-composition control strategy’s performance through an
NEDC cycle is plotted in Fig. 11. The control law of Eq. (22) takes
full advantage of the relatively fast dynamics of xO2 , and maintains
an acceptable approximation of the set point even with a large
implementation error, �20%4. When adding a significant actuator
lag (1 s), some oscillations do appear, yet operation is not signifi-
cantly disturbed.



Fig. 9. Summary of the time scales of the various dynamic modes of PBI fuel cells.

Fig. 10. Control of hydrogen pressure during an NEDC cycle.
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6.3. Temperature control

The proposed control structure for temperature has been sim-
ulated against the original thermal model of Eq. (10), which also
includes the transients in composition of all cathodic species.
The results, for the cases of feedback-only and feedback with
feedforward, are plotted in Fig. 12 for a series of 10 NEDC cycles.
The air flow required for our test case is plotted in Fig. 13 for the
case of feedback only and for the case with feedforward as well;
no gain errors in either composition or temperature control are
modelled.
The effects of the set point for oxygen molar fraction are pic-
tured in Fig. 14. The feedback–feedforward approach of Fig. 12
(this time with no feedforward gain error) has been put in compe-
tition with feedforward composition controllers with increasing
set points.

For the simulation of a stack start-up with hydrogen combus-
tion, temperature as a function of time is plotted in Fig. 15, where
hydrogen is fed to the cathode inlet burner for 1160 s; hydrogen
burning continues for some time after reaching 400 K because of
the lag and delay in temperature measurement, which determines
burner usage. With the assumed maximum flow, it will take about



Fig. 11. Feedforward control of oxygen concentration during a NEDC cycle. The implementation error is �20 % and the actuator lag 1 s.

Fig. 12. Control of temperature during 10 NEDC cycles. In the first four NEDC cycles temperature control is overridden by composition control.
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the duration of an entire NEDC cycle to heat up the stack to the
minimum functioning temperature.

7. Discussion

7.1. Hydrogen pressure control

In the case of anodic pressure control, Fig. 10 indicates that
feedback alone is insufficient, as pressure reaches negative values
in the simulation. To improve performance, feedforward proved
necessary. Even in the case of large implementation errors
(±20%), feedforward made control performance acceptable.
It is not possible to discard the feedback loop and adopt a purely
feedforward approach, as system (15) is unstable and requires
feedback for stabilisation.

It is possible to make the feedback loop more controllable, and
possibly sufficient to control the process without the assistance of
feedforward, by increasing volume W so that hydrogen pressure
will change more slowly.

7.2. Oxygen composition control

The feedforward-only control law proposed for air-composition
control has shown excellent results in Fig. 11. One of the reasons



Fig. 13. Use of the manipulated variable (air flow) by the joint composition-temperature control system of Fig. 8, connected by a maximum selector. The first peak is
determined by composition control, the second by temperature control. For clarity, only a fraction of the simulation is shown.

Fig. 14. The influence of the set point for composition control on the performance of temperature control. All feedforward controllers, both for composition and temperature
control, are modelled without gain error.
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why feedforward works so well is that the system stabilises itself
faster when there is a larger disturbance: the system’s time con-
stants (Eq. (21)) are much faster for high values of ir, resulting in
much faster dynamics right when the disturbance is at its
strongest.

To apply the proposed feedforward control strategy, it is neces-
sary to provide a value for xref

O2
. Ideally we would want this to be as

high as possible in order to maximise the maximum allowable cur-
rent, but we cannot simply set xref

O2
¼ xin

O2
: it would make input
usage infinite (Eq. (22)). Indeed, an excessive setting will reduce
the system’s overall efficiency because of the power losses in the
actuator.

We can establish a simple criterion for an acceptable value of xref
O2

:
it should be the value at which the marginal increase in maximum
power output from the fuel cell equals the marginal increase in
power lost to the blower. The actual value of this set point will how-
ever depend on the particular characteristics of the actuator and of
the flow resistance of the stack, and cannot be established in general.



Fig. 15. The start-up from ambient temperature of a fuel-cell stack. The burner is active until the stack is measured to reach 400 K (note the measurement lag).

5 Assuming no significant contribution from the blower or compressor.
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This criterion for oxygen concentration can be translated to a
dimensioning criterion for the stack: the maximum available
power from the stack will be the one obtained from the power den-
sity curve in Fig. 5 for the conversion corresponding to xref

O2
. We can

therefore calculate the total area that we need to produce a given
power. This maximum power density will always be less than that
obtained for xin

O2
, which is the one usually measured under labora-

tory conditions and reported in the literature.

7.3. Temperature control

Even with the many simplifications introduced in controller de-
sign, the resulting feedback controller is able to maintain the stack
within 10 K of its set point, with peaks corresponding to the stack’s
maximum power outputs in the NEDC cycles. The addition of a
feedforward component, even with a large ±20% gain error, man-
ages to keep the oscillations in a narrow band of just 5 K. However,
the slow dynamics of stack temperature still require about four
NEDC cycles (about one hour and fifteen minutes) to reach 450 K
from the starting temperature of 400 K: during this time, the tem-
perature controller tries to keep the lowest possible air feed rate,
and is superseded by the air composition controller. Using a higher
setting for xref

O2
will result in a higher minimum air flow, and there-

fore longer transient time when stepping up the temperature
reference.

The most important observation from Fig. 13, representing the
required air flow for temperature control, is that the air flow re-
quired to control the stack’s temperature is not impractically high-
er than the one required to maintain the reaction, and is indeed not
higher at all for the case of feedback control only: the first three
NEDC cycles are dominated by the air-composition controller,
which is at that time setting the lower bound of air flow (as shown
in Fig. 12), whereas the later ones are caused by the feedforward
component of temperature control.

The peaks in the air flow required by composition control must
actually be strictly followed, because otherwise the fast composi-
tion dynamics at high currents would rapidly deplete the oxygen
supply, and thereby halt the stack’s operation. Instead, the slower
dynamics of temperature allows a significant relaxation of the
peaks requested by feedforward temperature control, possibly by
using a low-pass filter on the feedforward component or by dis-
carding it entirely: the stack temperature could temporarily in-
crease, as it does under feedback control, but this will not
disrupt operation of the stack, whereas oxygen depletion would
immediately halt the reaction current. The heat is then dispersed
by maintaining a lower peak air flow over a longer time.

As the air composition requirement increases beyond 15%,
temperature dynamics rapidly deteriorate. At some setting of
xref

O2
, increasing or maintaining temperature will eventually be-

come impossible, because of the excessive requirements of com-
position control: this places an upper boundary on the value of
xref

O2
, beyond which temperature control is infeasible. It is possi-

ble, if desired, to push this boundary by adding a recuperating
heat exchanger between the cathode outlet and inlet, to main-
tain heat in the system.

The composition set point, however, influences the perfor-
mance of temperature control only for the case of increasing stack
temperature, when composition control requires higher minimum
thresholds to maintain a certain composition: since composition
control does not set a maximum threshold, the temperature control
loop will not be limited by it when the objective is to decrease the
stack temperature, and it will be able to set an air flow as high as
feasible for the actuator.

The rise time of temperature in a cold stack, shown in Fig. 15,
may be reduced by increasing the maximum flow during the
start-up sequence, which could require modifications to the stack
and its ancillary units. As the ratio of hydrogen and air is fixed,
the specific enthalpy of the entering flow is constant with respect
to the air flow5: this means that the rise time to the minimum oper-
ating temperature will be roughly inversely proportional to the max-
imum air flow the blower or compressor can produce. The design
start-up time will therefore set a requirement on the actuator
dimensioning.



Table 5
The set of controllers proposed in this article to control the dynamic modes related to chemical engineering of a PBI-membrane fuel cell

Controlled variable Controller type Manipulated variable

Hydrogen pressure PI feedback and feedforward Hydrogen inflow
Oxygen fraction Feedforward Air inflow
Temperature P feedback, optionally with feedforward Air inflow
Temperature (start-up) Feedforward Air inflow and hydrogen burning
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8. Conclusions

This article has tried to present a complete view of the dynam-
ics of a particular type of high-temperature PEM fuel cell, and the
control systems that would be needed to permit its operation.

It is important to realise that fuel cells have many dynamic
modes, as illustrated by Fig. 1. These influence each other, but
operate in different time scales, as summarised in Fig. 9.

Even if some dynamic modes are very slow, such as tempera-
ture’s, this is not necessarily a relevant factor in determining the
overall control performance. In fact, this depends very much on
how we define performance.

If we were to define the control performance in terms of the
temperature transient, we may come to the conclusion that fuel
cells are very slow systems; if we considered only oxygen concen-
tration, we would conclude that application of feedback control is
impractical due to the large delays in measurement.

However, most users would define the performance of a fuel
cell system according to the dynamics of its intended task, namely
to deliver electric power. This has been shown not to be limited by
the overvoltage transient [5], but only by the converter dynamics
[6]. Once these are controlled, they define the performance of the
system, as far as a user is concerned.

Yet, other dynamic modes cannot simply be ignored: the main
objective for the three control loops related to chemical engineer-
ing (stack temperature, cathodic oxygen fraction, anodic hydrogen
pressure) is to maintain acceptable conditions for the reaction to
be possible. However, their dynamic requirements are not as strin-
gent as for power production.

The results presented in the previous sections are summarised
in Table 5.

8.1. Further work

This article considered a small subset of fuel cells. It would be
useful to develop control strategies for Nafion-membrane PEM fuel
cells, where water management must be taken into account, or so-
lid-oxide fuel cells, which have radically different structure, reac-
tions and purpose.

Even for the polybenzimidazole membranes considered in this
article, data is lacking. It would be of particular interest to imple-
ment data regarding anodic resistance to CO poisoning, membrane
conductivity as a function of temperature and humidity, and mem-
brane degradation to obtain a reasonable set point for temperature.

The dynamics of hydrogen storage and supply have not been
considered in this article, but will be of great importance in the ac-
tual performance of a fuel cell system. It would be useful to model
the dynamics of various types of hydrogen storage, such as gas
tanks, cryogenic storage, or metal hydrides.

PBI fuel cells are particularly apt to utilise hydrogen produced by
steam reforming, due to their tolerance for CO. The presented mod-
el could be extended for the case of an open-end anodic manifold,
which is necessary to avoid accumulation of poisoning species.

The lumped-parameter model presented in this paper cannot
account for a non-uniform distribution of the reactant flows and
of temperature gradients in the stack. Future models may simulate
a number of cells with potentially different inflows and
temperatures.
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