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Abstract

This paper aims at combining two different approaches [¢8ktad, 2000) and (Baldea and
Daoutidis, 2006)] into a method for control structure dadigr plants with large recycle.
The self-optimizing approach (Skogestad, 2000) identtfiesvariables that must be con-
trolled to achieve acceptable economic operation of thetplaut it gives no information
on how fast these variables need to be controlled and howsigméhe control system. A
detailed controllability and dynamic analysis is gengrakkeded for this. One promising
alternative is the singular perturbation framework praubis Baldea and Daoutidis (2006)
where one identifies potential controlled and manipulatethbles on different time scales.
The combined approaches has successfully been applie@ast@r-separator process with
recycle and purge.

Key words: Singular perturbation, self-optimizing control, regolat control, selection of
controlled variable.

1 Introduction

Time scale separation is an inherent property of many iatedrprocess units and
networks. The time scale multiplicity of the open loop dymesr(e.g., Baldea and
Daoutidis (2006)) may warrant the use of multi-tiered cohstructures, and as
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such, a hierarchical decomposition based on time scalegrArbhical decompo-
sition of the control system arises from the generally ssparlayers of: (1) Op-
timal operation at a slower time scale (“supervisory cdiitand (2) Stabilization
and disturbance rejection at a fast time scale (“regulatontrol”). Within such a
hierarchical framework:

a. The upper (slow) layer controls variables (CV’s) that areenmportant from
an overall (long time scale) point of view and are relatechedperation of the
entire plant. Also, it has been shown that the degrees addmgMV’s) available
in the slow layer include, along with physical plant inputs setpoints (refer-
ence values, commands) for the lower layer, which leadsalftuo cascaded
control configurations.

b. The lower (fast) variables implements the setpoints givwerhie upper layer,
using as degrees of freedom (MV’s) the physical plant infartshe setpoints of
an even faster layer below).

c. With a “reasonable” time scale separation, typically adaect five or more in
closed-loop response time, the stability (and performpofcthe fast layer is not
influenced by the slower upper layer (because it is well m#e bandwidth of
the system).

d. The stability (and performance) of the slow layer dependa suitable control
system being implemented in the fast layer, but otherwisgming a “reason-
able” time scale separation, it should not depend much osggeific controller
settings used in the lower layer.

e. The lower layer should take care of fast (high-frequencgiutbances and keep
the system reasonable close to its optimum in the fast tirake gbetween each
setpoint update from the layer above).

The present work aims to elucidate the open-loop and clsmualdynamic behav-
ior of integrated plants and processes, with particulaugoen reactor-separator
networks, by employing the approaches of singular pertiobanalysis and self-
optimizing control. It has been found that the open-looptetyy by singular per-
turbation analysis in general imposes a time scale separatithe “regulatory”
control layer as defined above.

2 Sdf-optimizing control

Self-optimizing control is defined as:

Self-optimizing control is when one can achieve an accéptialss with constant
setpoint values for the controlled variables without thedheo re-optimize when
disturbances occur (real time optimization).

To quantify this more precisely, we define the (economic$ loss the difference



between the actual value of a given cost function and thg optimal value, that
is to say,
L(u,d) = J(u,d) — Jope(d) 1)

Truly optimal operation corresponds fo= 0, but in generall > 0. A small value
of the loss functiornl. is desired as it implies that the plant is operating closésto i
optimum. The main issue here is not to find optimal set pomitstather to find the
right variables to keep constant. The precise value of acefgiable” loss must be
selected on the basis of engineering and economic consaesa

In Skogestad (2000) it is recommended that a controllecalbéeic suitable for
constant set point control (self-optimizing control) slibhave the following re-
quirements:

R1. The optimal value of should be insensitive to disturbances, ig,;(d) de-
pends only weakly od.

R2. The value ofc should besensitive to changes in the manipulated variable
i.e., the gain from to y should be large.

R3. For cases with two or more controlled variables, the seteetziables inc
should not be closely correlated.

R4. The variable: should be easy to measure and control.

During optimization some constraints are found to be actiwehich case the vari-
ables they are related to must be selected as controlledtsygnce it is optimal
to keep them constant at their setpoints (active constcaintrol). The remaining
unconstrained degrees of freedom must be fulfilled by saelgthe variables (or
combination thereof) which yield the smallest ladsswith the active constraints
implemented.

3 Timescale separation by singular perturbation analysis

In Baldea and Daoutidis (2006) and Kumar and Daoutidis (200Bas shown
that the presence of material streams of vastly differergmitades (such as purge
streams or large recycle streams) leads to a time scaleasigpain the dynamics
of integrated process networks, featuring a fast time sedlech is in the order of
magnitude of the time constants of the individual procestspuand one or several
slow time scales, capturing the evolution of the networkngsingular perturba-
tion arguments, it is proposed a method for the derivationaof-linear, non-stiff,
reduced order models of the dynamics in each time scale.aRailysis also yields
a rational classification of the available flow rates intaugr®of manipulated inputs
that act upon and can be used to control the dynamics in eaehsttale. Specifi-
cally, the large flow rates should be used for distributedrobat the unit level, in
the fast time scale, while the small flow rates are to be usedddressing control



objectives at the network level in the slower time scales.

In this approach it is assumed that a non-linear model of tbegss (usually com-
prising a reaction and separation section linked by a lagggate stream) is avail-
able. The principle of this method consists in rearrangimdjfarther decomposing
the model according to its characteristic time scale séparéound by consider-
ing the different orders of magnitude of its variables (flpvicor a reactor-separator
network with a large recycle flow compared with its throughgiud small purge of
inert components, three different time scales can be ifiethtin addition, during
the rearrangement step two sort of inputs can be classifiedetcorresponding to
“large” flow rates (/') and those corresponding to “small” flow rates)(

The decomposition of the rearranged system is carried aédan the singular
perturbation analysis. This step consists of finding theglequations which de-
scribe the system within the fast, intermediate, and slometscales as well as
revealing in a natural way which manipulated variables ateetused in each time
scale:u! is to manipulate the variables in the fast time scalejs used to ma-

nipulate the variables in the intermediate time scale, @anfthe purge flow rate)

manipulates the small amount of feed impurity.

Thus, control objectives in each of the time scales can besaddd by using the
manipulated inputs that are available and act upon the disamthe respective
time scale, starting from the fastest. Specifically:

a. Large flow rates are available for addressing regulatoryrobabjectives at the
unit level, such as liquid level/holdup control, as well asthe rejection of fast
disturbances. Similar control objectives for the unitssaig the recycle loop
are to be addressed using the small flow ratesas the large flow rates do not
influence the evolution of these units. Typically, the abowstrol objectives ob-
jectives are fulfilled using simple linear controllers, pidy with integral action,
depending on the stringency of the control objectives.

b. The small flow rates® appear as the manipulated inputs available for control-
ling the “overall” network dynamics in the intermediate &racale. Control ob-
jectives at network level include the product purity, thetglization of the total
material holdup and setting the production rate. Very gftee number of avail-
able manipulated inputs® is exceeded by the number of network level control
objectives. In this case, it is possible to use the setpq)Lgtef the controllers in
the fast time scale as manipulated inputs in the intermediate scale, which
leads to cascaded control configurations. Such configmsa#ce beneficial from
the point of view of achieving a tighter coordination betwdlee distributed and
supervisory control levels.

c. The concentration of the impurities in the network evolvesra very slow time
scale. Moreover, the presence of impurities in the feeéstreorroborated with
the use of large recycle flow rates, can lead to the accuroualafithe impurities
in the recycle loop, with detrimental effects on the operatf the network and



on the process economics. Therefore, the control of the iityplevels in the
network is a key operational objective and it should be ssk#ré in the slow
time scale, using the flow rate of the purge stregymas a manipulated input.

4 Case study on reactor-separator with recycle process

In this section, a case study on reactor-separator netwar@nsidered where the
objective is to hierarchically decide on a control struetwhich inherits the time

scale separation of the system in terms of its closed-loapaciteristics. This pro-

cess was studied in Kumar and Daoutidis (2002), but for teseut paper the
expressions for the flowk, L, P, andR and economic data were added.

4.1 The process

The process consists of a gas-phase reactor and a condepseator that are part
of a recycle loop (see Figure 1). It is assumed that the redimlv rateR is much
larger than the feed flow rat&, and that the feed stream contains a small amount
of an inert, volatile impurity; , which is removed via a purge stream of small flow
rate P. The objective is to ensure a stable operation while cdirigpthe purity of

the productr .
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Fig. 1. Reactor-separator process.

A first-order reaction takes place in the reactor, #“el B. In the condenser-
separator, the interphase mole transfer rates for the coempeA, B, and ! are

S
governed by rate expressions of the fon = Ka(y; — %xj)%, where K«



represents the mass transfer coefficignthe mole fraction in the gas phasg,the
mole fraction in the liquid phasei?f the saturation vapor pressure of the compo-
nentj, P the pressure in the condenser, andhe liquid density in the separator.
A compressor drives the flow from the separator (lower pre3dio the reactor.
Moreover, valves with openings, z;, andz, allow the flow through?, L, andP,
respectively. Assuming isothermal operation (meaningtti@reactor and separa-
tor temperatures are perfectly controlled), the dynamidehof the system has the
form given in Table 1.

4.2 Economic approach to the selection of controlled vdaabSelf-optimizing
control computations

4.2.1 Degree of freedom analysis

The open loop system has 3 degrees of freedom at steadyrstately the valve at
the outlet of the reactoef;), the purge valveAr), and the compressor powéi/().

The valve at the separator outlet ] has no steady state effect and is used solely to
stabilize the process.

Table 2 lists the candidate controlled variables consatlarehis example. With 3

degrees of freedom and 18 candidate ther éfr)az 3% = 816 possible ways

of selecting the control configuration. We then determinetiver there are active
constraints during operation.

4.2.2 Definition of optimal operation

The following profit is to be maximized:

(=J) = (pL — pp)L — pwW, (2)

subject to

Preactor < 2M Pa
rp > 0.8711
We < 206W
Zp,Zp € [O, 1]

wherep;, pp, andpy, are the prices of the liquid product, purge (here assumed to
be sold as fuel), and compressor power, respectively.



Table 1
Dynamic model of the reactor-separator with recycle networ

Differential equations

Mr = F,+R-F

d
Lt = 1 [Fo(Yao — yar) + R(ya — yar) — ki Mgya gl
dyrr _ 1

7 = 1 Fo(yre — yi,r) + R(yr — y1,r)]

dM
My _p_R-N-P

WA — 1 [F(yar —ya) — Na+yaN]
% = M%,[F(M,R —yr) — Nr +yrNV|

dM
i =N-L

d
{%::ﬁﬂNg—xAN]

d
G = 3 IN1 — N

Algebraic equations

P . MRRgasT'reactor
reactor — Vieactor
— MVRgasTseparator
Pseparator - My,
(Vsepa'rato'rf oL )
S
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— _ A L
NA - KAO[ <yA Pseparator fEA) PL
ps M
_ _ I L
NI - K]CY <yI Pseparator xl) PL
S
PB

(l—fI,'A—fI,'])]&

NB:KBOC[(l_yA_yI)_ oL

N =Njs+ N+ Ny

Psepa'rato'r

F= CUfo \/Preactor — LIseparator

L = Cuz \/Psepm‘ator — Piownstream

P = CUpr \/Pseparator - Pdoumstream

R= Ws
- B -1
1 YRgas Tsepara,tor (SP'reactor,maz )’YT -1
€ y—1 Pseparator

Where:

- Mg, My, and M;, denote the molar holdups in the reactor and separator vapor
and liquid phases, respectively.

- Ryqs is the universal gas constant.

-y = g—g is assumed constant.

- Cvy, Cuy, andCv, are the valve constants.

- Piownstream 1S the pressure downstream the system (assumed constant).
- ¢ is the compressor efficiency.

- Preactor,maz 1S the maximum allowed pressure in the reactor.




Table 2
Selected candidate controlled variables.

Y1l Reactor holdup Mg
Y2  Vapor mole fraction of A in the reactor YAR
Y3  Vapor mole fraction of | in the reactor YI.R

Y4  Vapor mole fraction of A in the separator  y4
Y5  Vapor mole fraction of | in the separator yr
Y6  Liquid mole fraction of A in the separator x4
Y7  Liquid mole fraction of B in the separator zp

Y8  Liquid mole fraction of | in the separator Ty

Y9 Reactor pressure Preactor
Y10 Separator pressure Pieparator
Y11 Flow out of the reactor F
Y12 Liquid flow out of the separator L
Y13 Purge flow P
Y14 Recycle flow R
Y15 Valve opening ZF
Y16 Valve opening 2z
Y17 Valve opening zZp
Y18 Compressor power Ws

4.2.3 ldentification of important disturbances

We will consider the disturbances listed in Table 3 below.

4.2.4 Optimization

Two constraints are active at the optimal through the o@tons (each of which
corresponding to a different disturbance), namely thetoggressure’, ... at its
upper bound and the product purity at its lower bound. These consume 2 degree
of freedom since it is optimal to control them at their setppdMaarleveld and
Rijnsdorp, 1970) leaving 1 unconstrained degree of freedom

4.2.5 Unconstrained variables: Evaluation of the loss

To find the remaining controlled variable, it is evaluateel libss imposed by keep-
ing selected variables constant when there are disturbance



Table 3
Disturbances to the process operation.

No. Disturbance

D1 20% increase infy

D2 10% reduction inF,

D3  20% increase inyr ,

D4 yg,=0.02with ya, = 0.96
D5 5% reduction inK.cqction

D6 10% reduction iNT}cqction
D7 5% reduction inzg

D8 5% increase incg

The candidate set is given in Table 2 with the exceptioR,of..., andz . Table 4
shows the results of the loss evaluation. We see that thdestlalsses were found
for the compressor powéV; which is then selected as the unconstrained controlled
variable.

In summary, by the self-optimizing approach, the primanyalges to be controlled
are theny = [P,cactor £ Ws| With the manipulations = [z zp W]. In addition,
secondary controlled variables may be introduced to imgtbg dynamic behavior
of the process. With these variables, a number of controfigarations can be
assigned and some of them will be assessed later in this.paper

4.3 Singular perturbation approach for the selection oftcolhed variables

According to the hierarchical control structure designpmsed by Baldea and
Daoutidis (2006) based on the time scale separation of thtersy the variables
to be controlled and their respective manipulations arergin Table 5. It is im-

portant to note that no constraints are imposed in the Vasab contrast with the
self-optimizing control approach.

Previously in Baldea and Daoutidis (2006) economics weteowsidered and the
structure they found leads to infeasible operation sineetmstraint in the reactor
pressurep,.....» (or Mz) and compressor powell{(s) can be exceeded in some
cases. A simple modification would be to contig) using the separator pressure
and keeping the reactor pressure at its setpoint. This witlibcussed later in this
paper.



Table 4

Loss evaluation for the selected candidates in Table 2.

Candidate D1 D2 D3 D4 D5 D6 D7 D8 Avg.
Mp 0.000 0.009 0.010 0.000 0.000 (Af Inf 0.000 Inf

YAR Inf Inf Inf Inf Inf Inf Inf Inf Inf

YI,R Inf 2801 2.069 5993 0.125 6.757 Inf Inf Inf

YA Inf Inf  11.154 Inf Inf  68.494 Inf 34500 Inf

Yr Inf 5.047 11.517 61.738 Inf  68.516 Inf Inf Inf

TA Inf 0.369 0.422 3.598 Inf 1.461 Inf Inf Inf

Ty Inf 0.369 0.421  3.598 Inf 1.461 Inf 1.599 Inf
Picparator  574.629 5.039 11.505  Inf Inf Inf Inf Inf Inf

F 6.653 1963 0.497 0.268 1.340 0.010 4.061 0.946 1.967
L Inf Inf Inf Inf Inf 69.366  Inf Inf Inf

P Inf Inf Inf Inf Inf Inf Inf Inf Inf

R 6.325 1963 0474 0.212 1.340 0.010 4.061 1.087 1.934
ZF 5951 2122 0.541 0.151 1.135 0.048 0.851 0.314 1.389
Zr Inf Inf Inf Inf Inf  69.263 Inf Inf Inf

zp Inf Inf Inf Inf Inf Inf Inf Inf Inf

Ws 2877 1887 0.367 0.780 1.074 0.110 1.635 0.855 1.198

*) Inf means infeasible operation.

Table 5

Control structure selection based on the singular pertioribanalysis.

Time scale Controlled output Manipulation
Fast Mpg (Preactor) F (Zf)
Fast My (Pseparator) R (Zp)
Intermediate M7, L (z)

Intermediate x

Slow YIL.R

MR,setpoint (Preactor,setpoint)

P

4.4 Control configuration arrangements

The objective of this study is to explore how the configuradiguggested by the
two different approaches can be merged to produce an efectintrol structure
for the system. Thus, as a starting point, the following tandinal” configurations

are presented:
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1. Figure 2: This is the original configuration from the sitegyerturbation ap-
proach (Baldea and Daoutidis, 2006).

2. Figure 3: This is the simplest self-optimizing controh@iguration with con-
trol of the active constraintsH......, and xg) and self-optimizing variable
Ws.

Fig. 2. Original configuration based on singular pertudratvith control ofz g, Pseparator
andyLR.

| 2
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@."h ________________________ i
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Fig. 3. Simplest self-optimizing configuration with contod x5, Preqctor, andWs.

None of these are acceptable. The configuration in Figurefd isom economi-
cally optimal and gives infeasible operation with the eqorconstraints’,...:o-

exceeded. On the other hand, Figure 3 gives unacceptabriyperformance.
The idea is to combine the two approaches. Since one norstaliis by designing
the regulatory control system, the most natural is to starhfFigure 2. The first
evolution of this configuration is to change the pressurdrobfrom the separator
to the reactor (Figure 4). In this case, both active con#8dP,....., andx;) are

controlled in addition to impurity level in the reactay; (z). The final evolution is to
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change the primary controlled variable fromg to the compressor powér’; (Fig-
ure 5). The dynamic response for this configuration is vendgnd the economics
are close to optimal.

YIRsp. cC .
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CC Yoo i
Xp,sp z

Fig. 4. Modification of Figure 2: Constant pressure in theteainstead of in the separator.
(pe \Wsisp
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Fig. 5. Final structure from modification of Figure 4: Setyde (I7s) constant instead of
the inert compositiony;. r).

4.4.1 Simulations

Simulations are carried out so the above configurationsssesaed for controlla-
bility. Two major disturbances are considered: a sustaiaddction ofl0% in the
feed flow ratef, at¢ = 0 followed by a5% increase in the setpoint for the product
purity z g att = 50h. The results are found in Figures 6 through 9.

The original system in Figure 2 shows an infeasible respevisen it comes to
increasing the setpoint afg since the reactor pressure increases out of bound (see
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Fig. 6. Closed-loop responses for configuration in FigurePgdfit = 43.13k%/h and
43.32k$/h (good but infeasible).
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Fig. 7. Closed-loop responses for configuration in Figuré@ifit = 43.21k$/h and =
43.02k$/h.
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Figure 6).
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Fig. 8. Closed-loop responses for configuration in Figurdbfit = 43.20k$/h and =
43.07k$/h.

With P,....o» controlled (here integral action is brought about) 4y (fast inner
loop), the modified configuration shown in Figure 4 gives asible operation for
setpoint change as depicted in Figure 8.

The proposed configuration in Figure 3, where the controll@dables are se-
lected based on economics presents a very poor dynamiaiperice for setpoint
changes iz as seen in Figure 7 due to the fact that the fast mqgis controlled

by the small flow rate» and fast responses are obviously not expected, indeed the
purge valve £p) stays closed during almost all the transient time.

Finally, the configuration in Figure 5 gives feasible op@rmatwith a very good
transient behavior (see Figure 9).

In addition, the inert level, although not controlled in soof the proposed config-
urations, does not build up in the system even for long sitraridimes. Moreover,
the liquid level in the separator is perfectly controlled &l configurations.

The steady-state profit for the two disturbances is showhercaption of Figures
6 through 9.
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Fig. 9. Closed-loop responses for configuration in Figuré&fit = 43.21k$/h and =
43.02k$/h.

5 Discussion

In the singular perturbation approach the model analysistmeaused to tell which
flows (inputs) are suitable for the different time scalesweeer, it can not be used
to tell which outputs are needed to be controlled for ecosarasons. Essentially,
this approach sets the regulatory control layer in a hiéreat fashion, which rep-
resents a great advantage. In contrast, a plantwide cattugkure design cares for
both supervisory and regulatory layers, where the selfxoping control approach
is used to set the former.

So, what is the link between these two approaches? The maéiislthat the singu-
lar perturbation approach can be used to “pair” the inputsvé) with the outputs
in the regulatory control layer resulting in a cascaded r@debnfiguration.

An economic analysis of the reactor-separator case studglsthe right variables
to control in the slower control layer in order to keep theragien profitable (or
at least near optimality). The reactor pressutg,..., and product purityrg are
both active constraints that, during operation, must be &epstant at its setpoint
together with the self-optimizing variabl&s.

In terms of speed of responses, the expectations are that:
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1. Reactor pressureH.....r) IS fast (in general, pressure requires fast control):
prefer a large (gas) flow, i.€ (zr) or R (Ws). Particularly, one should usé
(zr) sinceR (Wy) is desired to be constant.

2. Separator liquid levelX/;) has intermediate speed: prefer usingz;) (inter-
mediate flow).

3. Product purity ¢) has also intermediate speed: it needs an intermediate flow,
but since there are no such left since it is necessary to Kgéjs) constant, one
solution is to user (Ws) dynamically for this (This is an interesting result that
follows from the singular perturbation analysis!).

4. 1t is preferable to keep the compressor powéiJ constant, but allowing it to
vary dynamically as long as it is reset back to its desiredevalt steady state:
the rule is to use the small purge flaw(zp) for this.

6 Conclusion

This paper contrasted two different approaches for theseteof control config-
urations. The self-optimizing control approach is usedeled the controlled out-
puts that gives the economically (near) optimal for the pl@ihese variables must
be controlled in the upper or intermediate layers in thednadry. The fast layer
(regulatory control layer) used to ensure stability andalatisturbance rejection
is then successfully designed (pair inputs with outputseldaon the singular per-
turbation framework proposed in Baldea and Daoutidis (2006e case study on
the reactor-separator network illustrates that the two@gghes may be combined
successfully.
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