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Abstract

The paper addresses control related design issues for neutralization plants. Mainly for control reasons, the neutralization is usually performed
in several steps (mixing tanks) with gradual change in the concentration. The aim is to give recommendations for issues like tank sizes and
number of tanks. Assuming strong acids and bases, we derive linearized relationships from the disturbance variables (e.g. inlet concentration
and flow rate) to the output (outlet concentration), including the scaled disturbancé gaiith local Pl or PID control in each tank, we
recommend to use identical tanks with total volubg, where we givéVy,; as a function ok,, the time delay in each tartk the flow ratey,
and the number of tanks Fork, > 1, which is common in pH-neutralization, this giveg = 2qr19kj/”.
© 2003 Elsevier Ltd. All rights reserved.
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1. Introduction trol of neutralization processes which emphasizes chemical
waste water treatment is given byalsh (1993)

The pH-neutralization of acids or bases has significant  Our starting point is that the tanks are installed primarily
industrial importance. The aim of the process is to change for dynamic and control purposes. In our paper, process de-
the pH in the inlet flow, thenfluent (disturbanced), by sigh methods using control theory are proposed. We focus
addition of areagent(manipulated variabley) so that the on the neutralization aftrongacids or bases, which usually
outflow or effluenthas a certain pH. This is illustrated in is performed in several steps. The objective is to find meth-
Fig. 1as a simple mixing, but normally it takes place in one ods to obtain the total required volume for a given number
or more tanks or basins, se&y. 3. Examples of areas where of tanks, and discuss whether they should be identical or not.
pH control processes are in extensive use are water treatmenbDesign of surge (buffer) tanks is generalized to other pro-
plants, many chemical processes, metal-finishing operations cesses irfFaanes & Skogestad, 2008)learly, the required
production of pharmaceuticals and biological processes. Intank size depends on the effectiveness of the control sys-
spite of this, there is little theoretical basis for designing such tem, and especially with more than one tank there are many
systems, and heuristic guidelines are used in most cases. possibilities with respect to instrumentation and control

Textbooks on pH control includéShinskey, 1973Rnd structure design. This is discussedfaanes & Skogestad,
(McMillan, 1984) General process control textbooks, such 1999)
as (Shinskey, 1996; Balchen & Mummé, 1988jave sec- Section 2notivates the problem. Since time delays are im-
tions on pH control. A critical review on design and con- portant design limitation§Section 3ontains a discussion on

delays. From the models presente@gction 4in Section 5
we follow Skogestad (1996and derive a simple formula
for the required tank volume, denot&d. In Section 6 the

* This is an extended version of a paper originally prestented at the validity of the simple formula forVy is checked numeri-
IFAC-Symposium Adchem 2000, June 14-16, 2000, Pisa, Italy. cally, and improved rules for sizing are proposed. Whether

* Corresponding author. Fax:47-73594080. equal tanks is best or not is discussedirtion 7 Discus-

E-mail addressesaudun.faanes@statoil.com (A. Faanes), . .
skoge@chemeng.ntnu.no (S. Skogestad). sions on measurement noise, feedforwerd control apd the

1" Co-corresponding author. Present address: Statoil ASA, TEK, Process PH Set-point to each tank are found$ection 8 The main
Control, N-7005 Trondheim, Norway. Fax:47-73967286. conclusions are summarized $ection 9
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Fig. 1. Neutralization of strong acid with strong base (no tank).

Motivating example

We use a simple neutralization process to illustrate the
ideas.

Example 1. We want to neutralize 51/s of a strong acid
(disturbance) of pH= —1 (cy+ s = 10mol/l) using a
strong base (input) with pH= 15 to obtain a product of
pH=7+1 (10 8mol/l < cy+ < 10-5mol/l).

We present a model for the processSection 4 and
we find that it is convenient to work with the excess
HT-concentrations = cyy+ — coi- (mMol/l). In terms of this
variable, the product specification és= 0mol/l, and the
variation requirementt1pH corresponds to a concentra-
tion deviation Acmaxy = £10-8mol/l. We assume that the
maximum expected disturbance iscin max = £5mol/l,
corresponding to a pH variation from0.70 to —1.18.

We first try to simply mix the acid and base, as illustrated
in Fig. 1 (no tank). The outlet concentration is measured (or

calculated from a pH measurement), and the base addition is
adjusted by a feedback PI- controller assuming a time delay

of 10s in the feedback loop. A step disturbance in the inlet
concentration of 51 mol/l, results in an immediate increase
in the product of 2.5 mol/l (to pH-0.4), since the total flow
is half the acid flow. After a while the PI controller brings
the pH back to 7, but for a period of about 700 s the product
is far outside its limits. This can be seen from the simulation
in Fig. 2 (solid line).

This is clearly not acceptable, so, next, we install one mix-

ing tank to dampen the disturbances. For a tank with resi-

dence timer, the response is (for the case with no control):
c(f) =251 —e /7 (1)

Now the pH of the product does not respond immediately,
and provided is sufficiently large, the controller can coun-

teract the disturbance before the pH has crossed its limit of

6. Solving fore(r) = 1075, we get

t~4x 10t (2)

For exampley = 1000s gives = 4 x 10%s, that is,
for a tank with residence time of 1000s the pH goes out-
side its limits after 0.4 ms. However, no control system can
respond this fast. With a time delay of 10s (typical value),
the feedback controller needs at least 10 s to counteract
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Fig. 2. Mixing capacity is required to dampen the disturbance. Closed-loop
responses in outlet pH to a step change in inlet acid concentration from
10 to 15 mol/l with time delay of 10s in the Pl-control loop. (Controller:
PI with k; tuning.)
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Fig. 3. Neutralization in three stages.

the disturbance, which gives a minimum required residence
time ofr = 10/4x 10" s= 2.5x 10’ s. In practice, a larger
tank is required, and iRig. 2we also show the closed-loop
response for the case with = 8 x 10’s (dashed line).
With a flowrate of 101/s this corresponds to a tank size of
800 000 mi. This is of course unrealistic, but Bection Swe

will see that the total tank size can be reduced considerably
by adding several tanks in series as illustrate&im 3.

3. Time delays

Time delays provide fundamental limitations on the
achievable response time, and thereby directly influence the
required volumes. The delays may result from transport de-
lays or from approximations of higher order responses for
mixing or reaction processes and from the instrumentation.
For pH control processes, the delays arise from

1. Transport of species into and through the tank, in which
the mixing delay is includedj)
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2. Transport of the solution to the measurement and approx-

imation of measurement dynamidn| Qinn Yrea
3. Approximation of actuator and valve dynamiés)( Cint Creag
4. Transport of the solution to the next tarig)

In this paper, we mainly consider local feedback control, v
and the total effective delay is the sum of the contributions » C @
from the process and instrumentati®n= 6p + Om + 6y. If
the influent (disturbance) and the reagent addition (manip- |
ulated variable) are placed close, they will have about the ——
same delay),, but for feedback control only the delay for . q
manipulated variables matters.

Both the volume and the mixing speed determine the mix- Fig. 4. Neutralization tank with pH control.
ing delay, which is the most important contribution g

If the volume is increased, then the mixing speed is also Taple 1 Note that we have included a reagent flow rate,
usually increased and these two effects are oppo¥giadsh qreagd, as a disturbance, since it may also have uncontrolled
(1993)carried out calculations for one mixer type and found yariations due to, e.g. inaccuracies in the valve or upstream
6p ~ V007, Since the exponent of 0.07 is close to zero he pressure variation is the transfer function from the con-
concludes tha#l, is constant (typically about 7's), indepen- o] input, andGq a vector of transfer functions from the
dent of the tank size. On the other haghinskey (1973,  disturbances. Normally, it is convenient to consider the ef-
1996)assumes that the overall del@ys proportional to the  fect of one disturbance at a time, so from now on we con-
tank volume (thlS is not stated eXpIiCitIy, but he assumes that siderd as a scalar and;d as a (Sca|ar) transfer function.
the ultimate or natural pel’iOd of OSCi”ation, which here is The reason for the Sca”ng is to make it easier to state Crite_
40, varies proportionally with the volume). In this paper, we ria for sufficient dampening, and we scale the model so that
mainly follow Walsh and assume that the overall effective the output, control input and the expected disturbances all
delay is? = 10s in each tank. shall lie between-1 and 1.
For a single tank, the transfer functiofxs) and Gq(s)
are represented as

4. Mod€

k
e”,  Ggls)= —2—e® (5)

G =
) s+ 1

The model is derived iAppendix A pH-control involving
strong acids and bases is usually considered as a stronglyvhere z is the nominal residence time in the tank &
“nonlinear” process. However, if we look at the underlying V*/4*, where V* is the nominal volume ang* the total

model written in terms of the excess Htoncentratiore = flow rate), and is effective time delay, due to mixing, mea-
CH+ — COon-: surement and valve dynamics (sgection 3.
d In Appendix A.2 we derive a linear model for a series
c : ; :
= Cinfiginfl + Creagfreag— CO 3) of n tanks. Neglecting reagent disturbances (except in the
d first tank) and changes in outlet flow-rates of each tank, we
then we find that it is linear in compositian (the overall obtain for any disturbance entering in the first tank,
model is bilinear due to the product of flow ratg) @nd ky
concentration €)). The fact that the excess concentration Gg4(s) = ————— e s (6)

will vary over many orders of magnitude (e.g. we wart< ((on/m)s + 1)

109 mol/l to obtain 6< pH < 8, whereag = 1 mol/l for a wherert;, is the total residence timegt/q. Viot is the total

strong acid with pH= 0), shows the strong sensitivity of the  volume and; is the flow rate through the tanks, and we here

process to disturbances (withy > 1; see below), but has assume&; =... =6, =6.

nothing to do with non-linearity in a mathematical sense.
In Appendix A we have derived a Laplace transformed

. . . .. Table 1
linearized scaled model for the process illustrate8im 4:

Steady-state gain for different disturbances

y(s) = G($)u(s) + Gq(s)d(s) (4) Concentration disturbance  Flow disturbance

Cinfl,max Dol Cinfl — €* qinfl max

wherey = Ac/cmax IS @ scaled value of the effluent excess Influent  kgjinfi.c =
concentrationy = Agreagu/qreagu,max IS @ scaled value

of the reagent flow rate, andl = (Acinfl/Cinfl.max. Aginfl/ Reagent kareage = = pe o p
ginfl,max, Acreag/Creagmax; A.Qreagd/‘Ireagd,max)T ISa dI_Stur_ Superscript symbok{) denotes nominal values, and subscript max denotes
bance vector. The subscripts max denote the maximum tol- ayimum tolerated cnax) OF expected (the other variables) variation.
erated §), possible £) or expected ) variation; see alsO  greagamax is maximal expectedincontrolledvariation in reagent flow.

kainfl.g =
infl,g
Cmax  q* Cmax q*

Creagmax 9reag reag qJreagd,max

kd. reagg —
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With the above-mentioned scalings, the gain from the con- y leads to

trol input is Appendix A.J) ;
(s) = (1_[ Si(5)Ga, (s)) d(s)

k= C;(eag_ c* Clreag:,max 7) ity
Cmax q n n
while k; for various disturbances is given ifable 1 We (E ’(S)) (E i (S)> (s) ©
will assume thatk, >> 1 (typically k; is 10° or larger for B B
pH systems). y(s) = S(s)Ga(s)d(s) (10)

whereS(s) = []i_; Si(s). The factorization ofS is possible
Example 1 (continued from Section 2). We consider the since the tanks are SISO systems.
influent disturbances. Nominally;: /¢* = 0.5 (acid flow We assume that the variablesgndd) have been scaled
rate is half the total flow rate};max = 1076, ¢* = 0mol/l, such that for disturbance rejection the performance require-
andcinfl.¢.max = 5 mol/l (maximum inlet concentration vari- ment is to havey| < 1 for all |d| < 1 at all frequencies, or
ation). This givesginfi.c = (5/10 %) x05=25x10° (as  equivalently
found earier). . IS(e)Ga(e)l <1 Vo (12)

Furthermoreginfi 4. max/q* = 0.5 x 0.5 (maximum varia-

tion in acid flow rate is-50%) SOk infl, = (10/107%)0.5x Combining (11) and the scaled model@f in (6) yields an

0.5=2.5x 10°. expression for the required total volume witlequal tanks:
n
V= 2 Jal S/ — 1, Voo (12)
w
5. A simple formula for the volume and number Assuming(ka|S(jw))?" > 1 (sinceky > 1 and the design
of tanks is most critical at frequencies, whef#| is close to 1) this

- . _ may be simplified to
The motivating example iBection 2showed that the con-

trol system is able to reject disturbances at low frequenciesy, - an;l.i/n |S(j60)|1/n, Vo 13
(including at steady state), but we need design modifica-

tions to take care of high-frequency variations. Based on \We see thatS(jw)| enters into the expression in the power
(Skogestad, 1996) method for tank design using this basic of 1/x. This is becaus&y is of the same order a& This

understanding is presented. gives the important insight that a “resonance” peaksip
The basic control structure is local control in each tank, due to several tanks in series, wilht be an important issue.
as illustrated inFig. 3 (flowsheet) andrig. 5 (block di- Specifically, if the tanks are identical and the controllers are
agram). We assume no reference changes=t rp = tuned equally, the expression is
... = 0), and the closed-loop response of each tank then 15:(jeo)|
becomes Viot > qn@/”%, Yo (14)
yi(s) = 1 1 Gy, (5)di(s) = Si(5)Gg, (s)di(s) (8) wheres; 'is the sgpsitivity functiorj fgreach locally controlled
+ Gi(s)Ki(s) tank. This condition must be satisfied at any frequaeneyd
) ] in particular at the bandwidth frequenays, here defined
whered; = d, and fori > 1,d; = yi-1. Si(s) is the sensi- 55 the lowest frequency for whidli(jwg)| = 1. This gives

tivity function for tanki. Combining this into one transfer e minimum requiremer(Skogestad, 1996)
function from the external disturbandeto the final output

n
Viot > an kj/n -1 (15)
wB

Since|Gy(jw)| decreases as increases, this volume guar-
antees that

|Ga(jw)] <1, VYo > wp (16)

In words, the tank must dampen the disturbances at high fre-
guencies where control is not effective. With only feedback
control, the bandwidtlvg (up to which feedback control is
effective), is limited by the delay, and from Gkogestad

& Postlethwaite, 1996p.174) we haveg < 1/6 (the exact
value depends on the controller tuning), which gives

Fig. 5. Block diagram corresponding Eig. 3 with local control in each
tank. Viot > Vo 17)
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Table 2
Total tank volume,Vy from (18)

Number of tanksp Total volume Vg [m3]

250000
316
40.7
15.9
9.51

a b wnN e

Data:q = 0.01 /s, kg = 2.5 x 10° and6 = 10s.

where(Skogestad, 1996)

Vi -1

is a “reference value” we will compare with throughout the
paper. Foik; > 1, we have

def

Vo(n) =qr (18)

Vo ~ qrok" (19)
(19) gives the important insight that the required volume in
each tank,Vo/n, is proportional to the total flow ratey,

the time delay in each tank, and the disturbance gaigy
raised to the power/k. Table 2gives Vg as a function of

n for Example 1 With one tank the size of a supertanker
(250 000 rd) is required (as we got in the motivating exam-
ple). The minimum total volume is obtained with 18 tanks

(Skogestad, 1996)ut the reduction in size levels off at

about three to four tanks, and taking cost into account one

would probably choose three or four tanks. For example
Walsh (1993)found the following formula for the capital

cost in £ of a stirred tank reactor
C = 20000+ 2000v°7 (20)

From this we obtain the following total costfer=1, ..., 5

in £1000: 12000, 180, 97, 101, 120, i.e. lowest cost is for

three tanks.

Remark 1. Conditions (15) and (17) are derived for a par-
ticular frequencywg and other frequencies may be worse.
However, we will see thatSG| is “flat” around the fre-
guencywg if the controller tuning is not too aggressive, and
wg is close to the worst frequency in many cases.

Remark 2. In (6), we neglected the variation in the outlet
flow rate from each tank. The outlet flow rate is determined
by the level controller (see (A.21) and (A.22)). With more
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which is not taken into account in the analysis presented in
this paper.

6. Validation of the simple formula: improved sizing

In (18), we followedSkogestad (1996and derived the
approximate valué/p for the total volume. This is a lower
bound onVi,: due to the following two errors:

(E1) The assumed bandwidthy = 1/6 is too high if we
use standard controllers (e.g. Pl or PID).

(E2) The maximum ofS(jw)G4(jw)| occurs at another fre-
quency tharwg.

In this section, we compute numerically the necessary
volume Viot when these two errors are removed. We assume
first sinusoidal disturbances, and later step changes. Each
tank (labeledi) is assumed to be controlled with a Pl or
PID controller with gainK,,, integral timer;, and for PID
derivative timerp,:

(tr;s + D(tp;s + 1)
‘L’[l.S(O.l‘L'DiS +1)

cipp = K¢, (21)
(cascade form of the PID controller). We consider four dif-
ferent controller tuning rules for Pl and PID controllers:
Ziegler—Nichols, IMC, SIMC and optimal tuning.

For the case with Ziegler—Nichols, IMC or SIMC tunings
the controller parameters are fully determined by the pro-
cess parameteks T andd, and an optimization problem for
’ finding the minimum required tank volumes may be formu-

lated as:

Viotopt = Vlf’T]irln Z Vi (22)
i=1

subject to

ISGor)Gd(jor)| =1, Vo € Q (23)

Sisstable (24)

To get a finite number of constraints, we define a ve€tor
containing a number of frequencies covering the relevant
frequency range (from 16 to 10°rad/s). It is assumed that

if the constraints are fulfilled for the frequenciesin they

are fulfilled for all frequencies. The stability requirement is
that the real part of the poles 8{s) are negative. The poles
are calculated using a 3rd order Padé approximation for the
time delays inG (s), but this is not critical since the stability

than one tank and a different pH in each tank, a feed flow rate constraint is never active at the optimum.

variation (disturbance) into the first tank will give a parallel

Ziegler and Nichols (1942) tunings are based on the ulti-

effect in the downstream concentration variations since both mate gaink, and ultimate periodP,. For our process, the

the inlet flow rate and inlet concentration will vary. Also

variations in the reactant flow rate will influence the level
and thereby outlet flow rate. Perfect level control is worst
since then outlet flow rate equals inlet flow rate. With av-
eraging level control (surge tank), the outlet flow variations
are dampened, but extra volume is required also for this

resulting Pl controller has gaik, = 0.45K,, ~ 0.71t/(k0)
and integral timer; = P,/1.2 ~ 3.30. The corresponding
“ideal” PID tunings areK’, = 0.6K, ~ 0.94¢/(k0), 7'; =
P,/2 =20 and7'p = P,/8 = 0.50, which correspond to
K. = K'./2~ 0.47t/(kf) andt; = tp = 6 for our cascade
controller.
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The IMC-tunings derived bRRivera, Morari, & Skogestad  Table 4
(1986) have a single tuning parameterwhich we select PI_D controllers: volume requirementt optained fl_’om (22) (for Ziegler—
according to the recommendations for a first order process’ <! IMC, SIMC) and from (25) (optimal tuning)
with delay ass = 1.76 for PI control ands = 0.80 for PID n ZN IMC SimMC Optimized
control. We get a PI controller with gaiki, = 0.558¢/ (k) 1 2.31Vy (1) 1.30 Vo (1) 215V, (1) 1.22Vp (1)
and integral timer; = 7. For the cascade form IMC-PID 2 2.31Vy (2) 1.30Vp (2) 2.15Vp (2) 1.22 Vo (2)
controller, we getk, = 0.77t/(k6), t; = T andtp = 0.56. 3 2.29Vp (3) 1.29V (3) 2.14Vp (3) 1.21Vp (3)
However, the IMC tuning is for set-point tracking, and for 4 2250 (4)  128%(4) 210V (4)  1.19Vo (4)
“slow processes” withr >> 0 this gives a very slow settling  pata:k, = 2.5 x 108, ¢ = 10s.
for disturbancesSkogestad (2003herefore suggests to use
77 = min(z, 89) which for our process gives; = 80. The FromTables 3 and 4ve find that the “correction factor”,
controller gain isK, = 0.57/(k6). We denote this tuning  f on Vy
SIMC PI. For a SIMC-PID controller (on cascade form), Ve — V. 29
the gain and integral time are left unchanged, and we have 't — "0 (29)

chosen to set the derivative timg to 0.56. is in the rangef = 1.2-3.2. The correction factor is in-
For optimal tunings, the controller parameters are opti- dependent of the number of tanks in most cases, which is
mized simultaneously with the volumes: plausible since the combination of (14) and (19) gives
, - 1Si (o)l
Viot,opt = Vi, qul’r)(m’ S ; Vi (25) Viot > % Vo (30)

) where|S;| /w0 is close to independent of the number of tanks
subject to involved. To see this, insert the tuning rules into the con-
1SGo) Gajw)] <1, Yy € (26) trol!er transfer function and calculats; (jw)|. For_the IMC

tuning|S; (jw)| depends only oBw, so that when it is scaled
|S;(jor)| < Mg, Vo€ Q,i=1...,n 27) with 6w it will independent of the process parametess)
) for ZN and SIMC depends on, but only for low frequen-
Sisstable (28)  cies (whenw is small compared to 1). For up to three tanks,

|S;| only depends okw at the relevant frequencies. Recall,
however, that this analysis is not exact since (30) is an ap-
proximation.

Frequency-plots for three tanks with PI control are given
in Fig. 6. In all four cases, the bandwidtbg is lower than
1/6 (error E1).wg is the worst frequency, with exception

distributed equally between the tanks, so that for tanke _Of the Ziegle_r—NichoIs tunings (Whi(.:h due to the high peak
gethy; = (ks)¥". The results for the four different con- in |'S(]a))| 'glve error E2). The_ optimal controller makes
trollers (ZN, IMC, SIMC and optimal) are given ifable 3 |S(jw)Ga(jw)| constant for a wide frequency range.
for PI control and inTable 4for PID control. Next_cqn3|der InFig. 7(‘_3) the response to a step distur-
The optimal controller PI-tunings (last columnTable 3 baqce in inlet concentratiorl) for the dlffer'ent controller '
give a large integral time, so that we in effect have obtained tun!ngs and tank volumes for the case with thre_e tanks in
P-control with K6/t equal to 0.63 (one tank), 0.71 and series. As stated before, the optlm_al Pl contrc_>||er is actually
0.56 (two tanks), 0.38 and twice 0.71 (three tanks) and 0.312 P controller, and the controller with IMC tuning also has a

and three times 0.71 (four tanks). The optimal PID-tuning tIS Iow’;/:/ntegraltk? Ctt'?n 3? d t?;‘s |stobs,teryed by thde slow seltl_
(last column inTable 4 also gave a large integral time (PD Ing. Vve see that for the other two tunings, and especially

control) with K, = 0.87/(k6) and derivate timer = 0.40 for the Ziegler—Nichols tuning, the frequency domain result
for all tanks ¢ ' b ' is conservative when considering the step response. This is

because the peak [BG] is sharp so thatS(jw)G4(jw)| ex-

ceeds 1 only for a relatively narrow frequency range, and this
Table 3 _ , , peak has only a moderate effect on the step response. This
PI controllers: volume requirementé,; obtained from (22) (for Ziegler— means that we can reduce the required tank volume if step
Nichols, IMC, SIMC) and from (25) (optimal tuning) . .

disturbances are the main concern. For the step response we

To assure a robust tuning, a limMs = Smax < 2, is put on
the peak of the gain of the individual sensitivity functions
|Si|. (For PID control we also letp,, ..., tp, vary in the
optimization.)

In the following, we apply this numerical approach to the
process inExample 1 Forn multiple tanks in series, is

n ZN IMC SiMC Optimized find that a total tank size of.QVy keeps the output within
1 3.16 Vo (1) 1.81 Vo (1) 2.48V, (1) 1.78 Vo (1) +1 for PI controllers tuned both with Ziegler—Nichols and
2 3.16 Vo (2) 1.81Vp (2) 2.48Vp (2) 1.77Vo (2) SIMC. For PID control we find that.2Vy and 16Vp are

3 3.14Vo (3) 1.81Vo (3) 2.46Vo (3) 1.73Vo (3) necessary for these two tuning rules (14 tanks).

4 3.09Vp (4) 1.81V, (4) 2.42V, (4) 1.68V, (4)

In conclusion, for Pl control we recommend to select
Data: kg = 2.5 x 10°, 6 = 10s. tanks with sizéVior &~ 2V, whereas with PID contrdie; ~
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Fig. 6. Frequency—magnitude plots corresponding to results for Pl control of three taféslén3 (a) ZN settings; (b) IMC settings; (c) SIMC settings;

(d) Optimal PI settings.

1.6V} is sufficient. These recommendations are confirmed 7. Equal or different tanks?

in Fig. 7(b) where we usé/iq = 2V, and we see that after

a unit disturbance step the output is withiti.

Remark 1. We have specified that in each takk= 2k, ;,

In all the above optimizationgé&bles 3 and }} we allowed
for different tank sizes, but in all cases we found that equal
tanks were optimal. This is partly because we assumed a

Wherekd,i is the (Open |Oop) disturbance gain in each tank, constant delay of 10s in each tank, independent of tank

but the results are independent of this choice, since the con-Size-_ ' o _
troller gains are adjusted relative to the inverse;of This confirms the findings dfvalsh (1993)who carried

out calculations showing that equal tanks is cost optimal

with fixed delay. We present here a derivation that confirms

this. We assume that the cost of a tank of volumes

proportional toV*, wherex is a scaling factor. To minimize

ethe total cost we then must minimize
min (Vi +Vo+---+V;

qqqqq n

Remark 2. The sensitivity functionss;(jw), are indepen-
dent of the pH set-points in each tank (seemark J.
G,4(jw) is determined by its time constants and delays,
which are independent of the pH-values, and its steady stat
overall gain,ky. ks is defined by the inlet and outlet pH.
The fundamental requirement (11), and thereby the results":
of this and the previous section, are therefore independentwhich provided the flow rate through all tanks are equal
of the pH set-points in intermediate tanks. (which is true for example if most of the reagent is added

(1)
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Fig. 7. Response to step disturbance in cjm for three tanks using Pl-control.

(V1=V2= V3= Wut/3).

into the first tank), is equivalent to

mn (o7 +5+--+1)

Tlseees Tn

(32)

This cost optimization is constrained by the demand for dis-
turbance rejection (11). The expression for Gy(s) for arbi-
trary sized tanks is:

kg e (O1+-+6n)s

G = s D (e + D 33
Combining (33) with the inequality (11) yields
(1@)?+ 1) - (mo)? + 1) — (ISGo)ka)> =0 (34)

which constraints the optimization in (32). We assume again
that the peak in |SGy| occurs at the frequency wg, where
|S| = 1. (34) then simplifies to

(1w)? +1) - (taw)? +1) —k3 > 0 (35)

and it can easily be proved (e.g. using Lagrange multipliers,
see Appendix C) that equal tanks minimizes cost.

This result contradicts Shinskey (1973, 1996) who as-
sumed that the delay varies proportionally with the volume,
and found that the first tank should be about one fourth of the
second. McMillan (1984) also claims that the tanks should
have different volume. Let us check this numerically. We as-
sumeaminimum fixed delay of 5sandlet6(V) = (@¢V+5) s.
To get consistency with our previous results with constant
delay of 10s, welet @ = 10sfor V = Viot/n, where Vig is
the total volume required with constant delay (see the final
column of Table 3). The results of the optimization with Pl
control are presented in Table 5. We see that in this caseitis
indeed optimal with different sizes, with aratio of about 1.5
between largest and smallest tank. However, if we with the
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(a) Volumes and tunings from Table 3; (b) equa tanks with Viot = 2V

same expression for 9, require equal tanks and equal con-
troller tunings in each tank, the incremental volume is only
14% or lessfor up to 4 tanks (seethelast columnin Table 5).

With a smaller fixed part in 6(V), the differences in size
are larger. For example with afixed delay of only 1swe get
aoptimal ratio of up to 7.7 (for three tanks). However, if we
allow for PID-controllers theratio is only 1.5.

These numerical results seem to indicate that our proof
in (35), which allows for different delays in each tank, is
wrong. In the proof, we assumed that |S| = 1 at the fre-
guency where |SGy| has its peak. This will hold for a com-
plex controller, where due to the constraint (26) we expect
|SGy| to remain flat over a large frequency region, but not
necessarily for a simple controller, like PI. The frequency
plots for the resulting Pl-controllers in Table 5 confirm this.

In conclusion, it is optimal, in terms of minimizing cost,
to have identical tanks with identical controllers, provided
there are no restrictions on the controller. With Pl-control
there may be a small benefit in having different volumes,
but this benefit is most likely too small to offset the prac-
tical advantages of having identical units. This agrees with
the observations of Proudfoot (1983) from 6 neutralization
plants with two or three tank in series. In al cases, equal
tanks had been chosen.

Table 5
Optimal Pl design with volume dependent delay: 6 = («V + 5)s

n Volume each tank Viot Volume Viot increase with
ratio equal tanks (%)

2 217, 326 544 1.50 +4

3 18.4, 18.4, 30.7 67.6 1.67 +9

4 5.36, 5.36, 5.36, 9.14 25.2 171 +14
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8. Discussion
8.1. Measurement noise and errors

In this paper, we have focused on the effect of distur-
bances. Another source of control errorsis errors and noise
in the measurements. Normally, the accuracy of pH instru-
ments is considerable better than the requirement for the
pH variation, which we as an example has given as +1 pH
units in the present paper. However, due to impurities, the
measured value may drift during operation. In one of Norsk
Hydro's fertilizer plants, the probes are cleaned and recali-
brated once aweek, and during this period the pH measure-
ment may drift up to 1 pH unit. This drifting is, however,
very slow compared to the process, and will not influence the
dynamic results from this paper, except that the controller
cannot make the pH more correct than its measurement.

The worst error type is steady-state offset in the measure-
ment of the product. This can lead to a product outside its
specifications, and can only be avoided by regular calibra-
tion (possibly helped by data reconciliation).

Measurement errors in upstream tanks may lead to dis-
turbances at later stages, since the controller using this mea-
surement will compensate for what it believe to be a change
in the concentration. Such errors can be handled at later
stages.

To study the effects of measurement errors in the setting
of this paper, one must convert the expected errorsin the pH
measurement to a corresponding error in the scaled concen-
tration variable, y. Tools for such conversion is provided in
Appendix B. Often the error in y becomes larger than the
pH error (as seen in the example of Appendix B).

The conclusion is that small and slowly appearing mea-
surement errors do not cause problems, provided frequent
maintenance is performed, whereas higher frequency varia-
tion with amplitude close to allowed pH variation must be
converted into variation in y and treated as disturbances.

8.2. Feedforward elements

In this section, we discuss the implications for the tank
size of introducing feedforward control. Feedforward from
an influent pH measurement is difficult since an accurate
transition from pH to concentration is needed. An indication
of this is that Shinskey removed the section “Feedforward
control of pH” in his fourth edition (compare (Shinskey,
1988) with (Shinskey, 1996)). Feedforward from the influent
flow rate is easier, and McMillan (1984) states that one tank
may be saved with effective feedforward from influent flow
rate and pH.

Skogestad (1996) show for an example with three tanks
that use of a feedforward controller that reduced the distur-
bance by 80%, reduced the required total volume from 40.7
to 23.8md.

Previous work has considered feedforward from externa
disturbances. We will in the following analyze the situation

Table 6

The volume reguirement with feedforward from each tank to next assum-
ing that the feedforward reduces the disturbance by 80% (r = 0.2) and
with perfect feedforward control (r = 0)

No. of tanks 80% reduction Perfect feedforward control

Vo

0.45Vy
0.34Vy
0.30Vp
0.27Vo
0.20Vp

8U'IJ>(A)I\JI—\
[eNeNeNeNo)
S

Vo is given by (18).

with n tanks in series and “feedforward” to downstream
tanks from upstream measurements. In this way no extra
measurements are required. As is discussed in (Faanes &
Skogestad, 1999), a multivariable controller may give this
kind of feedforward action. We assume no feedforward to
the first tank, and assume that the feedforward controllers
reduce the disturbance to each of the next n — 1 tanks by a
factor of r;, j =1, ..., n—1 (where hopefully r; < 1). The
effective gain from an inlet disturbance to the concentration
in the last tank then becomes

n—1
kiF=ka [ ] r) (36)
j=1

To calculate the required volumes for this case, we insert
(36) into (18), and get

i 2/n
VEF = qre (kd I rj) -1 (37)
j=1

fri=---=ry_1=r, (19 and (37) yield:
VET A Vort (38)

For example, if each feedforward effect reduces the distur-
bance by 80% (r = 0.20), we get ViF/Vo = 1 (1 tank),
= 0.45 (2 tanks), etc.; see Table 6 for more details.

To have perfect feedforward from one tank to another
one need, in addition to a perfect model, an invertible pro-
cess. With a delay in the measurement or a larger delay for
the control input than for the disturbance, this is not possi-
ble. Feedforward and multivariable controllers may actually
benefit from transportation delay as will beillustrated in the
following example.

Example 2. We have three tanks with (at least) measure-
ment of pH in tank 1 and reagent addition in at least tank 3.
Thetransport delay is5sin each tank, and the measurement
delay isaso 5s(or less). If an upset occursin tank 1 at time
0s, the upset reaches tank 2 at time 5sand tank 3 at 10s. It
is“discovered” in the measurement intank 1 at time 10s or
before (the sum of the transport delay and the measurement
delay). With amultivariable controller or afeedforward con-
troller from tank 1 to 3, action can be taken in tank 3 at the
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Inlet tank 1

Outlet tank 1

Measured tank 1 l

Inlet tank 2 l

Qutlet tank 2/
Inlet tank 3

Os 5s 10s

Fig. 8. With three tanks in series, an upset entering tank 1 reaches tank
3 a the same time the upset is seen in the measurement of tank 1. We
assume the measurement and transport delays are equal.

same time the upset reaches the tank. For control of tank 2,
however, the measurement in tank 1 will show the upset 5s
too late. The example isillustrated in Fig. 8.

From the feedback analysis in the previous sections, the
smaller the total time delay the better. Example 2 shows,
however, that if feedforward or multivariable control is used,
one may benefit from atransport delay in intermediate tanks
that is not shorter than the measurement delays. One should
always seek to minimize the measurement delay.

8.3. pH set-points in each tank

We have aready noted that the analysis in the previous
sections is independentbf the pH set-point in each tank
(Remark 2, Section 6). Here we discuss someissues concern-
ing the set-points or equivalently the distribution of reagent
addition between the tanks.

For some processes, e.g. in fertilizer plants, the pH in in-
termediate tanks isimportant to prevent undesired reactions.
Such requirements given by the chemistry of the process
stream shall be considered first.

Next, instead of adjusting the set-points directly, one may
use the set-points in upstream tanks to slowly adjust the
valves in downstream tanks to ideal resting positions. But
aso in this case, one must have an idea of the pH levelsin
the tanks when designing the valves.

Whenever possible, we prefer to add only one kind of
reagent, for example only base, to save equipment (see
Fig. 3). To be able to adjust the pH in both directions as
we have assumed, one then needs a certain nominal flow
of reagent in each tank. This implies that the pH nominally
needs to be different in each tank.

On the other hand, equal set-pointsin each tank minimizes
the effect of flow rate variations. In addition, more reagent
is added early in the process, so that reagent disturbances
enter early.

One common solution is to distribute the pH set-points so
that the disturbance gain is equal in each tank. In this way,
one may keep the pH within 48, where § isthe samein each
tank.

In conclusion, it is preferable to choose the set points as
close as possible, but such that we never get negative reagent
flow.

9. Conclusions

Buffer and surge tanks are primarily installed to smoothen
disturbances that cannot be handled by the control system.
With this as basis, control theory has been used to find the
required number of tanks and tank volumes. We recommend
identical tank sizes with atotal volume of 2V, where Vg is
given in (18) as a function of the overall disturbance gain,
kq, time delay 6 in each tank, the flow rate ¢ and humber
of tanks n. The disturbance gain k,; can be computed from
Table 1. Typically, the mixing and measurement delay 6 is
about 10s or larger.
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Appendix A. Modelling
A.l. Single tank

We first consider one single tank with volume V, see
Fig. 4. Let cy+ (mol/l) denote the concentration of HT-ions,
con- (mol/l) denote the OH™ concentration, and ¢ denote
flow rate. Let further subscript infl denote influent, sub-
script reag denote reagent and no subscript denote the outlet
stream. Materia balances for H* and OH™ yield:

d
E(VCHJr) = CH+,infiginfl + CH+ reagqreag — CH+q + IV
(A.1)

d
g VCor~) = Conindinl + CoH- reagdireng — Con-q + 1V
(A2)

where r (mol/(g)) is the rate of the reaction H,O = HT +
OH™. For strong, i.e. completely dissociated, acids and bases
this is the only reaction in which H™ and OH™ participate,
since the ionization reaction already has taken place (for
weak acids and bases, also the ionization reaction must be
included in the model). r can be eliminated from the equa-
tions by taking the difference. In this way, we get a model
for the excess of acid, i.e. the difference between the con-
centration of H™ and OH™ ions (Skogestad, 1996):

€ = CH+ — CoH- (A.3)
The component balance is then given by

d
E(CV) = Cinfiqginfl + Creaggreag — CO (A.4)
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Making use of the total material balance (dV/dt = gini +
greag — q) the component balance simplifies to

d
dr
Linearization of (A.5) around a steady-state nominal point
(denoted with an asterisk) and Laplace transformation
yields:

1 qul
c(s) = —(V*/q*)s 1 {

c= V{(Cinﬂ — O)ginfl + (Creag — €)qreag} (A.5)

Ci nﬂ

CImﬂ (s)

reag reag — €
+q_*Creag(S) + T%eag(s)} (A.6)
where ¢* = g + dresg (St€20Y-state mass balance) and the
Laplace variables c, cinfl, ginfl, Creag: aNd greag NOW denotes
deviations from their nominal point. Note that the dynamics
of V have no effect on the linearized quality response.
The nominal excess acid concentration are found from the
nominal pH values:

¢* = (107PH — 107 24+PHy mol /I (A7)

The composition balance is used to obtain the nominal
reagent flow rate.

The reagent flow rate, greag, May be divided into greag,.
which is determined by the controller, and a disturbance
term, greag,q4, Which is due to leakages and other uncertain-
ties in the dosing equipment. Thus greag(s) = Greag,u(s) +
qGreag,d (s)-

We introduce scaled variables, where subscript max de-

notes maximum allowed or expected variation:
C

Cmax
Cinfl () infl (5)
dinfl,c(s) = ———, dinfl,¢(s) = q_m— (A.9)
Cinfl,max qinfl,max
Creag(s) qreag,d(s)
dreag.c(5) = ——.,  dreag.dg(s) = ——
Creag, max qreag,d,max
(A.10)
u(s) = %L”(S) (A.11)
qreag,u,max

Thus v, dinch, dinqu, dreagyc, drea‘]’d’q and « all shal ﬁay
within £1.
We obtain

1 Cinfl,max Cli*nﬂ
= omax Zinfl g
y(s) (V¥/g9s + 1 { cmox " infl,c (5)

+Ci*nf| c* CImﬂ max

————dinfl ()

Cmax

*

Creag,max 9reag

+ — dreag,c(5)
Cmax

C;keag c* l]reag d,max
+ dreag dq(s)
Cmax

C;'ke@_] —c* qreeg,u,maxu(s)}

*

+

(A.12)

Cmax

The scaling factor cmax IS found from the given alowed
variation in pH (+3pH):

Croax = (10~ (PH=3pH) _ 1=14+pH—dpH) _ » (A.13)

% _ (10~ (PHHPH) _ 10~14+PH-+3pH)

(A.14)

Cn+”|ax =c
(A.15)

Cmax = min(c;,ax, C%ax)

If we consider one disturbance at a time, the model is on
the form

y(s) = G(s)u(s) + Ga(s)d(s) (A.16)
K _ kq
G(s) = L Gd(s) = —— (A.17)

where k = (Creag — C*/Cmax)(Qreeg’u’max/q*) and kd for dif-
ferent disturbances are given by Table 1.

A.2. Linear model for multiple tank in series

We will now extend the model to include n tank in series,
and label thetanksi = 1, ..., n. For the first tank we get
the same expression as for the single tank (A.12) (except for
the labeling):

1 Cinfl,max qmﬂ
(Vf/q’{)s +1

yi(s) = dinfl,c(s)

C1,max ‘11

Cinfl — €1 qinfl,
o0 €1 gin X ol (5)

C1,max 5]1

Cri lmaxqr 1
T T reng 1.c(5)
C1,max 6]1

Creag,1 ~ 1 Greag.d.1
reag, reag,d,1,max
+ ¥ dreag,d,l,q(s)
C1,max q91

+

C;keag,l i qreag,u,1,max
u1(s) (A.18)

C1 max ql

For the following tanks, the inflow is equal to the outflow
from previous tank, so that

1 *
yils) = L O
1 - 11—
(V-*/CI?)S +1 Ci,max Q;'k
ct.—cf 1
S =g ()
Cimax 4;
Creeg,i,max I
O IO i e ()
Ci, max 61,
C;k — ¢ qreag,d,i,max
Ll l ,d,l,
+ = = * dreag,d,i,q(s)
Ci,max 4q;
c* — q
n reag,i — €i qreag,u,i,max i (s) (A.19)
Ci,max f],'

gi—1(s) isthe deviation from nominal value for the flow rate
from previous tank and is determined by the level controller
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in previous tank, k; ;_1(s). For tank i, the outlet flow rate
becomes

qi = k1.i($)(Vi(s) — Vis(5))

where V; ;(s) is the variation in the volume set-point. We
assume that V; ;(s) = 0, and express ¢; as a function of the
total inlet flow:

ki i(s)
s+ kg i(s)

(A.20)

(gi-1(s) + Qreag,d,i,q(s) + 6]reag,u,i)
(A.20)

qi(s) =

If a P controller is used, we get k;;(s) = K., where K, is
the controller gain, and

kii(s) 1
s+kii(s) 14+ (1/Ko)s

Alternatively a Pl-controller can be used, &;;(s) = K.(1+
7;5)/(tis), where K, is controller gain, and t; is the inte-
gration time, but if 7; > 1/K,., we may ignore the integral
effect in the model.

Often we may assume that the level controller is very
dow, which leads to ¢;_1(s) ~ O (recall that g;_1 denotes
the deviation from the nominal value). With the additional
simplification that the disturbances from the reagent can be
neglected, we get the following model for n tanks:

y1(8) = G1(®)u1(s) + Gg,1(s)d(s)
y2(s) = Ga(s)uz(s) + G4,2(s)y1(s)

(A.22)

(A.23)
Yu () = Gu(s)u,(s) + Gd,n () yn—1(s)
where
ki ka,i
i = —, i = —, =1 ...,
Gi(s) s+ 1 Ga.i(s) Tis+1 ! .
(A.24)

From (A.23) and (A.24) we get for the scaled output of the
last tank

a(s) =Y Gi()ui(s) + Gals)d(s) (A.25)

i=1

ki = ka 5 kg,
Gi(s) = — L Gyls) = .
i) Tl'S-|-1j1—_J[rl z'js—i—l d(s) H‘L’is—i-l

=1

(A.26)
In the present paper, we use (A.25) and (A.26) to represent
the n tanks.

A.3. Representation of delays

In Section 3, we discuss the delays the are present in this
process. In the linearized transfer function model, the total
delay, 6, may be represented by the term

e (A.27)

() »| Delay 6, —> Delay 6, |—>

Delay 6, Delay 6,

Fig. 9. The delays in a neutralization process.

For models of multiple tanks in series, the different types of
delay must be considered differently. Fig. 9 illustrates this.
The total delay in the control loop is

Bloop = Op + Om + Oy (A.28)

whereasthe total delay related to the transportation and mix-
ing through a tank and to the next is

Otank = p + On (A.29)

Appendix B. The effect of pH measurement errorson
the scaled excess H* concentration, y

In a real plant, we measure the pH, and not the scaled
excess H' concentration variable, y, that we have used in
this paper. The pH measurement must be transformed into
y if the controller shall use y and not the pH value. In this
appendix, we study the effect of errors and noise in the pH
measurement on the scaled excess variable y.

The scaling in this paper is chosen in such away that as
long as |y| < 1 we are sure that the variation in actual pH
value, pH, around a nominal pH value, pH*, is less than 1
pH units:

lyl <1=|pH-pH*| <1 (B.1)

However, the implication does in general not go in the op-
posite direction.

The excess H* concentration is ¢ = cy+ — cop-, OF
expressed by the corresponding pH value:

c(pH) = 107PH _ 10~ 14+pH (B2

We denote the actual pH for pH, and the measurement error
for ApH™. Then, what we measure is pH” = pH + ApH™.
The corresponding error in the excess acid concentration is

Ac = c(pH + ApH™) — c(pH) (B.3)

From (B.1) we obtain for the scaled variable, y:

c(pH) — c(pH*)
y=—F"——-= (B.4)
Cmax
where pH* corresponds to y = 0. Provided the acceptable
pH variation is £5pH, the maximum accepted value for the
excess concentration is
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cmax = Min(jc(pH* + 8pH) — c(pH") |, [c(pH™)

—c(pH* — spH)))
—(c(pH* + pH) — c(pH")),
—(c(pH*) — c(pH* — 3pH)),
(B.4) and (B.5) yield for the error in the scaled variable, Ay:
c(pH + ApH™) — c(pH)

pH* <7

pH* > 7 (B5)

e 1 opH) — ey P =T
C — C
Ay = my (B.6)
_eOH AP )
¢(PH") — c(pH* — 5pH)

(B.6) can be used to find Ay corresponding to a pH mea-
surement error or noise of ApH™.

We will now consider some special cases. Asin the paper,
we specify SpH = 1, and let the actual value equa the
nominal value. We consider first pH = pH* < 7. Then

c(pH* + ApH™) — ¢(pH*)

Ay = —
g c(pH* + 1) — c(pH*)
Q0P )10 PH — (204PH" — 1)10-14+PH"
B —0.9 x 10-PH* _ 9 x 10—14+pH*

(B.7)

For pH = pH* > 7 we obtain
c(pH* + ApH™) — c(pH")

c(pH®) — c(pH* — 1)

(10~ APH" _ 1)10-PH" — (104PH" _ 1)10-14+PH"

—9 x 10~PH" — 0.9 x 10~ 14+pH"

For pH* < 6 we get Ay ~ (10~ 2PH" _ 1)/0.9 (since then
107PH" » 10-14PH") and for pH* > 8 we get Ay ~
—(104PH" _1)/0.9 (since then 10~ 14PH" 5, 10-PH"), This
yields the following simple formula (when spH = 1):

Ay = —

10/4PH"1 1

Ay|= —— ——,
[Ay]| 09

pH = pH* < 6orpH = pH* > 8
(B.8)

Example 3. We have made amodel of a neutralization pro-
cess (asdescribed in Appendix A) and have chosen pH* = 5
and §pH = 1. The pH measurement may have a measure-
ment noise of +0.05 pH units, and we want to determine
the corresponding noise in the scaled concentration variable
y. We consider an actual pH value equal to the nominal,
and since pH = pH* < 6, we can use (B.8): |Ay|max =
(10995 — 1)/0.9 = 0.14.

Appendix C. On the optimization problem (32) subject
to (35)

Here we prove that the solution to

..... @+ + 4T

subject to (C1)
(t10B)?+ 1) -+ ((tawB)? + 1) > k3

istohave 11 = 2 = --- = 1,,. The solution will not be at
an interior point so we take the limiting of the constraint.
We introduce «; = 1;wp, and get the following optimization
problem with the same solution as the original:

MiNgy,...q, 0 + 05+ +a
subject to (C.2)
[Ti1@?+1)—k3=0

The Lagrange function, £, for this problem is, denoting
the Lagrange multiplier A:

n
c:a’{+a§+-~-+ai§ﬂ{1_[(“1'2“)_"3}’

i=1
i=1...,n (C.3

and in the constrained optimum we have

oL

_ x—l 20[,
b xor; (a n 1) H(a +1) = (C4

This implies, using the constraint, that
x—1 20[1 2

xe; T4+ ———kj=0, i=1...,n (C.5)
(a +1

In Eq. (C.5), x, k; and A are independent of the index
i, and the value of «; is therefore the same for al i's. So
a1 =---=a,, Whichimpliesthat 71 = 1o = - - - = 1,.
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