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In this talk I present an overview of feedback control theory, as well of some of my own work, which seem to be of interest to biochemical systems theory. 

Feedback control theory is closely related to systems theory. The more general system theory results, including modeling (state-space “first-principle” models, empirical “black-box” input-output models, etc.), identification and stability analysis, are assumed to be well-known in the systems biology community, and are not discussed here.
The purpose of a control system is to achieve in practice the operational objectives of a system. There is a fundamental difference between feedforward control and feedback control. With feedforward control, the disturbance affecting the system is measured, and one attempts to change the available manipulated inputs (degrees of freedom) to  counteract the expected effect  of the disturbance on the output. Feedforward control requires a model of the system, and its main problem is that it is very sensitive to changes in the system. With feedback control, the effect of the disturbance is measured, and one gradually adjust the inputs until the outputs reach their desired values.  Here no explicit model of the system is needed, except that one needs to know the sign (direction) of the input-output effect.   

In fact, high-gain feedback is an extremely effective tool, which  may  lead to surprisingly accurate and robust designs. The main problem is that too high feedback gains (over-reaction) combined with a slow process response may yield instability. This trade-off between performance (fast and accurate response) and stability is at the heart of  any feedback design, and also applies to biological systems (Ceste and Doyle, 2002). The instability usually manifests itself as sustained oscillations and may occur without much forewarning. 

Feedback control theory has developed over the last 50 years from an engineering discipline dealing with tuning of single-loop feedback controllers (”classical” control), into a mathematical systems theory discipline where a multivariable controller is designed based on optimization using a detailed dynamic model (”modern” and later ”robust” control). A quite rigorous, yet simple, introduction to classical, modern and robust feedback control theory is given in Skogestad and Postlethwaite (1996). 

The most powerful theoretical results on feedback control have been developed for linear systems, but these results apply well to most real systems, due to the linearizing effect of feedback. Nevertheless, some adaptation or scheduling may be required to counteract nonlinearity, and this is presumably included in some biological systems.

In terms of feedback control theory and systems biology, the classical results are probably of most interest. This is because biological control systems presumably have not been able to develop multivariable model-based controllers, as these in  are quite difficult to make robust. However, large-scale and complex systems may be effectively controller using much simpler controllers, based on hierarchies of cascaded single-loop feedback controllers operating on different time scales, with some simple feedforward controllers (e.g. Skogestad and Postlethwaite, 1996). The individual components (controllers) in these structures are usually very simple, and may be adjusted (tuned) locally. Although the individual components are simple, the overall complexity may be very large, for example, involving thousands of controllers and measurements in a chemical plant. Nevertheless, the performance and robustness of the overall system is usually surprisingly good. In fact, this is still the way most complex technological systems, from large-scale chemical plants (Foss, 1973; Larsson and Skogestad, 2000) to commercial airplanes (Csete and Doyle, 2002) are controlled, and the same modular hierarchical structures are also used in biological systems (Csete and Doyle, 2002). 

The theory for tackling structural issues in feedback systems, such as selecting what to control, is much less developed (Foss, 1973; Skogestad, 2000). However, this is a key issue, also for biological systems. As mentioned, the purpose of a control system is to achieve in practice the operational objectives of a system. For example, for a cell the objective could be maximize growth. This optimizing objective needs to be translated into a feedback control policy, where the  inputs are used to is to keep selected variables at approximately constant setpoints (Morari et al, 1980). For example, in a cell, the oxygen concentration may be controlled at a constant setpoint, and this may indirectly optimize the operation of the cell.. Another example is baking a cake, where a policy based on a constant temperature (thermostat) gives close to an optimally baked cake (Skogestad and Postlethwaite, 1996), Skogestad (2000) introduced the term self-optimizing control for cases  where the objective (e.g. maximum cell growth) can be satisfactory fulfilled with a constant setpoint policy. No good theory for selecting the best controlled variables has not yet been developed, but this not really a problem in biological systems where the “best” variables presumably have already been found using natural selection. Thus, it may be possible to do some “reverse engineering”, and identify from the selected controlled variables, what overall objective the biological system has been attempting to optimize.

Doyle (lecture, Santa Barbara, Feb. 2002) speculates that many of the supposedly unimportant genes in biological systems are related to control , and compares this with an airplane (or a chemical plant) where the majority of the parts of the system are related to the control system. Doyle (Carson and Doyle, 1999) has also proposed a mechanism for power laws that challenges the self-organized-criticality and edge-of-chaos concepts which has been the starting point for the work on complex systems at the Santa Fe Institute.
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