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Abstract—This paper investigates the global bounded consen-
sus problem of Networked Multi-Agent Systems exhibiting non-
linear, non-identical agent dynamics with communication time-
varying delay. Globally bounded controlled consensus conditions
based on pinning control method and adaptive pinning control
method are derived. The proposed consensus criteria ensures
that all agents eventually move along desired trajectories in
terms of boundedness. The proposed controlled consensus criteria
generalizes the case of identical agent dynamics to the case of
non-identical agent dynamics, and many related results of other
researches in this area can be viewed as special cases of the above
results. We finally demonstrate the effectiveness of the theoretical
results by means of a numerical simulation.

I. INTRODUCTION

Networked Multi-Agent Systems (NMAS) has attracted
many attention due to the broad applications of NMAS in
many areas. How to design appropriate protocols and algo-
rithms such that the set of agents can realize common objec-
tive, such as consensus, is a critical problem, especially for the
case of unreliable information exchange and communication
delays, and some relevant important contributions have been
made in recent years [1], [2], [3], [4].

The consensus problem requires an agreement to be reached
that depends on the state of all agents. The topic has been
studied across many fields of science and engineering [5],
[6], [7], [8], [9], [10], [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20]. It is noted that the agent dynamics in most
existing works are often restricted to linear and identical
ones. Obviously, in practice, this is not always the case. The
controlled consensus problem of NMAS with nonlinear agent
dynamics and communication delay are more complicated and
just a few results have been made [21], [22]. In addition,
most research in consensus problems usually assume that
the final consensus value to be a constant, which may not
be the case in the sense that the information state of each
agent may be dynamically evolving in time according to
some inherent dynamics. It is interesting to study controlled
consensus problems where the final consensus value evolves
with time or as a function of environmental dynamics.

The behavior of the NMAS with non-identical agent dynam-
ics is much more complicated than the identical case. Usually,
no common equilibrium for all agents exists even if each
agent has an equilibrium, neither does a consensus manifold
exist in the classical sense. The NMAS with non-identical
agent dynamics cannot be decoupled into a number of lower
dimensional systems exactly like the identical-agent case. Yet,
a NMAS with non-identical agents may still exhibit some
kinds of consensus behaviors which are far from being fully
understood. Certain reasonable and satisfactory boundedness
of state motions errors between different agents can be taken
as useful consensus properties. The present paper will focus
on the global consensus problems of NMAS based on pinning
control methods [23], [24], [25], [26], and the proposed
controlled consensus property is formulated in terms of certain
boundedness of state errors.

The rest of this paper is organized as follows. A controlled
continuous-time NMAS model with communication time-
delay is presented in Section II. The main results including
pinning control and adaptive pinning control bounded consen-
sus criterion are derived in Section III and IV respectively.
Section V gives a numerical simulation example to verify the
effectiveness of the proposed results, followed by conclusions
in Section VI.

II. PROBLEM DESCRIPTION

Let G = (V ,A) be a graph of order N consisting of a set of
vertices V = {v1, v2, · · · , vN} and a set of edges A ⊆ V ×V .
An edge (vj , vi) in graph G means that agent vi sends some
information to agent vj . The set of neighbors of agent vi is
denoted by Ni = {vj ∈ V : (vj , vi) ∈ A}.

We consider a NMAS consisting of N non-identical agents
with communication delay:

ẋi = fi(xi) + c
∑
j∈Ni

aijΓxj(t− τ(t)), i = 1, 2, · · · , N, (1)

where xi = (xi1(t), xi2(t), · · · , xin(t))
T ∈ Rn are the state

variables of the agent vi, fi(xi) : R
n → Rn are continuously

differentiable mappings with Jacobian Dfi, representing the
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self-dynamics of the agent vi, c > 0 denotes the coupling
strength, Γ = (γij) ∈ Rn×n is the inner coupling matrix, and
where γij ̸= 0 means two connected agents are linked via their
ith and jth state variables, respectively. The adjacency matrix
A = (aij) ∈ RN×N (which is symmetric and irreducible)
represents the communication topology relation of the NMAS,
and is defined by aij = aji = 1(vj ∈ Ni), aij = 0(vj /∈
Ni) and aii = −

∑
j ̸=i aij . τ(t) is a time-varying coupling

delay which reflects the reality that the agent vi can’t obtain
information from agent vj instantaneously.

The average dynamic of all agents is defined by the vector
field f̄(x(t)) = 1

N

∑N
k=1 fk(x(t)) with Jacobian Df̄i(x(t)).

The average state trajectory is chosen as the desired moving
trajectory

s(t) =
1

N

N∑
k=1

xk(t). (2)

We now discuss the problem of global consensus for the sys-
tem (1). The consensus problem here will be depicted instead
via certain boundedness of xi(t)− xj(t), ∀i, j = 1, 2, · · · , N
as t → ∞. This better reflects reality as it is impossible for
NMAS (1) to achieve exact consensus. To address this case
we will focus on making the states of all agents converge to
a bounded set.

We denote x(t), s(t), u(t), e(t), w(t), di(t) and V (w(t), t)
as x, s, u, e, w, di and V respectively.

III. LINEAR FEEDBACK PINNING CONTROLLER

To achieve the goal, we apply the feedback control strategy
on a small fraction δ (0 < δ ≤ 1) of the agents in system
(1). Suppose that nodes i1, i2, · · · , il are selected to be under
control, where l = [δN ] stands for the smaller but nearest
integer to the real number δN . This controlled NMAS can be
described as

ẋik = fik(xik) + c
∑

j∈Ni
aikjΓxj(t− τ(t))

+uik , 1 ≤ k ≤ l,

ẋik = fik(xik) + c
∑

j∈Ni
aikjΓxj(t− τ(t)),

l + 1 ≤ k ≤ N.

(3)

The local linear negative feedback control law is chosen as
follows: {

uik = −dik(xik − s), 1 ≤ k ≤ l,

uik = 0, l + 1 ≤ k ≤ N,
(4)

where the feedback gain dik > 0.
Combine (3) and (4) and rearrange the order of the n-

odes in the network. Let the first l nodes be controlled,
and ei = xi − s, i = 1, 2, · · · , N . It’s obvious that
c
N

∑N
k=1

∑
j∈Ni

akjΓxj(t−τ(t)) = 0 and
∑N

i=1 ei = 0. Then
by applying the Newton-Leibniz formula, error systems can be

written as

ėi = Df̄(s)ei + c
∑

j∈Ni
aijΓej(t− τ(t))

+
∫ 1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1
N

∑N
k=1

∫ 1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s)− diei, 1 ≤ i ≤ l,

ėi = Df̄(s)ei + c
∑

j∈Ni
aijΓej(t− τ(t))

+
∫ 1

0
(Dfi + τei)−Df̄(s))eidτ

− 1
N

∑N
k=1

∫ 1

0
Dfk(s+ τek)ekdτ

+ fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(5)

The following work will focus on simplifying the error
systems (5) by means of a series of transformations using a
procedure similar to [22].

Define the following matrix

D = diag(D1, D2, · · · , DN ) ∈ RnN×nN ,

where Di = diag{−di,−di, · · · ,−di} ∈ Rn×n.
Let e = (eT1 , e

T
2 , · · · , eTN )T , then (5) becomes

ė = Σ̄(t)e+ cA⊗ Γe(t− τ(t)) + I(t)e− 1

N
H(t)e+ F (t),

(6)

where I(t) = diag{
∫ 1

0
(Df1(s+ τe1)−Df̄(s))dτ · · ·∫ 1

0
(DfN (s+ τeN )−Df̄(s))dτ}, Σ̄(t) = IN ⊗ Df̄(s) +

D, HT (t) = (HT
1 (t), · · · , HT

N (t)), Hi(t) = (
∫ 1

0
Df1(s +

τe1)dτ, · · · ,
∫ 1

0
DfN (s + τeN )dτ), FT

i (t) = (fT
1 (s) −

f̄T (s), · · · , fT
N (s)− f̄T (s)).

Since A is symmetric and irreducible, according to
[22], there exists a unitary matrix Φ = (φij)N×N =
(Φ1,Φ2, · · · ,ΦN ). This together with w(t) = (ΦT ⊗ In)e
gives

ẇ = (ΦT ⊗ In)Σ̄(t)(Φ⊗ In)w

+ (ΦT ⊗ In)(cA⊗ Γ)(Φ⊗ In)w(t− τ(t))

+ (ΦT ⊗ In)I(t)(Φ⊗ In)w + (ΦT ⊗ In)F (t)

− 1

N
(ΦT ⊗ In)H(t)(Φ⊗ In)w. (7)

Note that H(t) =
√
N

∑N
k=1(0 · · · 0 Φ̄k 0 · · · 0) ⊗∫ 1

0
Dfk(s + τek)dτ , where Φ̄k stands for the matrix with

its k-th column equal to Φ1 and the remaining elements
are zero. Then we have 1

N (ΦT ⊗ In)H(t)(Φ ⊗ In) =
1√
N

∑N
k=1(0 · · · 0 Ik 0 · · · 0)⊗

∫ 1

0
Dfk(s+ τek)dτ(Φ⊗In),

where Ik stands for the matrix with its k-th column equals
(1 0 · · · 0)T and the remaining of its elements are zero.

Thus, a simple calculation gives 1
N (ΦT ⊗ In)H(t)(Φ ⊗

In) = 1√
N

∑N
k=1

(
Υk 0

)T ⊗
∫ 1

0
Dfk(s(t) + τek(t))dτ ,

where Υk ∈ R1×N and 0 ∈ R(N−1)×N . Therefore, ẇ =
Σ̄(t)w + cΛ ⊗ Γw(t − τ(t)) + (ΦT ⊗ In)I(t)(Φ ⊗ In)w −(
∗ 0

)T
w+ (ΦT ⊗ In)F (t). Since w1 ≡ 0, we only need

to consider w2, w3, · · · , wN . Rewriting in the component form
we have

ẇi = Σi(t)wi + cλiΓwi(t− τ(t)) + (ΦT
i ⊗ In)F (t)

+ (ΦT
i ⊗ In)I(t)(Φ⊗ In)w, i = 2, 3, · · · , N, (8)
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where Σi = D̄f(s) +Di.
So far, we have transferred the consensus problem of system

(1) to the stability problem of the N − 1 of n−dimensional
systems.

Theorem 1 Suppose there exist positive definite matrices
Pi(t) ∈ PC1

n×n, Qi and constants ζ > 0, γ ≥ 0, a > 0 and
b > 0 such that

a∥x∥2 ≤ xTPi(t)x+

∫ t

t−τ(t)

wT
i (α)Qiwi(α)dα ≤ b∥x∥2,

∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N, (9)

Ṗi(t) + Pi(t)Σi(t) + ΣT
i (t)Pi(t) +Qi

+ c2λ2
iPi(t)ΓQ

−1
i ΓTPi(t) + ζI ≤ 0, i = 1, 2, · · · , N,

(10)

∥I(t)∥ ≤ γ, i = 1, 2, · · · , N. (11)

Let

µ(t) = ∥F (t)∥ (12)

be bounded and

β = (
N∑
i=2

∥Pi(t)∥2)
1
2 , (13)

if ζ > 2γβ, then system (6) converges to the set

M = {e|∥e∥ ≤ 2b

a

βlimt→∞µ(t)

ζ − 2γβ − δ
}, (14)

for any time-varying delay τ(t) > 0, namely, e(t) = xi(t) −
1
N

∑N
k=1 xk(t) → Ω as t → ∞, where δ > 0 is any constant

satisfying δ < ζ − 2γβ, Furthermore, the NMAS (1) achieves
bounded consensus for any fixed time delay τ(t) > 0, 0 ≤
τ̇(t) ≤ 1.

Proof. Choose the following Lyapunov-Krasovskii function-
al as

V =
N∑
i=2

Vi, (15)

Vi = wT
i Pi(t)wi +

∫ t

t−τ(t)

wT
i (α)Qiwi(α)dα. (16)

Differentiating (16) along the trajectory of (8) gives

V̇i = wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi)wi

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) + 2wT

i (cλiPi(t)Γ)wi(t− τ(t))

− wT
i (t− τ(t))Qiwi(t− τ(t)). (17)

Applying the Young Inequality to the equality (17) results
in

V̇i ≤ wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi

+ c2λ2
iPi(t)ΓQ

−1
i ΓTPi(t))wi + 2wT

i Pi(t)(Φ
T
i ⊗ In)F (t)

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φ⊗ In)w. (18)

Condition (10) implies that the first term on the right hand
side of (18) satisfies

wT
i (Ṗi(t) + Pi(t)Σi(t) + ΣT

i (t)Pi(t) +Qi

+ c2λ2
iPi(t)ΓQ

−1
i ΓTPi(t))wi ≤ −ζ∥wi∥2. (19)

The second term on the right hand side of (18) satisfies

2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) ≤ 2µ(t)∥Pi(t)∥∥wi∥. (20)

Applying condition (11) we know the third term on the right
hand side of (18) satisfies

2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w ≤ 2γ∥Pi(t)∥∥wi∥∥w∥.

(21)

Since V =
∑N

i=2 Vi, we have

V̇ =
N∑
i=2

V̇i

= −ζ∥w∥2 + 2(γ∥w∥+ µ(t))
N∑
i=2

∥wi∥∥Pi(t)∥

≤ −ζ∥w∥2 + 2(γ∥w∥+ µ(t))∥w∥(
N∑
i=2

∥Pi(t)∥2)
1
2

= ∥w∥((2γβ − ζ)∥w∥+ 2βµ(t)). (22)

Thus, when

∥w∥ ≥ 2βµ(t)

ζ − 2γβ − δ
, (23)

we have

V̇ ≤ −δ∥w∥2. (24)

Applying the result in [22] completes the proof.

IV. ADAPTIVE PINNING CONTROLLER

In this section, we will derive globally consensus criteria
via direct adaptive pinning control method. Without loss of
generality, we still assume that the first l agents are selected
as pinned agents with the adaptive controllers:

ui = −di(xi − s), 1 ≤ i ≤ l,

ḋi = hie
T
i Pi(t)ei,

ui = 0, l + 1 ≤ i ≤ N,

(25)

where constant hi > 0 and positive definite matrix Pi(t) ∈
Rn×n. Applying Newton-Leibniz formula, then the error N-
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MAS can be rewritten as

ėi = Df̄(s)ei + c
∑

j∈Ni
aijΓej(t− τ(t))

+
∫ 1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1
N

∑N
k=1

∫ 1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s)− diei, 1 ≤ i ≤ l,

ḋi = hie
T
i Pi(t)ei,

ėi = Df̄(s)ei + c
∑

j∈Ni
aijΓej(t− τ(t))

+
∫ 1

0
(Dfi(s+ τei)−Df̄(s))eidτ

− 1
N

∑N
k=1

∫ 1

0
Dfk(s+ τek)ekdτ

+fi(s)− f̄(s), l + 1 ≤ i ≤ N.

(26)

Repeating a similar procedure to the previous subsection,
the controlled consensus problem of system (1) is equivalent to
the stability problem of the following N −1 of n-dimensional
systems.

ẇi = Df̄(s(t))wi − diwi + cλiΓwi(t− τ(t))

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), 2 ≤ i ≤ l,

ḋi = hiw
T
i Pi(t)wi,

ẇi = Df̄(s)wi + cλiΓwi(t− τ(t))

+(ΦT
i ⊗ In)I(t)(Φ⊗ In)w

+(ΦT
i ⊗ In)F (t), l + 1 ≤ i ≤ N,

(27)

where wi, w, Φ, Φi, I(t) and F (t) are the same as the previous
subsection.

Theorem 2 Suppose there exist positive definite matrices
Pi(t) ∈ PC1

n×n, Qi and constants ζ̄ > 0, γ ≥ 0, a > 0 and
b > 0 such that

a∥x∥2 ≤ xT
i Pi(t)xi +

∫ t

t−τ(t)

xT
i (α)Qixi(α)dα

+
(di − d)2

hi
≤ b∥x∥2, ∀t ∈ R+, x ∈ Rn, i = 2, 3, · · · , N,

(28)

Ṗi(t) + Pi(t)Df̄(s) + (Df̄(s))TPi(t) +Qi − 2dPi(t)

+ c2λ2
iPi(t)ΓQ

−1
i ΓTPi(t) + ζ̄I ≤ 0, i = 1, 2, · · · , N,

(29)

(11) and ζ̄ > 2γβ are satisfied, then the system (6) converges
to the set (14) for any time-varying delay τ(t) > 0, where µ(t)
and β are the same as in (12) and (13) respectively, δ̄ > 0 is
any constant satisfying δ̄ < ζ̄ − 2γβ, and then the NMAS (1)
achieves bounded consensus for any fixed time delay τ(t) > 0,
0 ≤ τ̇(t) ≤ 1.

Proof. Construct the following Lyapunov-Krasovskii func-
tional as

V =
N∑
i=2

Vi +
l∑

i=2

(di − d)2

hi
, (30)

where
Vi = wT

i Pi(t)wi +
∫ t

t−τ(t)
wT

i (α)Qiwi(α)dα

+ (di−d)2

hi
, 2 ≤ i ≤ l,

Vi = wT
i Pi(t)wi +

∫ t

t−τ(t)
wT

i (α)Qiwi(α)dα,

l + 1 ≤ i ≤ N,

(31)

where d is a positive constant to be determined.
Differentiating (31) along the trajectory of (27) gives

V̇i = wT
i (Ṗi(t) + Pi(t)Df̄(s) + (Df̄(s))TPi(t) +Qi

− 2dPi(t))wi + 2wT
i Pi(t)(Φ

T
i ⊗ In)I(t)(Φi ⊗ In)w

+ 2wT
i Pi(t)(Φ

T
i ⊗ In)F (t) + 2wT

i (cλiPi(t)Γ)wi(t− τ(t))

− wT
i (t− τ(t))Qiwi(t− τ(t)). (32)

The remaining part of the proof is similar to that of Theorem
1, so is therefore omitted here. This completes the proof.

V. EXAMPLES

To demonstrate the theoretical results obtained above, we
construct a NMAS consisting of 12 agents described as follows

ẋi(t) = fi(xi(t)) + c
∑
j∈Ni

aijΓxj(t− τ(t)), (33)

where fi(xi(t)) = Bixi(t)+g(xi(t)), Bi(i = 1, 2, · · · , 6) and
Bi(i = 7, 8, · · · , 12) are chosen as follows: −10 + 0.1× (i− 1) 10− 0.1× (i− 1) 0

1 −1 1
0 −15− 0.1× (i− 1) 0

 ,

 −10− 0.1× (i− 6) 10 + 0.1× (i− 6) 0
1 −1 1
0 −15 + 0.1× (i− 6) 0

 ,

and

g(xi(t)) = (−9.5sin(
πxi1(t)

3.2
+π) 0 0)T , i = 1, 2, · · · , 12.

The communication coupling matrix C = (CT
1 C

T
2 · · ·CT

12),
C1 = (−8 1 1 0 1 1 1 0 1 1 1 0), C2 = (1 −
8 1 1 1 0 1 0 1 1 1 0), C3 = (1 1 − 7 1 0 0 0 1 0 1 1 1),
C4 = (0 1 1 − 6 0 1 1 0 0 1 0 1), C5 = (1 1 0 0 −
6 0 1 1 1 1 0 0), C6 = (1 0 0 1 0 − 5 1 0 1 1 0),
C7 = (1 1 0 1 1 1 − 7 1 0 1 0), C8 = (0 0 1 0 1 0 1 −
6 0 1 1 1), C9 = (1 1 0 0 1 1 0 0 − 7 1 1 1), C10 =
(1 1 1 1 1 1 1 1 1 −10 1), C11 = (1 1 1 0 0 0 0 1 1 1 −7 1),
C12 = (0 0 1 1 0 0 0 1 1 0 1 − 5). Γ = diag{2, 2, 2},
respectively, where the matrix A is produced by means of the
Scale-Free network program.

Design the following controllers{
uik = −dik(xik(t)− s(t)), ik = 1, 2 and 10,

uik = 0, else,

with d1 = 0.5, d2 = 0.5, d10 = 0.5 and
uik = −dik(t)(xik(t)− s(t)), ik = 1, 2 and 10,

ḋik(t) = hike
T
ik
Pik(t)eik ,

uik = 0, else,
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Fig.1. Desired agent dynamics under pinning control.
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Fig.2. Desired agent dynamics under adaptive pinning control.

with h1 = 0.1, h2 = 0.2, h10 = 0.3, s(t) can then be evaluated
by simulation.

Given the initial values of 12 agents as (10 5 − 10)T ,
(12 6 − 12)T , (14 7 − 14)T , (16 8 − 16)T , (18 9 − 18)T ,
(20 10 −20)T , (−18 11 18)T , (−16 12 16)T , (−14 13 14)T ,
(−12 14 12)T , (−10 15 10)T , (−8 16 8)T respectively and
Pik(t) = I3, d1(0) = 1, d2(0) = 1, d10(0) = 1 and τ(t) =
π
2 + arctan(t). The conditions of Theorem 1 and Theorem
2 are satisfied readily. Bounded consensus of the NMAS is
achieved for any time varying delay satisfying 0 < τ ≤ π

2 +
arctan(t). Simulation results are depicted in Fig.1 to Fig.8
for τ(t) = π

2 + arctan(t) and c = 1.

VI. CONCLUSION

In this paper, we’ve investigated the controlled consensus
problems of NMAS with different agent dynamics. The de-
rived criteria are verified via theoretical analysis and numerical
simulation. The consensus for the NMAS is achieved based on
pinning control and adaptive pinning control methods. Many
related results for the case of identical agent dynamics have
been viewed as the special cases of the proposed results.
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Fig.3. All agent dynamics under pinning control.
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Fig.4. All agent dynamics under adaptive pinning control.

However, it should be noted that the conditions are still
restrictive and the time-varying delay is chosen as fixed case.
Further investigations will focus on relaxing these limitations
and more generalized cases.
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