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Abstract: This paper deals with the adaptive control of tloalimear process represented by the
continuous stirred tank reactor (CSTR). This chamequipment is widely used in the chemical
industry for production of various chemicals andgd. Computer simulation which is used in this
work has several advantages over the experint@metdl model — it saves costs, reduces dangerousity
and speed up experiments. The paper presents q@meaap to the control of the chemical reactor
based on the choice of the external linear modeM)Eof the originally nonlinear process parameters
of which are identified recursively and parametgfrshe controller are then adopt to these estimated
ones. The polynomial approach together linear quadr(LQ) approach used for the controller
synthesis show good control results although tlséesy has negative control properties.
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1 INTRODUCTION

Most of the processes in the technical praxis hawelinear properties and usage of the
classical control strategies, where parametereetontroller are fixed, results in very limited
results or non-optimal control for the nonlineaogesses. This paper shows the simulation
results of adaptive control of nonlinear lumpedapaeters model represented by the
Continuous Stirred Tank Reactor (CSTR) with soechiVan der Vusse reaction inside the
reactor (Chengt al, 1995). The mathematical model of this reactodeéscribed by the
nonlinear set of ordinary differential equations.

The adaptive approach used here is based on thesirexidentification of the External Linear
Model (ELM) of the originally nonlinear process atite parameters of the controller are
recomputed in each step according to identifiedsdoe (Bobalget al, 2005).

A polynomial approach used for the controller sgsik has satisfied control requirements and
moreover, it could be used for systems with negapixoperties such as non-minimum phase
behaviour or for processes with time delays. Cotatkwith LQ control technique, it fulfills
the requirements of stability, asymptotic trackofggthe reference signal and compensation of
disturbances (Kucera, 1993). Resulting controfestiictly proper.

The external delta models (Middleton and GoodwB9Q) were used for parameter estimation
of the nonlinear system. Although delta models hgldao the range of discrete models,
parameters of these models are equal to paranwdtdrsir continuous-time counterparts up to
some assumptions (Stericker and Sinha, 1993). &bersive least-squares method with the
exponential forgetting was used in the estimatiart.gjRecursive Least Squares (RLS) methods
without the forgetting, with the exponential forgjeg and the directional forgetting (Fikar and
Mikles, 1999) respectively were used in this case.

All proposed control strategies were verified bynputations and simulations in mathematical
software MATLAB, version 6.5.
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2 CHEMICAL REACTOR

The chemical reactor under the consideration isti@oous Stirred Tank Reactor (CSTR). The
reaction inside the reactor is calledn der Vusseeaction can be described by the following
reaction scheme (Cheet, al, 1995):

A—f-B—9-C
k (1)
2A——D
The graphical scheme of this reactor can be seEigure 1.

Figure 1: Continuous Stirred Tank Reactor (CSTR)

The mathematical model of this reactor is descrlipethe following set of ordinary differential
equations (ODE):
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Table 1: Fixed parameters of the reactor

kor= 2.145-16° min*

Ei/R = 9758.%XK
hy =-4200kJ.kmot*
V, =0.01m*

Cor = 3.01kJ kg K™
Cao= 5.1kmol.m*
A = 0.215n7

koo = 2.145-16° mint
E,/R = 9758.3K

h, = 11000kJ.kmot*

me = 5kg

Coc = 2.0kJ.kg K™
Cso= O kmol.nt®

U =67.2kImintm?K?

koz= 1.5072-18mint.mol*
E4/R = 8560K

hs = 41850kJ.kmot*

0 = 934.2kg.m°

q = 2.365-1F m’min™
Tro= 387.05K

Q. = -18.558%J.min*
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This set of ODE together with simplifications thexathematically represents examined CSTR
reactor. The model of the reactor belongs to thescbflumped-parameter nonlinear systems
Fixed parameters of the system are shown in Table 1

The reaction heah) in eq. (2) is expressed as:
h=hkg+hke+thk§t (3)
whereh; means reaction enthalpies.

Nonlinearity can be found in reaction ratk$ Which are described via Arrhenius law:

k (T,)=k, -exp[R—Ti] for j=1,2,% (4)

r

wherek, represent pre-exponential factors &hdre activation energies.

3 ADAPTIVE CONTROL

Adaptive control is one way to overcome problemshwiontrolling of nonlinear systems.
“Adaptivity” is derived from the living matters wtth adapts their behaviour and living to the
behaviour of the neighbourhood. Each adaptatiomszss of the energy and living matterms
can minimize this loss with increasing number ohtowious learning. This repetition is
generally accumulation of the information. There a@everal types of adaptive systems
described in (Bobakt al., 2005). The adaptive approach used in our cdsasisd on choosing
of the External Linear Model (ELM) of the nonlinegrocess, parameters of which are
estimated recursively and the parameters of thérater are then recomputed in every step
according to estimated parameters of the ELM. dseilted controller works in continuous-
time and in our case its structure correspondsdatructure of the real PID controller.

3.1 External Linear Model (ELM)

ELM as a presentation of a real system is usuadlgcdbed by continuous-time transfer
function

Y(s b(s
U(s) a9
where the condition of the properness is:
degb < degn (6)
Polynomialsa(s), b(s) can be generally expressed by
dega ) ded )
a(9=> 3s f3=> p5s (7)
i=0 j=0

And their coefficients; andb; are estimated recursively during the control.

There can be used different types of ELM, e.g. iooius-time (CT) models (Vojtesek and
Dostal, 2005), ordinary discrete modelsdamodels. There was use@dmodel as an ELM in
this work. This model belongs to the class of disermodels but its properties are different
according to the classical discrete model in Zplailf we want to convert
Z-model to J—-model, we must introduce a new complex variablecomputed as
(Mukhopadhyayet al, 1992)
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B z-1
T AT, 1—a) T,

(8)

We can obtain infinitely many models for optionargmetera from interval 0< a < 1,
howeverforward 5-modelwere used in this work which hasperator computed via

z-1

9)

a=0=~v=

\

ELM should be then generally described by equation
a'(6)y(t)=1(5)u(t) (10)

Wheret denotes discrete time aidis the operator. With decreasing value of the dangp
period T, parameters of polynomiala’(é) and b’(d) approach to the parameters of the
continuous-time model (5) (Stericker and Sinha,3)99

Substitutiont’ = k —n for k> n in the equation (10) transfer this equation to
6"y(k—n) = 6" k= D+t B Gk b p Ok
—a 8" y(k—N—..— 48 k- N— &Yk N
And we can introduce simplification

V(K =06"Yk=1, y(k-1)=6"" ¥ k= B M k al)=6 fk n,¥ k)= (yk )(12)
U(k—n+m=6" k- U k D=6 0k N, k ) Uk )n

ARX (Auto-Regressive eXogenous) was used for idieation. This model should be
described by the differential equation

Y5 (K)=0; (K-, (k-1)+ & K (13)
Whereeg(k) denotes immeasurable disturbancesg@id regression vector
oy K=D=[-y, (k== ¥ (k- nt1),..m y(k-D,p(k D u(k #2,.u(k n [{(14)

(11)

andé@; is vector of parameters

07 ()= (8, . s . B ] (15)

The most frequently used model is ARX model becatiseses only directly measured
quantities, predicted outpuf, is only a function of measured data and simidear

regressiorshould be used for parameter estimation.

3.2 Parameter estimation

As it is written above, adaptivity of the contrabpess is fulfilled by the continuous parameter
estimation during the control. Recursive Least $guékRLS) method was used for the
parameter estimation. This method is well known &rdbes not need too much data storing
during computation.

The recursive method used here for estimatioRLS Method with Exponential Forgetting
which is modification of well known Ordinary recius least-squares method (Fikar and
MiklesS, 1999)..
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e(k)= () F(K-6, (k1)
¥ (k) =[1+ P(k—1)-9, (K]
L(k)= ( ) (k 1)-9,(K (16)
P(k)=P(k=1)—7(k)-P(k=1)-0,(K-¢, (K-P( k-1
05(k) 0(k 1)+L(k)e(K

Modifications are used mainly in the cases wherarpaters of the identified system can vary
during the control which is typical for nonlinearsgems. Exponential Forgetting is based on
the modification of the covariance matfxy the equation

. P(k—=1)-¢, (k)-9; (K)-P(k-1)
e e = e e

Several types of exponential forgetting can be usad like RLS with constant exp. forgetting,
RLS with increasing exp. forgetting etc. RLS witletchanging exp. forgetting is used for
parameter estimation, where the changing forgeftintprA; is computed from the equation

A (K)=1— K-y (K)-£% (K) (18)
WhereK is small number, e.¢k = 0.001.

(17)

3.3 Control System Configuration

There was used one degree-of-freedom configuraigpiayed in Figure 2 for designing of the
controller.
o

Figure 2: 1DOF control configuration

This control configuration has controll@only in the feedback segmef.in Figure 2 denotes
transfer function of controlled plamw, is the reference signal (wanted valuels disturbanceg
is used for control erroy is control variable angis a controlled output.

Transfer functions of the controlle) is generally:
a(s)
s P(9

where parameters of the polynomials) andq(s) are computed from diophantine equation
(Kucera, 1993):

a(s)}s {9+ b = @) (20)

Parameters of the polynomiadgs) andb(s) are known from the recursive identification and
polynomial d(s) is a stable polynomial. All these equations aa#dvfor step changes of the
reference and disturbance signals.

Q(s)= (19)

The controllerQ(s) ensures stability, load disturbance attenuatiwh @asymptotic tracking for
1DOF configuration. A demand for a stable controéefulfilled if the polynomialp(s) in the

5
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denominator of (19) is stable. Inner propernesgisot all transfer functions are proper.
Transfer functiorQ(s) in (19) is proper if

degq < degp+ (21)

Degrees of the polynomials and q are computed with respect to conditions (6), (2ddl
solvability of the diophantine equations (20) d#ofws

degqg= dewn ,de@> deg— (22)

Roots of the polynomial(s) on the right side of the equations (20) are pofate closed-loop
and the control quality is determined by the plagetrof these poles. There are several ways
for choosing of the polynomial(s) on the right side of equations (20). One appraacto
choosen different or multiple roots

d(9)=(s+a)"; d $=( s0)""( 50;)™... (23)
wheremis degree of the polynomid(s).

This method has one disadvantage, there is nohaeto choose rootg. One way how to
overcome this problem is to connect the choosinth@ipolynomiall(s) with parameters of the
controlled system. This can be done through sfdeirtorization (Vojteseket al, 2004).

The third approach, which was used in our case owsbspectral factorization and Linear
Quadratic (LQ) tracking. The LQ approach is basedao optimal control theory and in
addition to the basic control requirements it mizienthe cost function in the complex domain

1

I=55 {E*(9u E 9+ U (30, U ¥ d (24)

—jw

Wheregp,, > 0 andu,, > 0 are weighting coefficient&(s) andU(s) are transfer functions of the
error and input variables respectively. The polyrami(s) is in this case

d(s)=9(9 13 (25)
where polynomial®i(s) andg(s) are computed from the spectral factorization
(a. f)*.gpw.a. f_|_b*.luw. b= g* g

n-n=a-a

(26)
wheref(s) is for the control variable(t) and disturbance(t) from the ring of step functions
f(s) =s.

The resulted controller is strictly proper and degree of the polynomial(s) is computed via

degd = deqg-n)= 2deg+ (27)

4 SIMULATION RESULTS

4.1 Static and Dynamic Analyses

The steady-state analysis was done for variousesabd the input volumetric flow rate of the
rectant,g,, and various heat removal of the cooling liqud,
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Figure 3: Steady-state values of the product’s eotrationcz°, and the temperature of the reactant,
T,®, for various heat removaQ,, and volumetric flow rateg,

3D-plots of the steady-state value of concentratidand temperatur€® presented in Figure 3
show high nonlinearity of the process. Static asialyisually results in an optimal working
point. The maximum of the product’s steady-stateceatrationcg®, was chosen as a criterion
for choosing an optimal working point. Concentrata® has its maximum for the volumetric
flow rateq,® = 2.365-1F m>.min™ and the heat remov@)® = -18.56kJ.min™.

The dynamic analysis was done for various step gdwrof the input heat removal of the
cooling liquid, Q;, and volumetric flow rate of the reactagt, Four step changes +10% and
+20% of both input variables — the heat remdyahnd the volumetric flow ratg were done.

0.0034 -20%

0.002

o
o
o
=t

0.000

-0.0014{ %%,

y,(Okmol.m?]

-0.0024

-0.0034

Figure 4: Dynamic analysis of outpyts(cg(t) —cg®) andy, (T,(t) — T, for various step changes of
the input heat removal).

The Figure 4 displays negative control propertiethe system, especially for the first output
which represents product’s concentratign
4.2 Adaptive control

The difference between actual and initial tempeeatd the reactant; was taken as controlled
output and changes of the heat rem@&yalvas set as control input, i.e.

y(t)=T ()= T (Y[K]
Q.(1)—-Q (Y, (28)
Q3 (1) 1

On the other hand, dynamic analysis results in Hielgresented by a second order transfer
function with relative order one, which is geneyall

u(t)=100
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_b(s)_ bs+h
G<S)_a(s)_ g+ ask a (29)

Equation (29) can be rewritten for the identifioatto the form of the differential equation
Vi(K)=—ay(k-1)— g y( k2)+ by kI)+ by k2 (30)

whereysis recomputed output to tlkemodel:

y(K) —2y(k—1)+ y(k-2)

yﬁ(k) = TVZ
k—1)— y(k—2 k—1)— U k-2

v, (k—1) = y( )T y(k—2) 4 (k—1)= W )T u k- 2) (31)

Ys(k=2)= y(k—2) Yy (k-2)= Uk-2)
whereT, is the sampling period, the data vector is

o (k=1 =[-y,(k=1), =% (k=2 ,y (k-1 ,y( k- 2] (32)
and the vector of estimated parameters

07 (k)=|&. 8, 1, 1) (33)
could be computed from the ARX (Auto-Regressive gwus) model similar to(13):

Y (K)=0] (Ko, (k-1) (34)

by the recursive least squares methods describearirs.2.
Degrees of the polynomiags), q(s) andd(s) are then computed via (22) and (27):
degq= 2;degp= 2;ded= (35)
Polynomialsg(s) andn(s) in the equation (25) are
g(s)=aS+ g8+ g ¢ (36)
n(s)= s+ nst p

and their coefficients are computed as

0o = ke 6 =\20, 0+ 0, B+, 8. 6=\2aate. 823, g=o,

n =& . n=y2n+ 423

Transfer functions of the feedback and feedforwaads of the controller for 1DOF and 2DOF
configurations are

_ g,S+gst g
Q<S)_s<82+ st ) (38)

(37)

Where parameters of the polynomig(s) andp(s) by the comparison of the coefficients of the
s-powers a in diophantine equations (20).
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All simulation experiments took 45€in and three changes were done during this intefved.
first simulation study was done for various valoéshe weighting factog, = 0.05, 0.5 and 1.5
in (37).

80 15

60
40

u(oee]
2
w(, yo [K]

0 100 200 300 400 0 100 200 300 400
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Figure 5: Course of input and output variahlé} andy(t) for various weighting factorg,, 1DOF configuration

As you can see in Figure 5, simulation is quickéhwhe decreasing value of the factgr On

the other hand, a low value ¢, results in overshoots of the output response.€elban be
observed a few problems at the very beginning efatntrol. This is caused by the inaccurate
parameter estimation which has a low amount ofininformation about the system.
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Figure 6: The course of identified parame®gsa’;, b’g andb’; during control, 1DOF, LQ method

Figure 6 shows the course of the identified parameduring the control. As you can see, used
identification method has no significant problemsept the begging of the control with is
mentioned above.

5 CONCLUSION

This paper shows simulation results for adaptivetrod of a nonlinear lumped-parameters
system represented by the CSTR reactor. Used adaquntrol is based on the choosing of the
external linear model in the range of delta modedsameters of which are estimated
recursively during the control. Three differentuesive least squares methods were used for
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parameter estimation and two control system cordigons with one degree-of-freedom
(1DOF) and two degrees-of-freedom (2DOF). Preserdgsdlts shows good control responses,
the only problem is at the beginning of the conwblen we have less amount of information
about the system. Course of the output temperauyaicker with the decreasing value of the
weighting factorg, but there should be some small overshoots for lalvesofg,. Comparison

of 1DOF and 2DOF configurations presents slowersmof the output variable for 2DOF but
changes of the action value are smoother. Thealaslysis compares responses for different
identifications and as it can be seen, there isgeal for using forgetting factors because results
are nearly the same.
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