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Abstract—The paper presents novel tools for model-based
control system design based on FMI/FMU standard (Functional
Mock-up Interface / Unit). It is focused on application of FMI
standard for easy integration of control system development
cycle starting with Model-in-the-Loop (MIL) simulation and
finishing with Hardware-in-the-Loop (HIL) simulation. It is
shown, how the Functional Mock-up Units (FMU) containing
dynamic differential-algebraic equations of various parts of the
device (mechanical, electrical, hydraulic, thermal, etc.) can be
easily deployed to unified simulation environment where the
control system is designed, consequently. The procedure allows
to combine inputs from various Modelica-based tools at the
process model side, utilizing power of Matlab/Simulink for
design, analysis and optimization of control system and perform
final test via HIL scenario where both the model and control
system are simulated in real-time on separated HW units. The
pros and cons of both FMI concepts, i.e. Co-Simulation and
Model Exchange are discussed in detail. The whole procedure is
demonstrated on a steam turbine example combining component-
based and equation based modeling. Both the turbine model and
the full control loop are validated in all phases of control system
development. It is shown, that monolithic simulation block with
proprietary solver reduces computational burden compared to
automatic FMU concept.

Index Terms—model-based design, FMI, FMU, Model-in-the-
Loop, Software-in-the-Loop, Hardware-in-the-Loop, steam tur-
bine control

I. INTRODUCTION

There are various primary aims of creating models, such
as product design or decision making support. In this pa-
per we follow the problem of cyber-physical system design
where the control part always plays an unsubstituable role.
In the past, the control part was usually designed for already
existing machine or process technology. Such approach led
only to sub-optimal control quality. Nowadays, with increas-
ing computational power of computers and capabilities of
modeling/simulation platforms, the control system can be
designed and optimized simultaneously with machine/process
development. Such procedure usually passes through well
known phases Model-in-the-Loop, Software/Processor-in-the-
Loop and Hardware-in-the-Loop. Seamless passing through
those phases generates strict requirements on the modeling

and simulation platforms, such as multi-domain and multi-level
capability [1]–[3], interaction with real world (see [3]–[5])
and, consequently, the ability of deterministic execution and
real-time simulation (see e.g. [6], [7]). The following ’state of
the art’ challenges has been identified:

Firstly, the complexity of systems requires to combine
models developed via various tools and methods, both equation
based [8], [9] and component based [10]–[12]. At present,
the FMI (Functional Mock-up Interface) standard is a pow-
erful tool to cope with this problem [13]–[16]. It allows to
export models from various platforms (primarily based on
Modelica language) as FMUs (Functional Mock-up Units) and
integrate them with target simulation platform where a control
system is usually designed (e.g. Matlab/SimulinkTM [17], NI
LabviewTM). However, real-time execution of FMUs is still a
problem which has not been solved satisfactorily yet.

Next, the features of the numerical solver (for system of
ODE - Ordinary differential equations, DAE - Differential
algebraic equations) must be fully under control with ability
to set the number of iterations, maximal error, etc. in order
to execute each step within the available time-frame of fixed
sampling period. For time critical simulations, it is sometimes
necessary to develop own optimized solver code, see. e.g. [18]
where the fast solver implementation on FPGA is described.

Finally, the existing commercial products and related li-
braries (e.g. DymolaTM) are extremely expensive and the
resulting models cannot be fully customized.

Consequently, the main aim of the paper is to present the set
of novel tools for model-based control system design which
help to mitigate above mentioned drawbacks and validate them
on a steam turbine model (derived in [19], [20]). Although
some fuzzy logic approaches to turbine modeling has been
investigated [21], here a DAE (differential algebraic equation)
model described e.g. in [19], [22] has been adopted. The set
includes specific solvers, tools for FMU import onto real-
time platform and tools for HIL simulation support. Fol-
lowing the approach from [10]–[12], the models are firstly
developed on Modelica platform, deployed to Matlab/Simulink
and compared to block-based and equation based Simulink
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implementation. Further the model is validated also at real-
time platform (Stage I). As a next step, the control system
is designed here following again the full MIL-SIL/PIL-HIL
approach (Stage II).

The paper is organized as follows: In Section II, the general
problem of seamless control system development is stated and
the gaps of state of the art solutions highlighted. Section III
summarizes the main technological contribution of the paper,
i.e. SW and HW modules creating new toolchain for control
system development. The whole procedure is validated in
Section IV on a complex model of energetic device (controlled
steam turbine with shaft and generator). The conclusions and
ideas for future work are given in Section V.

II. PROBLEM FORMULATION - MODEL BASED CONTROL
SYSTEM DESIGN

A. General requirements for complex system modeling

The generic state of the art way of control system design is
charted in Fig. 1. Naturally, it is not necessary to pass always
through all depicted phases1. Anyway, the described approach
allows control system co-design in cases when the physical
machine/plant does not exist yet, i.e. can be optimized for
better controlability during the cycle presented. The procedure
generates strict requirements on a modeling and simulation
platforms, such as:
• Multi-domain capability: The ability to simulate complex

system consisting of subsystems from various domains
(mechanical, electrical, hydraulic, power, thermal, etc.)

• Multi-level capability: The ability to simulate systems at
different levels of detail (typically reduced-order models),
switch automatically between those levels.

• Reality in the loop, component in the loop, human in
the loop: The ability to integrate model with existing in-
frastructure, human behavior or product sub-components.
Naturally, this implies the need for real-time simulation
ability.

• Validation and verification: Reliable tools for model ver-
ification and validation. Continuous time model validity
check.

B. Handling requirements during control system development

The toolchain developed and presented in this paper sup-
ports following steps of control system design:

1) Model creation: The model (in general non-linear) can
be obtained in two ways, which can be in principle combined:
• Semiautomatic deriving of equation based on known

mathematical-physical laws
• Component based modeling where the model is created

either by custom made or existing libraries based on Mod-
elica language (one can choose between OpenModelica -
OM, Dymola, SimulationX or MapleSim).

Point out that the first approach allows future equations opti-
mization and even integration with hand coded solver (often

1e.g. in the case when the control structure is simple or the plant/machine
is not designed from the scratch

Fig. 1: Generic approach to rapid control system design and
development. The system model is parameterized either from
primary CAD/CAM sources or via additional identification
experiments.

necessary for HIL phase) while the second approach relies on
exporting component based model as FMU package (contain-
ing both equations and solver2). The case study presented in
Section IV shows how these principles can be combined using
the tools developed.

2) MIL: In this phase the model developed is usually
integrated into control system initial design platform (e.g.
Matlab/Simulink - used in our case study; NI Labview, etc.)
where one uses strong analytical and optimization tools. Point
out that Modelica based simulation platforms do not offer nec-
essary libraries for control system design and implementation.
In this phase one can test the suitable sampling period, solver
type and, if necessary, simplify the model. As shown in Section
IV, the developed model can be imported as FMU.

3) SIL-PIL: In this phase, the model is tested with the
control system in its implementation environment, either just
SW (SIL) or both SW+HW (PIL). The simulation runs in
real-time with the optimized solver. One can effectively test

2holds true for FMI Co-simulation mode
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the control system performance with a selected sampling
period. The communication between model and control system
is ensured via internal links (i.e. is running on a single
computational platform) or via fast industrial communication
(EtherCAT, Modbus).

4) HIL: HIL is the final phase before connecting control
system to real plant. In this phase the control system is
executed on target final HW and communicates with a model
simulated in real-time via physical AI/AO, DI/DO signals
which can have additional substantial influence on the avail-
able bandwidth and even sampling period.

III. DEVELOPED TOOLS SUPPORTING AUTOMATIC
MIL-SIL-HIL CHAIN

Model Exchange and
Co-Simulation

C
on

tr
ol

S
ys

te
m

ModelControl
System

FMI

Co-Simulation

RT 
Control
System

FMU

M
as

te
r

HIL

SIL/PIL

MIL

real-time

non
real-time

real-time with
physical signals

Dymola
Open

Modelica

FMU FMU

FM
U

FM
U

Fig. 2: Using FMI/FMU technology in control system design;
the developed tools do support such chain

The set of developed tools supports the toolchain shown in
Fig. 2 which precises the generic approach outlined in Fig. 1.

A. SW tools

To support the flowchart mentioned in Fig. 2, the following
modules has been developed:

• FMUCS function block which allows to import models
with FMI 2.0 interface (Co-Simulation mode) into real-
time environment, see Fig. 3, full details in [23]. The sim-
ulator is deployable to any platform which allows: execute
C/C++ code; run user tasks with selected period; has a
toolchain for exporting and compiling model into .fmu
file; offers suitable communication and data exchange
with a control system.

• Methodology for creating monolithic simulation blocks
– MSB which fits and optimizes the set of differential
equations with selected numerical method, both explicit
and implicit (e.g. Runge-Kutta, Backward differential
formula, RADAUIIA [24]), see Fig. 3.

Fig. 3: Developed function block FMUCS allowing to import
FMU modules for SIL/PIL and HIL phase; monolithic simula-
tion block STURB; both allow to execute model on proprietary
real-time platform

B. HW tools

To support final HIL implementation, a Raspberry Pi
containing developed real-time scheduler with lightweight
Monarco HAT for data exchange have been adopted.

IV. CASE STUDY - STEAM TURBINE CONTROL SYSTEM

A. Overall methodology

The overall methodology adopted in a steam turbine use
case can be divided into two stages (Fig. 4):
• Stage I: The turbine model (in both FMU and MSB form)

is passed through all MIL-HIL phases and compared
to reference simulation, especially it is tested whether
switching from variable to fixed time will not cause loss
of precision above an acceptable limit.

• Stage II: Starting again at MIL phase, the model (FMU,
MSB) is connected to the control system prototype and a
procedure depicted in Fig. 2 is executed as described in
upcoming subsections.

B. Stage I: Model validation

As the reference solution, the equation based model was
used – simulated as a total system of ordinary differential
equations solved by continuous solver with high precision.

1) MIL phase: We compared the reference data with the
FMU exported from OpenModelica (Co-simulation mode,
dassl solver, see Fig. 5) and MSB approach (RADAUIIA
method). The comparison was done in Matlab using Pilot
Support Package for FMU import.

2) SIL-PIL phase: Both FMUCS and STURB blocks were
tested in real-time environment on PC.

3) HIL: Both FMUCS and STURB blocks were tested in
real-time environment on target model device (Raspberry Pi).

The summary of Stage I can be reviewed in Fig. 9, Tab II
and Tab. I for the case of load plugging and unplugging in the
standalone mode.
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Fig. 4: Steam turbine case study model and control system validation in MIL, SIL, HIL phases (including basic HW parameters):
equations derived (orange - reference model), component-based model exported as FMU (blue), monolithic simulation block
including proprietary solver (green)

Fig. 5: Component based model of steam turbine which is
further exported as FMU to enter the MIL-SIL/PIL-HIL cycle
of control design

TABLE I: Comparison of maximal relative error of different
model implementations; sampling time 5ms.

block max. relative error
FMU/MIL 0.00060
MSB/MIL 0.00058
FMU/SIL 0.00519
MSB/SIL 0.00102

C. Stage II: Controlled model validation

In Stage II, all model validation phases described above
were completed by control system. The validation was done
for the case of controlling turbine revolutions (rpm). The
summary of Stage II can be reviewed in Fig. 10 and Tab III for
the scenario when the turbine starts from standstill state, after
reaching the nominal network rpms, the load is connected to
the turbine.

Fig. 6: Model validation schema for Stage I / MIL: FMU
exported from OpenModelica environment; MSB approach -
S-function

TABLE II: Stage I: Comparison of computational perfor-
mance of turbine model in real-time environment (SIL -
PC+Win10/64, HIL - Raspberry Pi+Raspbian).

block max time [ms] average time [ms]
SIL / FMUCS 0.35 0.061
SIL / STURB 0.24 0.025
HIL / FMUCS 0.48 0.11
HIL / STURB 0.34 0.06

V. CONCLUSION

Paper conclusion

In this paper, novel tools for model-based control system
design based on FMI/FMU standard have been presented.
It was shown how the Functional Mock-up Units (FMUs)
having either component-based or equation based origin can
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Fig. 7: Controlled model validation schema for Stage II / SIL: Monolithic simulation block STURB is used, simulation running
in real-time mode, sampling time 5ms.

Fig. 8: Turbine control system passing through MIL-SIL/PIL-HIL phases in Stage II; two PID controllers and frequency
corrector for different turbine modes, i.e. turbine start up from and steady working point tracking electr. net frequency

TABLE III: Stage II: Comparison of computational perfor-
mance full simulation (model+control system) in real-time
environments SIL - PC+Win10/64 and HIL - Raspberry
Pi+Raspbian.

simulation max time [ms] average time [ms]
SIL / FMUCS 0.35 0.061
SIL / STURB 0.15 0.014

HIL / control part 0.63 0.07

be deployed from various modeling platforms to unified en-
vironment where the control system is designed and opti-
mized, consequently. The whole MIL-SIL-HIL chain described
allows in each stage to optimize equations and assign an

appropriate solver (even custom developed) fulfilling real-time
requirements in final SIL/HIL stages. The whole procedure
was demonstrated on an energetic device example – steam
turbine with shaft and generator. Both model and full control
loop simulation were validated and compared in all stages. It
was shown, that monolithic simulation block with proprietary
solver reduces computational burden compared to automatic
FMU concept.

Ideas for future work

The future research covers several topics: deep knowl-
edge, analysis and optimization of solver which are as-
signed/deployed via automatic procedures. Full support of
FMI/Model Exchange mode, i.e. full integration of custom
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Fig. 10: Controlled model passing Stage II, in t = 70, the load
is connected to turbine

build solver into SIL/PIL and HIL stage. Further the aim
is to develop scalable set of models of selected energetic
devices which can be connected into simulated network and
consequently an appropriate higher level control system is
designed. The models will be deployed to embedded HIL
simulators (e.g. Raspberry Pi based). The authors believe that
such models will be useful for all academic, trainee, and
industrial purposes.
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