Preprints of the 19th World Congress
The International Federation of Automatic Control
Cape Town, South Africa. August 24-29, 2014

A control system for the individual route
guidance in traffic flow networks

Davide Giglio* Nicola Sacco **

* DIBRIS - Unaversity of Genova, Via Opera Pia 13,
16145 Genova, Italy (e-mail: davide.giglio@Qunige.it)
** DIME — University of Genova, Via Opera Pia 15,
16145 Genova, Italy (e-mail: nicola.sacco@unige.it)

Abstract: The problem of optimally routing a class of guided vehicles on an urban traffic
network is considered in this paper. The guided vehicles give their requests in terms of origin,
destination, and time window, and the control system returns to each of them the start time
and the path to be followed, as provided by the solution of an original individual route guidance
(IRG) problem. The control system integrates the IRG problem with a macroscopic traffic model
in order to take into account the evolution of the traffic (in particular, of the congestions) on
the network links. The traffic model and the IRG problem are mutually dependent one from
the other, and for this reason the ultimate solution of the route guidance problem is iteratively
sought. The control system has the objective of minimizing both the impact of the whole traffic

and the individual costs of the guided vehicles.
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1. INTRODUCTION

The optimization of traffic flows in urban areas is one of
the most considerable challenges faced by systems and
transportation engineers. The difficulty of building new
infrastructures drives scientists and engineers towards the
development of models and methods aimed at the miti-
gation of congestion phenomena. Moreover, the advances
in technology and the availability of personal electronic
devices make possible the adoption of specific strategies
to induce the drivers to follow certain paths of a traffic
network. In this paper, the problem of individually routing
a class of users through the network is considered, and an
original control system is proposed to solve it.

One of the most significant methods which have been
adopted in the past to mitigate traffic congestions is the
route guidance, that is, the optimal routing of vehicles
through the traffic network. In particular, the collective
route guidance has been adopted worldwide by means of
the use of variable message signs (Pedic and Ezrakhovich
[1999]), VMSs, which provide information (traffic condi-
tions, accident warnings, public utility messages, and so
on) to the users. Several approaches aiming at optimizing
and controlling a traffic network by means of VMSs can
be found in the literature (e.g., Mahmassani and Hawas
[1997], Park [2005], Zuurbier et al. [2006]). However, the ef-
fectiveness of the collective routing to optimize traffic flows
is questionable owing to the need of suitably modelling the
responsiveness of drivers to the messages. Such an issue
has been considered in the past (Mammar et al. [1996],
Levinson and Huo [2003]), and some models have been
defined (e.g., logit- and probit-based models, Peeta and
Ramos Jr. [2006]). The individual route guidance (IRG) is
not a recent technique (Case and French [1987], Van Aerde
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and Case [1988]), but the interest in such methodology has
grown in the last decade, due to the availability of personal
electronic devices which allow users to communicate the
data of their trips and to receive information about the
path to be followed (Panou [2012], Pan et al. [2013]). IRG
approaches are mainly based on the solution of shortest
path problems (Deo and Pang [1984], Fu et al. [2006]),
and are obviously directed to the determination, for each
single vehicle, of the optimal routes from a given origin to
a given destination (as, for example, in Fu [2001]).

In this paper, a traffic control system which includes the
solution of an original IRG problem is proposed. The
number of guided vehicles is assumed to be considerable,
so that the solution of the IRG problem has an impact
on the traffic dynamics. For this reason, in the proposed
system, the route guidance problem is coupled with a
dynamic traffic model in order to deal with the effects of
the IRG on the traffic. An iterative procedure is proposed:
starting from a basic solution of the IRG problem and
from a stochastic user equilibrium (SUE) traffic assignment
(Cascetta [2009]), the traffic model provides the new travel
times on the links (considering the flows of guided vehicles
in addition to that of unguided onmes); next, the IRG
problem is solved and its solution provides the new flows
of guided vehicles, which are calculated on the basis of
the new travel times; next, the traffic model provides new
further travel times as a consequence of the new flows, and
SO on.

The traffic model is a macroscopic network model which
explicitly considers the queues in the links, in order to take
into account congestion phenomena which usually charac-
terize an urban traffic networks (spillbacks, bottlenecks,
etc.). Each link is a discrete-time dynamic system and
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consists of a running section and of a queue section (the
lenghts of the two sections vary with time). The traffic
model is fed by an estimation of the flows of unguided
vehicles entering the network and by the flows of guided
vehicles provided by the solution of the IRG problem.

2. THE CONTROL SYSTEM

The control system combines, in an iterative way, the
solution of an IRG problem with a macroscopic dynamic
traffic model, with the aim of finding the optimal paths for
the guided vehicles. In the following, the term controlled
flow (resp., uncontrolled flows) will be used to denote a flow
of vehicles consisting of guided vehicles (resp., unguided
vehicles) only.

As sketched in Fig. 1, the traffic model provides the evolu-
tion of the traffic flows (both controlled and uncontrolled)
on the network, and computes the travel times on the links
for the relevant time interval. It is fed from the outside by
the uncontrolled flows which enter the network at nodes,
and, to compute the travel times, it takes into account
the controlled flows provided by the solution S, of the
IRG problem. As a matter of fact, the controlled flows are
assumed to be a significant portion of the overall flows on
the network and then they affect the performance (i.e., the
travel times) of the system. The IRG problem is modeled
as a mathematical programming problem whose solution
defines the path to be followed by each guided vehicle. It
is fed from the outside by the single travel requests and
it takes into account the travel times 7; ; on the links, as
provided by the traffic model.
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Fig. 1. The proposed control system.

The traffic model is influenced by the solution of the
IRG problem and the IRG problem is influenced by the
evolution of the traffic model. Then, these two parts of
the control system are iteratively executed/solved until
an equilibrium point is reached, that is, until the values
of the performance indices of the system (impact for the
whole network and individual costs for the guided vehicles)
change significantly.

As regards the system timing, the traffic model and the
IRG problem act at different time scales. The traffic model
is a discrete-time model whose sampling interval is At
(e.g., 30 seconds or 1 minute), whereas the IRG problem
optimizes the paths of the guided vehicles within a wider
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time interval AT (e.g., 1 hour), which is assumed to be
an integer multiple of At¢, namely, AT = N At. In this
connection, let:

o [Th,Th+1], h = 0,...,Q — 1, be the generic opti-
mization interval of the IRG problem ([Zp, 7] is the
overall optimization horizon);

o [tintktin), k=0,...,N—1, be the generic discrete-
time interval of the traffic model, within the h-th
optimization interval; clearly, to, = 1) and tn, =
Thot.

A detailed scheme of the control system is in Fig. 2. The
traffic model provides the overall flows on the network links
for any discrete-time interval [ty 5, tx41,,) of the h-th op-
timization interval, namely, q(to.n,Sp),---,q(tN—1.h,Sp)-
The inputs of the model are:

e an estimations of the uncontrolled flows which en-
ter the network in the various intervals, namely
qu(ton),---,qu(tn—1,n); such estimations are deter-
mined on the basis of:

(1) the nominal input flows (as provided by a
SUE traffic assignment process of the origin-
destination matrix OD(T},) for the considered
interval);

(2) the percentage of guided vehicles in the consid-
ered optimization interval;

(3) the measurements of actual input flows (of un-
guided vehicles) in the preceding optimization
intervals;

e the controlled flows which are “assigned” to the net-
work in the various intervals, namely ¢c(to.n, Sp); - - -,
gc(tn—1,n,5p); such flows are provided (through a
suitable user choice model) by the solution S, of the
IRG problem, which is the solution at the p-th step
of the iterative procedure;

e the splitting percentages at intersections, namely
a(T}y); such values are a-priori determined via the
SUE traffic assignment process; it is worth noting that
such percentages are assumed fixed within a single
optimization horizon (that is, they are not affected by
the solution of the IRG problem) since the unguided
users do not know in advance the paths that the
guided vehicles will follow, and then they take their
choices only on the basis of the mean travel times
which are attained in analogous past periods.

The IRG problem is solved on the basis of the individual
travel requests whose departure time is within the actual
optimization interval (they are denoted by R(7})), and
on the basis of the travel times on the network for
the whole interval, namely 7(¢o 1, Sp), - - -, T(EN—1,1, Sp)- A
solution S), consists of the optimal paths to be followed
by the guided vehicles. At the beginning, the controlled
flows are initialized through the solution Sy of a shortest
path problem on the traffic network loaded with the
nominal travel times 77°™(T},), as provided by the traffic
assignment process. Such a solution is hereafter indicated
as q%. Note that the initial solution does not guarantee
that the guided vehicles are assigned to their relevant
optimal paths. In fact, this solution does not take into
account the effects that guided flows have on the travel
times, as described in the following section.
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Fig. 2. The proposed control system (detailed scheme).

2.1 Iterative Search of an Equilibrium

The guided vehicles follow the paths that are provided
by the IRG problem. Such paths are in general different
from the shortest paths which can be determined only on
the basis of the nominal (constant) travel times 72°™(T},).
As a matter of fact, the IRG problem tries to split users
on different alternative paths, so that the phenomenon
of creating congestion by sending vehicles to the same
shortest path (as sometimes happens in the collective
routing when too many users follow the VMS indications,
and consequently go to the same links) is avoided.

In this paper, it is assumed that the travel demand of
guided vehicles is sufficiently large to influence the travel
time on links, that is 7 ;(qui,;) < 7ij(quiy; + qci,;) for
some link (4, j) of the traffic network. In other words, the
optimal paths followed by the guided vehicles increase the
flows on the relevant links and this leads to an increase
of the travel times on that links. Such an increase of the
travel times makes the solution S, of the IRG problem
no longer optimal, as it was determined on the basis of
different travel times. For this reason, the IRG problem is
again solved with the new actual travel times and a new
solution Sp4+1 is provided. Such a new solution provides
the new controlled flows, which lead to the new overall
flows on the network and to the new travel times. Again,
a further solution of the individual routing problem can
be sought on the basis of such new travel times.

Such a process can be thought of as the iterative sequence

nom
T

ST = o s P

(1)

in which

o 7 = 1(T3,5,), p = 0,1,..., is the vector of travel
times that are computed on the basis of the overall
flows provided by the traffic model loaded with con-
trolled flows provided by the solution S, of the IRG
problem;

° ¢f = gc(Th,Sp), p = 1,2,..., is the vector of the
controlled flows provided by the solution S, of the
IRG problem.

The iterative sequence (1) starts from the initial controlled
flows g% and stops when ¢?, =~ g%“ =g} and 7 ~ Pl —
7* for some p € {0, 1,...}. The pair (ge, 7*) represents the
equilibrium.

The iterative search of an equilibrium can be expressed by
the fixed point problem

00 (Ths Spi1) = £ |2(Th, ), R(Th) |

(2)

I(Th’ Sp) =9 {gc(Th; Sp%@u(Th)}
initialized by the “initial” controlled flows g, (Th,S0) =
QOC' In (2), f represents the activity of solving the IRG
problem and g represents the activity of calculating (by
means of the traffic model) the travel times from the
overall flows on the network. In (1), (2), and Fig. 2,
gc(Th, Sp), T(Th, Sp), QU(Th), and q(T, Sp) are the vector
of all gc(tk,n, Sp), T(tkns Sp)s qu(te,n)), and q(te,n, Sp),
respectively, K =0,..., N — 1.

The performance of the traffic control system can be
measured through the impact Z(T}, Sp) and the individual
generalized cost J (T}, Sp). Such indices are determined
through the overall flows ¢(7},,S,) and the travel times
7(Th, Sp), respectively. The impact parameters include the
total pollutant emissions, the generated noise, and the
total delays; it is worth observing that, in the proposed
system, the impacts are determined only with the aim
of understanding their behavior in different scenarios,
although their values do not influence the choices of both
guided and unguided vehicles. The individual costs consist
of the sum of the travel times attained by the guided
vehicles in the execution of their paths (no monetary cost is
taken into account). These costs, on the contrary, influence
the behaviors of the guided users, which can always chose
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whether to follow the suggested path or not, although this
event is assumed to be infrequent.

3. THE INDIVIDUAL ROUTE GUIDANCE PROBLEM

The IRG problem is now defined for the period [T}, Th 1],
h € {0,...,Q — 1}, and for the generic iteration p, p €
{1,2,...}; in the following, for the sake of simplicity, the
two indices h and p will be dropped from all variables.

The traffic network is modeled through a directed graph
G = {N, L}, being N the set of nodes and L the set of
links. (4,j) € L is the directed link from node i € N
to node j € N. Let P; (resp., S;), ¢ € N, the set of
predecessor (resp., successor) nodes of node i, that is, the
set of nodes m € N (resp., j € N) such that (m,i) € L
(resp., (i,7) € L). Moreover, let D;, i € N, be the set of
destinations (nodes) which are reachable from node i.

Each link of the traffic network is a discrete-time dynamic
system, with discretization interval equal to At. As intro-
duced in Section 2, index k& denotes the generic discrete-
time interval [ty, tr41] of the traffic model. Moreover, let
7i,j(k) be the estimated travel time for vehicles entering
link (4,7) at interval k. The calculation of the estimated
travel time is provided in Appendix A, where the traffic
model is defined.

In the formalization of the IRG problem, the time-varying
travel times represent the weights of the graph’s links.
Moreover, consider the following definitions:

e U is the set of users that ask for an optimal path,
that is, the users that generate the demand R(T}),
and the traffic flows qoi

e 0, € N and d, € N are the origin node and the
destination node, respectively, of user u € U,

e ), and J, are the departure time and the estimated
arrival time, respectively, that are determined by the
the solution of the IRG problem and communicated to
user u; ¥ (resp., 0) is the vector gathering 1, (resp.,
0u) Yu € U,

o [T, A,] is the time window required by user u € U
for its travel;

® 2, ., with (i,j) € L and u € U, is a binary variable
that assume the value 1 if user u travels on the link
(i,7) to reach d, from o,, and 0 otherwise; x is the
vector gathering z; ., V(i,j) € L, Vu € U.

The IRG problem is solved by executing an original math-
ematical programming problem at each discrete-time .
Note that, at ¢, some of the guided vehicles that started
their trip before t; are still traveling on the network to-
wards their final destinations. In this connection, consider
the following definitions:

e UT C U is the subset of guided users that are
traveling on the network at t;

o (i, 0ol) € L is the link of the traffic network in which
user u € UT is at ty;

e 1l is the time that user u € UT will take to reach its

destination node o} € N;

In the following subsections, the formulation of the math-
ematical programming problem is first given, and then the
optimization algorithm which finds the solution of the IRG
problem is introduced.

951

3.1 The Mathematical Programming Problem

Assume that the travel times are constant, and let 7;;
be the travel time on link (4,j) € L. The mathematical
programming problem, for the generic k-th iteration of the

IRG problem, is the following.

Problem 1. Given oy, d,,, ¥,,, and A, for each user u € U\
U, Given i}, OEM dy, ¥, and A, for each user u € U™,
given 7;; and @;'; for each link (i,j) € L of the traffic
network, find:

i { e {10l oo - 2} @)

subject to:

Su=tu+t Y TijTiju YueU\UT (4)
V(i,j)EL
Oy = wg + Z Tii%Tiju VUE Ut (5)
V(i,j)EL
Z Tilu — Z i =Kin VIiENNYuelU (6)
ViEeS; vieP;
1 1= 0y
Kiw =14 —1 i=d, Vie NNYuecU\UT (7)
0 otherwise
e dy, . T
Fiu = {0 otherwise VieN,VuelU (8)
Tiror, =1, YueUT (9)
Z Tiju < QY5 V(i) €L (10)
YueU
0 €40,1}, V(i,j) € LYueU (11)
Yy € R, YuelU (12)

The cost function (3) of Problem 1 minimizes the largest
difference between the required departure and arrival
times and the corresponding optimized ones. Moreover:

e constraints (4)—(5) define the arrival time of users;

e constraints (6)—(9), together with the definition of
variables z; ;. in (11), define the structure of the
graph and impose the continuity of the path of users
(included those which are traveling at ty);

e constraint (10) is introduced to avoid an excessive
load of vehicles on a link; the parameter Q% can be

determined on the basis of the SUE traffic assignment
process (at the beginning) or on the basis of the
evolution of the traffic model, and can be considered
as the available room which is left by the unguided
vehicles;

e constraints (11)—(12) define the decision variables.

Problem 1 is a Mixed Continuous-Integer Linear Problem
(MCILP). It can be solved in a negligible time with
respect to the optimization period [T}, T}, +1], even for large
networks.

8.2 The Optimization Algorithm

As mentioned before, the travel times on links change as
time passes; however, they have been considered constant
in the formalization of the optimization problem in the
previous section. To cope with this problem, a specific
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Fig. 3. Case study transportation network.

instance of the optimization problem is solved at each
discrete-time instant. More specifically, a new instance of
Problem 1 is solved after having updated:

e the travel times on links

e the set of users (both U and UT), because some of
them could have started their trip and others could
have already reached their destination;

e the positions of the guided vehicles that are traveling
on the traffic network.

Then, the optimization algorithm can be written as:

1) Set k=0and UT =0
) Set Tij = Ti,j(k) and QB{I] = %v[’](k)
) Solve Problem 1 and apply the solution
) If k=N — 1 Stop. Otherwise go to step 5
) (a) determine the set of users which end their trip in
the interval [t, t;41] and remove such users from
U;
(b) determine the set of users which start their trip in
the interval [ty,t+1] and add such users to U™;
(¢) determine the position at ¢4 of the guided
vehicles which belong to the (updated) set U™
and update values il, ol, and ¢}, for such
vehicles;
(6) Set k =k + 1 and go to step 2.

The path for each guided vehicle consists of the set of
links associated with the variables z; ;, = 1 that are it-
eratively computed at different iteration of the procedure.
Once determined the path for each controlled vehicle, in
connection with each discrete-time interval, the vector of
the controlled traffic flows ¢ o can be easily determined by
simply adding and gathering all the paths.

Clearly, the solution provided by the proposed algorithm
is suboptimal, because it is not guaranteed that the paths
determined in ¢; and applied till {541 are the best for
the subsequent periods of time. Nevertheless, the whole
procedure has the advantages of simplicity. In particular,
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the optimization problem is relatively simple, and can be
solved efficiently in very short time. Moreover, travel times
usually do not change too much among different periods
of the same macro-period T}, and then the sub-optimality
of the provided solution is expected to be small.

On the other hand, users can refuse to follow the suggested
path, or part of it. Such a phenomenon can be instanta-
neously detected by monitoring the guided vehicle posi-
tions, and can be managed by the optimization algorithm
by suitably updating the input data and set of Problem 1
at each algorithm iteration. To tackle with this problem,
it is possible to reformulate and solve Problem 1 via
stochastic programming techniques (Birge and Louveaux
[2011)).

4. SYSTEM TEST

An application to a real world case study is described in
this section. To this aim, consider the network depicted in
Fig. 3, which is relative to a portion of the Italian city of
Genoa. The considered portion covers around 11 km? along
a 7.5 km long coastline, with about 100,000 citizens. The
network takes into account the main roads and consists of
19 nodes, 22 bi-directional links, and 6 mono-directional
links (the mono-directional links are: (2,5), (5,6), (19,18),
(18,17), (17,16), and (16,2)).

For what concerns the behavior of the network users, it
is assumed that all of them accept the proposed route.
Such an assumption comes from the consideration that the
proposed architecture provides personalized information
to each single user.

As regards the simulation scenario, a time varying demand
is considered. In particular, given the nominal demand and
the link costs computed at the initial time, a perturbation
in the flows (equivalent to a reduced demand equivalent to
0.75 of the nominal one) is then introduced.
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Fig. 4. Nominal path (green) and modified path (red)
computed when the travel times are updated.

The considered rolling horizon framework is able to take
into account such a change in the costs, as shown in Fig. 4
where, as an example, the optimal paths of the user 9 are
reported. In such a figure, the green line, which starts from
the origin node 12 and ends in the destination node 4,
represents the optimal path computed with the nominal
demand, whereas the red one represents the “deviation”
computed by the IRG problem when the travel times
change due to a traffic flows variation. In the case study,
such a new path is computed and communicated to the
user while it is traveling on the first link exiting from the
node 12, that is, (i, o4 ) = (12,9).

From the travel time point of view, taking into account the
traffic congestion due to all the vehicles in the network,
the red path requires 20.83 min, whereas the green one
requires 17.78 min. This difference is due to the road
characteristics of links (with particular reference to the
link (7,4)); in effects, although the green path is longer, the
relevant roads have greater capacity, and consequently less
congestion and travel time. When the traffic is reduced, the
red path turns out to be competitive being its travel time
equal to 13.96 min with respect of the green one which is
15.44 min.

A second simulation shows the effect of the maximum flow
constraint (10). In such a scenario, a set U of 450 users are
assumed to travel from node 15 towards node 4 at the same
time. The results, depicted in Fig. 5, show the different
suggested paths for three generic users, when % = 270
vehicles (in this case study, such a parameter is assumed
link- and time-invariant for simplicity).

In particular, this solution shows the capability of the
control system of avoiding an excessive congestion increase
on some links, due to the large number of guided vehicles
“routed” on them. Note that, the more path alternatives
are considered, the more the constraint (10) can be made
stringent by reducing the “capacity” parameter Q% By
the way, the initial value of Q%, Y (i,7) € L, has to be a-
priori computed via the assignment process that allows
determining the maximum tolerable increase of traffic
flows on arcs that does not significantly deteriorate the

whole network performance.
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Fig. 5. Different paths fulfilling the capacity constraint in
Eq. (10) for users with the same O/D pairs.

To conclude, it is possible to state that the described
results show the good capability of the proposed system
to provide good performances to the users, also being able
to manage the situations in which a large number of users
wants to reach the same destination from the same origin.
For what concern the computational times, the solution of
each instance of Problem 1 is generally less than 1 s.
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5. CONCLUSIONS

A control system mainly consisting of a dynamic traffic
model and an algorithm which solves an individual route
guidance problem has been proposed in this paper. The
system is directed to the optimization of the trips of a
specific class of “guided” users, which communicate in
advance the data of their trip (origin, destination and
time window) and are well disposed to follow the routes
recommended by the system. The system is defined so that
the solution of the IRG problem takes into account the
actual dynamic evolution of the traffic network, and dis-
tributes the guided vehicles over the network accordingly.
Work is in progress for understanding the effects of the
presence of guided vehicles on the uncontrolled flows, and
for extending the model capabilities so as to be able to
represent the stochastic behavior of users.
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Appendix A. THE DYNAMIC TRAFFIC MODEL

As introduced in Section 3, the traffic network is modeled
through a directed graph, whose links are discrete-time
dynamic systems.

Each link (7, j) € L is divided into a running section, where
vehicles flow with a speed v; j(k) which is function of the
density o; ;(k) in the section, and a queue section, where
the flow of vehicle is extremely slow (at a very slow speed
w; ;(k)). BEach section has its own dynamics, and then the
boundary between the two sections moves with time.

The state of the link (i,7) € L, in the generic interval
k, is represented by the total number of guided and un-
guided vehicles moving through the link, namely nc; (k)
and ny; ;(k) respectively, the total number of guided and
unguided vehicles moving through the link and having des-
tination e € D;, namely n¢; ;(k) and ng;; (k) respectively,
and the number of guided and unguided vehicles in the
queue section, namely zc; (k) and zy, ;(k) respectively.
These are the state variable of the traffic model. Moreover,
let p; ;(k) be the total density of link (i,7) and s; (k)
be the length of its running section. Input variables are
the flows which are transmitted to link (4, j) by upstream
links (m,i), m € P;, and output variables are the flows
which are transmitted by (i, ) to downstream links (j,n),
n € S;. In this connection, let ¢, (k) (resp., pu, ;(k))
and ®¢; (k) (resp., Py, ;(k)) be the overall incoming con-
trolled (resp., uncontrolled) flow and outgoing controlled
(resp., uncontrolled) flow, respectively, of link (i, 7). Other
parameters of the generic link (¢, j) are the length [; ; and
the number of lanes A; ;.

Before introducing the state equations which provide val-
ues ncj(k +1), nuqj(k+1), ng, ;(k+1), ng, ;(k+1),
zci,j(k+1), and 2y, ;(k + 1), the set of equations which
provide densities, speeds, travel times, input and output
flows and so on, are given.

Let n; (k) and z; (k) be respectively the total number
of vehicles moving through the link and the number of
vehicles in the queue section; they are simply given by:

n; (k) = nci,;j(k) +nui;(k) (A1)
zi,5(k) = 2ci,5(k) + zui,5(k) (A.2)

The total density of link the (i,7), the running section
length, and the density in the running section, can be
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easily determined from the state variables:

pigl) = 22t (A3)
0,541,
Zi.q k
sij(k) =1l;j — )\’jp(mg)m (A4)
P, g
i (k) = T g ) A.

being p;"* the maximum den81ty in the link (¢, 7) (that is,
the density in the queue section).

The mean speed in the running section is

vij (k) = vj'5°

(A.6)

if 0; (k) < pi™ (free traffic conditions), or:

X o, i (k max \ a;, ;7 bi,;
vi5(k) = omin 4 (uffee —pmin) [1_ (M> }

| (A7)
if pii" < 0y, 5(k) < pif™; they come from the speed-density
fundamental diagram v[p(t)] = v&e[1 — (p(t)/p™m*)]°

which has been proposed in May [1990]. Densities equal

to or higher than p;"* are not allowed since they identify

mm

a queue section. Values v} (“symbolic” speed of the
free

queue platoon), v; i} (Speed under free traffic conditions,
that is, maximum speed allowed), pi" (density under
which free traffic conditions can be assumed), and P,
and parameters a; ; and b; j, are assumed a-priori known
for each link of the network (the calibration of such
parameters for a specific network is out of the scope of this
paper). The mean speed in the queue section is simply:
wi’j(k) = ,U;n]m (AS)
The estimated travel time employed by vehicles entering
link (4,7) at interval k, namely 7; ;(k) (it corresponds to
the variable 7(tg p,Sp) considered in Section 2), is defined

as:
72 (k) = sij(k) | lij—sij(k)

’ vi,; (k) wi (k)
where the first term in the right-hand-side of (A.9) rep-
resents the time spent in the running section, the second
term expresses the time required to cross the queue sec-
tion, and d; j (k) [n; ;(k)] denotes the delay introduced by

the presence of traffic signal (if any) within or at the end
of the link (¢, j).

Note that, due to the stability condition I; ; /vfree > At

(assumed true for each link of the network), the mequahty
7i,;(k) > At holds. This means that, in our congested
traffic network, a vehicle can not enter and exit a link
within the same sampling interval. Then, in case of traffic
networks with short and low-congested links, a sampling
interval shorten than 5 minutes is required.

The determination of the outflow of the link (¢,7) must
take into consideration the fact that no enough room could
be available in the downstream links. As a matter of fact,
the actual outflow of the link is a function of downstream
available room. In this connection, let @f‘;t(k) and ®3 (k)
be respectively the outflow which “potentially” leaves the
link (i,7j) during time interval k and the actual outflow
of such link in the considered interval. If the whole traffic
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demand of the links ending in node j is greater than the
whole traffic supply of links originating from j, then some
links have an actual outflow less than their “potential”
value. It is apparent that this situation yields a congestion
at some links entering node j. @} ;(k) and {5} (k) are
the fractions of the actual outflow relevant to the guided
and the unguided vehicles, respectively; therefore:

03 (k) = DT (k) + O 5 (k) (A.10)
being: "
B (k) = “CR gact Al
C ,]( ) ﬂL,](k) ,J( ) ( )
(I)acf, (k) — M (I)?Ct(k) (A12)
o ni (k) "

The potential outflow, that is, the flow of vehicles which
could leave link (4, ) if enough room would be available in
downstream links, is:

pij (k)i jAi g exit
Lo e b PPN (E) (AL13
Tij(k) i,J ( ) ( )

where ®"** is a time-independent physical parameter rep-
resenting the maximum flow allowed to cross the junction
at node j, p; (k)i jNi;/7i;(k) is the total outflow of
vehicles, according to the number of vehicles present in
the link and the estimated travel time, and <I>‘f7"jit(k:) is the
flow of vehicles leaving the network (since node j is their
final destination), that is:

9P (k) = min {@;{;@X :

(k) = D (k) + BT (k) (A.14)
being:
exi /n’JCz (k)
oy (k) = Tij(k) (A.15)
iJ
J
exi nUi, (k)
o (k) = Tzk) (A.16)

The actual outflow ®3< (k) is determined by solving the
following optimization problem.

Problem 2. Given the set of input links (m,j), m € Py,
which includes the link (4,7), and the set of output links
(4,n), n € S;, of node j, given link densities p,, ;(k), po-
tential outflows @ﬁfz(k), flows ®2%(k) of vehicles leaving
the network, Vim € P;, given the available room

(p-l;’,lax (k) (pgilax lj7"/\j17l

Vn € S;, and given the splitting rates 5, j . (k), V(m,n) €
Pj X Sj, find:

(A.17)

min {3 po (k) [@f,ftj(k) —@;‘;tj(k)} (A.18)
B | mep, ' '
subject to:
> [(@h () + 0% (1) Be mjn (k) +
mG'Pj

(@8, 5 () + OF () Bum,gin (k)] < (k)
Vn e Sj

PP (k) — @3 (k) >0 Vm e P,
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Such a problem has the objective of satisfying as far as
possible traffic demand @f’yftj(k) The difference @frf’tj (k) —
®2ct (k) is weighted by pp, j(k) in order to prioritize links
with higher densities. Constraints defined in (A.19) express
outflow limitations due to the available room of each out-
put link, whereas constraints defined in (A.20) simply pre-
vent actual outflows to be greater than potential outflows.
The splitting rates are determined on the basis of some
destination-oriented variables which affect the dynamics
of the traffic networks, as introduced in Papageorgiou
[1990]. These variables are the composition rates v¢ ,, ; (k)
and g, ;(k), and the destination-oriented splitting rates
BE m.jn(k) and Bt , 5, (), being e € D, the generic desti-
nation of vehicles moving through link (j,n). Composition
rates are determined on the basis of the system state:

NG 5 (K)
e (k)= m.J A21
rYCmJ( ) nij(k) ( )

nUm (k)
k) = i A.22
lyUm,j( ) nU m.j (k?) ( )

and destination-oriented splitting rates are:

BG m,jon (k) = VG, (F)tm jn (A.24)

where 7, j » are the splitting percentages at nodes, for the
guided vehicles, that can be derived from the solution of
the IRG problem, and a, ;,, are the splitting percentages
at nodes, for the unguided vehicles, that are provided
by the traffic assignment process, as discussed in the
Section 2. Finally, splitting rates B¢, . (k) and Sy m . (k)
are simply:

Bemgn(k) = Y Bém (k) (A.25)
e€D,,

Bumgn(k) = Y Bm.jn(k) (A.26)
ecD,

The solution of Problem 2 provides the actual outflow of
the link (7,7). The overall outflow and the outflows of
guided and unguided vehicles are respectively

D, (k) = @icjt(k‘) + @gxﬁt(k) (A.27)
D (k) = BT (k) + T (k) (A.28)
Dy (k) = BF (k) + OG5 (k) (A.29)

whereas the partial outflows taking into account the vehi-
cles with final destination e are:

Cij(k) =G ;(k)®ci;(k) (A.30)
%z‘,j(k) = 'Yleji,g( )q>Uz,J (k) (A.31)
®7 (k) = @G, (k) + G, 5(k) (A.32)

The flows of vehicles entering link (4, j) from all upstream
links, and directed toward final destination e (partial
inﬂows) are given by:

@eCz,J Z ‘I’sz ﬂsz](k) +q8i7j(k‘) (A33)
meP;

05 0) = Y Qumi(k)BE i (k) + G5y (k) (A34)
meP;

‘Pf,j (k) = @%zg(k) + ‘P%”(k) (A.35)

where the first term in the r.h.s. of (A.33) (resp., (A.34))

is the total upstream traffic demand for the guided
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(resp., unguided) vehicles; q¢; ;(k) and g, ;(k) repre-
sent the controlled flow and the estimation of the un-
controlled flow, respectively, which are generated from
node ¢ to link (4,j) with final destination j. The (par-
tial) controlled flow g¢; ;(k) is obtained from the solu-
tion of the TRG problem, taking into account the in-
dividual requests. It is assumed that there is always
enough room for the flows generated from node i, that
is, the constraint Eeepj (qéi’j (k) +% 5 (k) < s[,max(k) _

EEED]' Zmepi ((I)C m,z(k‘)ﬁg m,i,j (k)+q>U ’mﬂ( )BU m,i,j (k))
always hold. The total incoming flow for link (7, ) is

i (k) =Y @5 (k) (A.36)

e€D;

Finally, the state equations which define the dynamics of
the proposed traffic model are:

e total number of guided/unguided vehicles moving
through link (4, j):

neij(k+1) =ncq;(k)+
+ At(@CzJ @Ci,j(k)) (A37)
nui;(k+1)=ny;;(k)+
+ At(sﬁUi,j (k) — CI)Ui,j(k)) (A.38)

e total number of guided/unguided vehicles moving
through link (¢, j) with destination e:

”%i,j(k+1) :néi,j(k)+ (A.39)
+ At(pg (k) — @G, (k) .

nlejzj(k +1) = n%zg(k)+ (A.40)
+ At(p5, (k) — @5, (k) '

e number of guided/unguided vehicles in the queue
section of link (4, 7):

zoij(k+1) = nncw(g;)
N (A.41)
. At(% - <I>u(’<)>
zuij(k+1) = n;”(](;?
O (A.42)
‘ At(% - q)zj(k))
when z; j(k) = 0, or: ’
s+ 1) = " i {0+
+ Atlo(k)vig (k)X g — @i 5(k)]ni i (k + 1)}
(A.43)
Fuiglk+1) = m min { 25 (k) +
+ At [Ui,j(k)vi,j(k')/\i,j — q)iaj(k)]vni,j(k " 1)}
(A.44)

when z; ;(k) > 0.



