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Abstract: By the pole assignment theorem for linear controllable systems, there exists a linear
feedback yielding the closed-loop system with any given set of eigenvalues. Systems with non-zero
initial conditions are studied, and we prove that large deviations of trajectories arise for large
eigenvalues as well as for small ones. Invariant ellipsoids techniques to minimize the maximal
deviation are provided and its properties are examined.

1. INTRODUCTION

Consider a single-input continuous time linear control
system

ẋ = Ax + bu, u ∈ R, b ∈ Rn. (1)

If the vectors b, Ab, . . . , An−1b are linearly independent,
then the system is controllable and, by the pole assignment
theorem, there exists a linear feedback defined by a vector
K such that the equilibrium position x = 0 of the linear
differential equation

ẋ = Ax + b 〈K, x〉 (2)

is asymptotically stable. Moreover, one can generate a
linear system with any given set Λ ∈ C of eigenvalues
{λ1, . . . , λn}. Therefore, by choosing an appropriate linear
feedback it is possible to obtain a closed-loop system
with an arbitrary given damping speed. However, the
trajectories of the closed-loop system with fast damping
significantly deviate from the equilibrium position during
the initial phase of the stabilization for some non-zero
initial conditions. This phenomenon is called the “peak”
effect and the large deviation is referred to as an overshoot.
The existence of the peak effect was discovered in Izmailov
[1987]. More precisely, Izmailov proved that there exists
a constant γ = γ(A, b) > 0, such that, if {λ1, . . . , λn},
are the eigenvalues of system (2), then the condition
Reλj ≤ −σ < 0, j = 1, n, implies

sup
0≤t≤ 1

σ

sup
|x0|=1

|x(t, x0)| ≥ γσn−1. (3)
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The proof given by Izmailov was significantly simplified in
Bushenkov and Smirnov [1997]. In Sussmann and Koko-
tovic [1991] Izmailov’s result was generalized in order
to obtain estimates for so-called peaking exponent of an
output.

Surprisingly this effect is not specific for large eigenvalues
only. In Smirnov et al. [2009] it was shown that for a
set of small eigenvalues we meet large values of |x(t)|
for large time instances t. This is why we prefer term
“large deviations” instead of traditional “peak”. Moreover,
the situation with “large deviations” is well known in
numerical analysis. In the famous paper Moler and Van
Loan [2003] there are many examples of the norm of matrix
exponent ϕ(t) = ||eAt||2 = max|x(0)|2=1 |eAtx(0)|2 having
huge “hump” (or several “humps”), see e.g. Figures 3 and
5 there.

In this work we analyze the situation with transition
process in linear systems for nonzero initial conditions
more deeply. First we treat the systems in companion form
and provide examples with all eigenvalues equal real −σ <
0 and estimate deviations of the trajectory for specific
initial conditions. We show that the large deviation effect
is present both for σ large or small. Then we calculate
constant γ in (3). Next, the cases of other locations of
eigenvalues are examined, for instance if some (at least
two) of the eigenvalues have very big or very small moduli.
We conclude analysis of systems in companion form with
the important open problem. It reads: Independently on
closed-loop eigenvalues, if there exist αn > 1, |x0| = 1
such that trajectory deviation exceeds αn. Then we extend
the results for systems in general (not canonical) form. In
Section 3 we describe and justify a numerical method to
design a feedback guaranteeing small overshooting. The
method consists of construction of invariant ellipsoids for
the closed-loop system using semidefinite programming
(SDP) approach (Boyd et al. [ 1994]).
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2. ESTIMATES FOR LARGE DEVIATIONS

The Euclidean norm is denoted by |x|2. We fix the symbol
|x| to denote the |x|∞ = max

{|xm| : m = 1, n
}

norm of
x ∈ Rn. The set Λ = {λ1, . . . , λn}, with Reλj < 0, j = 1, n
is the set of the eigenvalues of system (2). The k-th column
of the identity matrix I is denoted by ek.

2.1 Motivating examples

The nature of large deviations during the transition pro-
cess can be easily seen from the following simple exam-
ples with all equal eigenvalues. Consider the differential
equation (d/dt + σ)n

y(t) = 0, where σ > 0 and n ≥ 2.
Its solution satisfying the initial conditions y(0) = 1,
y(k)(0) = 0, k = 1, n− 1 is given by the formula

y(t) =




n−1∑

j=0

(σt)j

j!


 e−σt.

Since y′(t) = −−σntn−1

(n−1)! e−σt, we get y(n−1)(t) =

−σnte−σt

n−1 L
(1)
n−2(σt), where L

(α)
k (θ) = θ−αeθ

k!
dk

dθk

(
θn+αe−θ

)
is the generalized Laguerre polynomial. Thus we have

∣∣∣∣y(n−1)

(
θn

σ

)∣∣∣∣ = βnσn−1, βn =

∣∣∣θne−θnL
(1)
n−2(θn)

∣∣∣
n− 1

,

where θn = argmaxθ≥0

∣∣∣θe−θL
(1)
n−2(θ)

∣∣∣. Notice that βn does
not depend on σ.

Now consider another solution

y(t) =




n−1∑

j=0

((1 + σ)t)j

j!


 e−σt. (4)

It is easy to check that y(·) satisfies the initial conditions
y(k)(0) = 1, k = 0, n− 1. Obviously we have

y
(n

σ

)
≥

(
1 +

1
σ

)n (n

e

)n 1
n!
≥ 1

e
√

nσn
.

Thus for small values of σ we have |y(n/σ)| = O (σ−n).

Going back to original variables x = (y, y′, . . . , y(n −
1))T ∈ Rn we conclude that

sup
t>0

sup
|x0|=1

|x(t, x0)| ≥ γn max{σn−1, σ−n+1}, (5)

thus for equal eigenvalues large deviations are unavoidable
both for σ large and σ small.

2.2 Large deviations: the case of systems in canonical form

The above examples can be treated as estimates for
deviations when the system is given in canonical form
while closed-loop system has identical eigenvalues. Now
we proceed with more general eigenvalue location Λ.

The first two results obtained in this paper improve the
estimates from Smirnov et al. [2009]. Consider system (1)
with

A =




0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 . . . 0


 (6)

and b = en. Then there exists K yielding linear system (2),
(6) with any given set of eigenvalues Λ. In the sequel K ∈
Rn is fixed and we use the notation x(t, x0) = x(t,K, x0)
to denote the solution to system (2), (6) starting at x0.

Spectrum with large absolute values
Theorem 1. If σ = min{|λj | : j = 1, n}, and ω =
max{|λj | : j = 1, n}, then the inequality∣∣∣∣x

(
log 2
nω

, e1

)∣∣∣∣ ≥
2 log 2− 1

n
σn−1

holds.

This is a specification of Izmailov’s theorem.

Spectrum with small absolute values
Theorem 2. If ω = max{|λj | : j = 1, n}, and γ is the
smallest positive number satisfying 2(n−1) = (n−1+γ)eγ ,
then the inequality

|x (γ/ω, en)| ≥ cnω−(n−1), cn = γn−1 (2− eγ)
holds.

Spectrum with large and small absolute values Assume
that

ω > |λ1| ≥ . . . ≥ |λν | ≥ η > ξ > |λν+1| ≥ . . . ≥ |λn|,
where 2 ≤ ν ≤ n and ξ < 1. Let γ be the smallest positive
number satisfying 1 = γ(1 + qγωn/2)eqγωn, q = (ωn +
ξ2n)−1.

Theorem 3. Under above assumptions the inequality
|x(qγ, en−ν+1)| ≥ qγ|λ1 . . . λν |(1− (γ/2)eqγωn)

holds.

Consider the closed-loop system with the matrix



0 1 0 0
0 0 1 0
0 0 0 1

−100 −20000.02 −1000040.0001 −2000.02


 . (7)

The eigenvalues of the matrix are λ1 = λ2 = −1000 and
λ3 = λ4 = −0.01. The Euclidean norm of the solution
starting at (0, 0, 1, 0) is shown in Fig. 1, while for initial
condition (0, 1, 0, 0) it is shown in Fig. 2. Notice that that
large deviations occur at different moments t.

Another similar result under above assumptions is:

Theorem 4. If ξ < ω
2

(
1− 1

(1+ω)n

)
tn−ν−1

(n−ν−1)!e
−(1+ω)nt then

the following inequality holds:

|x(t, en−ν)| ≥ tn−ν−1

2n(n− ν − 1)!
.

From this theorem we see that if ν ≤ n−2, then the effect
of large deviation occurs, provided ξ is sufficiently small.

The behaviour of the solution to 10-dimensional closed-
loop system with

Λ = {−2,−2,−2,−2,−2,−0.2,−0.2,−0.2,−0.2,−0.2}(8)

and x(0) = (1, 1, 1, 1, 1, 1, 1, 1, 1, 1) is presented in Fig. 3.
One can see, that for n = 10 large deviations are met even
for the case of all eigenvalues relatively close to 1.
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Fig. 1. System (7), x(0) = (0, 0, 1, 0), function |x(t)|2

Fig. 2. System (7), x(0) = (0, 1, 0, 0), function |x(t)|2

Fig. 3. System (8), coordinates x1(t) - x10(t)

2.3 Unavoidable deviations: the open problem

Now the main question, relating to systems in canonical
form, is: independently on closed-loop eigenvalues, if there
exist αn > 1, |x0| = 1 such that trajectory deviation exceeds
αn. More rigorously we are interested in calculation of

αn = inf
Λ

sup
t≥0

sup
|x0|=1

|x(t, x0)|

where x(t, x0) is the solution of (2) in canonical form with
initial condition x(0) = x0 and the feedback yielding the
set of the eigenvalues equal Λ. Then we can guarantee that
for fixed order n and any feedback K there exist x∗0, |x∗0| =
1, t∗ ≥ 0 (depending on K) such that |x(t∗, x∗0)| ≥ αn. It
is natural to expect that αn > 1 grows with n. The first
conjecture for the above problem was:

(1) The best choice for eigenvalue location is Λ∗ =
{−σ, . . . ,−σ}.

(2) The worst initial condition is x∗0 = (1, . . . , 1)∗.

Thus we are in the framework of example in Section
2.1. Now for fixed n and σ > 0 we calculate vn(σ) =
mint maxk{|y(k)(t)|}, where y(t) is given by (4). Minimiz-
ing over σ we get αn = vn(σ∗) = minσ vn(σ). Values of
αn, σ∗ as functions of n are given in Table 1.

n 3 4 5 6 7 8
αn 1.58 2.77 4.93 8.82 15.88 28.81
σ∗ 1.35 1.16 1.11 1.09 1.08 1.08

n 9 10 11 12 13 14
αn 52.68 97.06 180.06 341.37 653.19 1251.8
σ∗ 1.07 1.07 1.07 1.07 1.06 1.06

For such systems the smallest deviation grows with n:
αn ≈ 1.9n

while the best σ is close to 1, being a bit larger than 1.

Unfortunately, the above conjecture is wrong. There are
numerical counterexamples, where the leftmost eigenvalue
becomes very large, and the largest deviation (over all
|x(0)| = 1) is smaller αn in above tables. It can be
explained qualitatively: arbitrary change of coefficients of a
polynomial can reduce its order. Probably, correct estima-
tion of unavoidable deviation is possible under additional
assumption on boundedness of eigenvalues (or coefficients
of the characteristic polynomial).

2.4 Large deviations: the case of systems in general form

Let l ∈ Rn be such that 〈l, An−1b〉 = 1 and 〈l, Aj−1b〉 = 0,
j = 1, n− 1. In the coordinates zj(x) = 〈l, Aj−1x〉 the
closed-loop system ẋ = Fx, F = A + bKT , has the matrix

F =




0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

−an −an−1 −an−2 . . . −a1


 . (9)

Here aj are the coefficients of the matrix F characteristic
polynomial λn + a1λ

n−1 + . . . + an. The matrix A in
these coordinates has the form (6) and b = en. The
coordinate system depends only on the pair (A, b) and does
not depend on the choice of the eigenvalues {λ1, . . . , λn},
see Wonham [1979]. Consider the matrix M with the
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rows lT Ak, k = 0, n− 1. Then we have z = Mx. Since
µ(M)|x|2 ≥ |y|2 ≥ |y|, where µ(M) is the maximal
singular value of the matrix M. Combining Theorem 2
with this result, we get
Theorem 5. For any solution of (2) the constraint Reλj ≤
−σ < 0, j = 1, n for eigenvalues of the closed-loop system
implies estimate (3) with

γ =
2 log 2− 1
nµ(M)

This is Izmailov’s theorem with specified bound of large
deviations.

3. LMI TECHNIQUE TO REDUCE DEVIATIONS

3.1 LMI approach

Having in mind above results on bounds of deviations in
closed-loop systems, the problem arises: how to design a
linear feedback in order to guarantee the minimal possible
deviations? The approximate solution can be found via
LMI approach (Boyd et al. [ 1994]). Consider SDP problem

min α, (10)

P (A + bKT )T + (A + bKT )P ¹ −2σP, (11)

I ¹ P ¹ αI. (12)
Here α ≥ 1, K ∈ Rn, and P = PT ∈ Rn×n are the
variables. Lyapunov inequality (11) guarantees that the
decay rate of the closed-loop system exceeds µ and that the
ellipsoid E = {x ∈ Rn : 〈x, P−1x ≤ 1〉} is its invariant set,
while conditions (10) and (12) imply that E has minimal
eccentricities. Inequality (11) is nonlinear with respect to
the unknown variables P and K. This difficulty can be
easily overcome introducing new variable y = PK. In
terms of variables P and y (11) reads

AP + PAT + byT + ybT ¹ −2σP. (13)

This is a standard SDP problem (Boyd et al. [ 1994])
and its solution can be a good candidate for a feedback
with small deviation for all nonzero initial conditions. The
example below confirms this for n = 2, while Theorem 6
exhibits that asymptotically (for large σ) the deviations
are of the same order as provided by Izmailov’s lower
bound (3).

3.2 Example

Solving problem (10)-(12) it is possible to give a trivial
solution to the minimal overshooting problem for the
oscillator (Seabra [2010]). Set

A =
(

0 1
0 0

)
, b =

(
0
1

)
, K =

(
ξ
η

)
.

Show that there exist vectors K such that I solves the
Lyapunov inequality with σ = 0. This implies that the
optimal values are α̂ = 1 and P̂ = I. Indeed, with P = I
inequality (11) takes the form(

0 1 + ξ
1 + ξ 2η

)
¹ 0.

This condition is equivalent to ξ = −1 and η ≤ 0. The
corresponding eigenvalues of the closed-loop system are

λ = (η±
√

η2 − 4)/2, η < 0. From the engineering point of
view, obviously, the best choice is η = −2. In this case the
system is asymptotically stable, has maximum degree of
stability, does not oscillate, and has minimal overshooting
equal to 1.

3.3 Towards a rigorous justification of SDP approach

The following theorem together with Theorem 1 shows
that for large absolute values of eigenvalues of the closed-
loop system, the SDP approach gives a feedback guar-
anteeing, at least asymptotically, the minimal possible
overshooting.
Theorem 6. For the feedback K = P−1y, P and y being
the solutions of SDP problem we have

sup
0≤t

sup
|x0|=1

|x(t, x0)| ≤ O(µn−1), µ →∞. (14)

4. OUTLINE OF THE PROOFS

4.1 Auxiliary results

To make the presentation self-contained recall the follow-
ing result from Smirnov et al. [2009].
Lemma 7. Let X(t) be the fundamental matrix of system
(2). Assume that all the eigenvalues λ1, . . . , λn of the
system are different. Then the following representations
hold:

xn,l(t) =
l−1∑

β=0

(−1)n−β+1
∑

1≤i1<...<in−β≤n

λi1 . . . λin−β

×
∑

α≥l−β

tα

α!

∑

s1+...+sn=α+β−l

λs1
1 . . . λsn

n .

and

x1,n(t) =
∞∑

α=n−1

tα

α!

∑
s1+...+sn=α−n+1

λs1
1 . . . λsn

n .

4.2 Proof of Theorem 1

Assume that all the eigenvalues λ1, . . . , λn of system (2)
are different. Consider the solution x(·) to (2) with x(0) =
e1. From Lemma 7, we have

xn(t) = (−1)n+1λ1 . . . λn

∞∑
α=1

tα

α!

∑
s1+...+sn=α−1

λs1
1 . . . λsn

n .

Let ω = max{|λj | : j = 1, n} and t∗ = γ/(ωn). Then we
have |xn(t∗)| = |λ1 . . . λn|∆(γ)/(ωn), where

∆(γ) = γ

∣∣∣∣∣1 +
∞∑

α=2

tα−1
∗
α!

∑
s1+...+sn=α−1

λs1
1 . . . λsn

n

∣∣∣∣∣ .

Observe that (
α + n− 2

n− 1

)
≤ nα−1.

Therefore we get

∆(γ) ≥ γ

(
1−

∞∑
α=2

γα−1

α!(ωn)α−1

∑
s1+...+sn=α−1

ωα−1

)

= γ

(
1−

∞∑
α=2

γα−1

α!(ωn)α−1
ωα−1

(
α + n− 2

n− 1

))
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≥ γ

(
1−

∞∑
α=2

γα−1

α!

)
= 2γ + 1− eγ .

Since the function φ(γ) = 2γ + 1 − eγ , γ ≥ 0, attains its
maximum at γ = log 2, we obtain the result for different
λ1, . . . , λn. Since the matrix of system (2) continuously
depends on λ1, . . . , λn and xn(t∗) continuously depends
on the matrix, the result is true for arbitrary λ1, . . . , λn.
2

4.3 Proof of Theorem 2

Assume that all the eigenvalues λ1, . . . , λn of system (2)
are different. Consider the solution x(·) to (2) with x(0) =
en. From Lemma 7 we obtain

x1(t) =
∞∑

α=n−1

tα

α!

∑
s1+...+sn=α−n+1

λs1
1 . . . λsn

n

=
tn−1

(n− 1)!
+

∞∑
α=n

tα

α!

∑
s1+...+sn=α−n+1

λs1
1 . . . λsn

n .

Let ω = max{|λj | : j = 1, n}, t∗ = γ/ω. Then we have

|x1(t∗)| ≥ γn−1

ωn−1(n− 1)!
−

∞∑
α=n

γαωα−n+1

α!ωα

(
α

n− 1

)

=
γn−1

ωn−1(n− 1)!
(2− eγ) .

Let γ be the smallest positive number satisfying 2(n −
1) = (n − 1 + γ)eγ . The function φ(γ) = γn−1 (2− eγ)
attains its maximum at this point. Arguing as at the end
of the proof of Theorem 1 we obtain the result. 2

4.4 Proof of Theorem 3

The following auxiliary estimate is almost obvious.
Lemma 8. The inequality holds∣∣∣∣∣∣

∑

1≤i1<...<iν≤n

λi1 . . . λiν

∣∣∣∣∣∣
≥ |λ1 . . . λν | ≥ ην .

Proof of Theorem 3. Assume that all the eigenvalues
λ1, . . . , λn are different. Set l = n− ν + 1. Then we have

xn,n−ν+1(t) = (−1)ν+1
∑

1≤i1<...<iν≤n

λi1 . . . λiν t

+(−1)ν+1
∑

1≤i1<...<iν≤n

λi1 . . . λiν

×
∑

α≥2

tα

α!

∑
s1+...+sn=α−1

λs1
1 . . . λsn

n

+
n−ν−1∑

β=0

(−1)n−β+1
∑

1≤i1<...<in−β≤n

λi1 . . . λin−β

×
∑

α≥n−ν−β+1

tα

α!

∑

s1+...+sn=α+β−n+ν−1

λs1
1 . . . λsn

n .

Since exp(a)− (1 + a) ≤ exp(a)a2/2, a ≥ 0, we have∣∣∣∣∣∣
∑

α≥2

tα

α!

∑
s1+...+sn=α−1

λs1
1 . . . λsn

n

∣∣∣∣∣∣

≤
∑

α≥2

tα

α!

∑
s1+...+sn=α−1

ωα−1

=
∑

α≥2

tα

α!
ωα−1

(
α + n− 2

n− 1

)

≤
∑

α≥2

1
ωn

(ωnt)α

α!
≤ ωnt2

2
exp(ωnt)

(see the proof of Theorem 1). Similarly, we have∣∣∣∣∣∣
∑

α≥n−ν−β+1

tα

α!

∑

s1+...+sn=α+β−n+ν−1

λs1
1 . . . λsn

n

∣∣∣∣∣∣

≤ tn−ν−β+1

(n− ν − β + 1)!
exp(ωnt) ≤ t2

2
exp(ωnt),

whenever β ≤ n− ν − 1 and t < 1. By Lemma 8 we get
∑n−ν−1

β=0

∣∣∣∑1≤i1<...<in−β≤n λi1 . . . λin−β

∣∣∣
∣∣∣∑1≤i1<...<iν≤n λi1 . . . λiν

∣∣∣

=

∑n
m=ν+1

∣∣∣∑1≤i1<...<im≤n λi1 . . . λim

∣∣∣
∣∣∣∑1≤i1<...<iν≤n λi1 . . . λiν

∣∣∣

≤
n∑

m=ν+1

∑

1≤i1<...<im≤n

ξm−ν =
n∑

m=ν+1

(
n
m

)
ξm−ν

≤ ξ

n∑
m=0

(
n
m

)
= ξ2n.

Set t∗ = γ/(ωn + ξ2n). Combining the above estimates
with Lemma 8 we obtain

|xn,n−ν+1(t∗)| ≥
∣∣∣∣∣∣

∑

1≤i1<...<iν≤n

λi1 . . . λiν

∣∣∣∣∣∣

×t∗

(
1− t∗ exp(ωnt∗)

2
(ωn + ξ2n)

)

Arguing as at the end of the proof of Theorem 1 we obtain
the result. 2

4.5 Proof of Theorem 4

Along with system (2) consider an auxiliary system

d

dt




y(1)

y(2)

...
y(n)


 =




0 1 0 · · · · · · 0
0 0 1 · · · 0
...

...
...

. . . . . .
...

0 . . . 0 −αν . . . −α1







y(1)

y(2)

...
y(n)


 . (15)

We denote its matrix by F0. The characteristic poly-
nomial of F0 is λn−ν

∏ν
j=1(λ − λj). The vectors y∗ =

(y(1), . . . , y(n−ν), 0, . . . , 0) form an invariant subspace of
the matrix F0. Obviously the solution y(t, en−ν) to (15)
with the initial condition y(0, en−ν) = en−ν has the form

y∗(t, en−ν) =
(

tn−ν−1

(n− ν − 1)!
, . . . , t, 1, 0, . . . , 0

)
.

In the proof of this theorem we use the norm |x|1 =∑n
k=1 |x(k)|. Recall that the corresponding norm of a

matrix L = (Lij) is given by |L|1 = maxj

∑
i |Lij |.
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Proof of Theorem 4. It is easy to see that the following
inequalities hold: |F |1 ≤ (1+ω)n and |F0−F |1 ≤ (ξ/ω)(1+
ω)n. From the Gronwall inequality we get

|x(t, en−ν)− y(t, en−ν)|1

≤
t∫

0

e|F |(t−s)|F0y(s, en−ν)− Fy(s, en−ν)|1ds

≤ ξ

ω

(1 + ω)n

(1 + ω)n − 1
e(1+ω)nt.

Observe that |y(t, en−ν)|1 > tn−ν−1/(n− ν − 1)!. There-
fore we have
|x(t, en−ν)|1 ≥ |y(t, en−ν)|1 − |x(t, en−ν)− y(t, en−ν)|1

≥ tn−ν−1

(n− ν − 1)!
− ξ

ω

(1 + ω)n

(1 + ω)n − 1
e(1+ω)nt ≥ tn−ν−1

2(n− ν − 1)!
.

This ends the proof. 2

4.6 Proof of Theorem 6

Assume that |λ| is greater than the modulus of any matrix
A eigenvalue. The proof is based on the following auxiliary
lemmas.
Lemma 9. The vectors bk = (A − λI)−kb, k = 0, n− 1,
form a basis in Rn.

Any vector x ∈ Rn can be represented as x =
∑n−1

k=0 βkbk

and as x =
∑n−1

m=0 γmAmb. The vectors β = (β0, . . . , βn−1)
and γ = (γ0, . . . , γn−1) satisfy the equality β(λ, γ) =
M(λ)γ, where M(λ) is an (n× n)-matrix.
Lemma 10. The following representation takes place:
βk(λ, γ) =

∑k
r=r− βr

k(γ)(−λ)r, k = 0, n− 1, whenever |λ|
is large enough.

As a special case of this lemma we get
Lemma 11. The coordinates αk, k = 0, n− 1, of the vector
Ab with respect to the basis bk = (A−λI)−kb, k = 0, n− 1,
are O(|λ|n−1) as |λ| → ∞.
Lemma 12. ||M−1(λ)|| = O(1) as |λ| → ∞.

Proof of Theorem 6. By Lemma 9 the vectors bk = (A −
λI)−kb, k = 0, n− 1, form a basis in Rn. Let x =∑n−1

k=0 βkbk and Ab =
∑n−1

k=0 αkbk. Put u(x) = u(β) =
λβ0 − (β1 + β0α0). The system ẋ = Ax + u(x)b in the
coordinates β takes the form

β̇0 = λβ0,

β̇1 = λβ1 + β2 + β0α1,

· · ·
β̇n−2 = λβn−2 + βn−1 + β0αn−2,

β̇n−1 = λβn−1 + β0αn−1.

Put δ2 = (n− 1)maxk=1,n−1 α2
k and

W (β) =
n−1∑

k=1

β2
k + δ2β2

0 . (16)

Then we have
dW (β)

dt
= 2

n−2∑

k=1

βk(λβk + βk+1 + β0αk)

+2
(
βn−1(λβn−1 + β0αn−1) + λδ2β2

0

)

= 2λW (β) + 2

(
n−2∑

k=1

(βkβk+1 + βkβ0αk) + βn−1β0αn−1

)

≤ 2λW (β)+
n−2∑

k=1

(β2
k+β2

k+1)+
n−1∑

k=1

(
α2

kβ2
k(n− 1)
δ2

+
δ2β2

0

n− 1

)

≤ (2λ + 3)W (β). (17)

Let {ek}n−1
k=0 be an orthonormal basis in Rn. A vector

x ∈ Rn can be represented as x =
∑n−1

k=0 xkek. Assume
that the vectors x = (x0, . . . , xn−1) and γ = (γ0, . . . , γn−1)
satisfy the equality γ = Nx, where N is an (n × n)-
matrix. Put V (x) = W (M(λ)Nx). From (16), (17), and
Lemmas 10 - 12 we see that the feedback u(x) and the
quadratic form V (x) satisfy conditions the conditions
dV (x(t))/dt ≤ (2λ + 3)V (x(t)) along the trajectories of
system (2), κmin|x|22 ≤ V (x) ≤ κmax|x|22 and κmax/κmin =
O(|λ|2(n−1)), |λ| → ∞. Now, we define P as 〈x, P−1x〉 =
V (x) and set σ = −λ − 3/2, where λ < 0. Obviously the
eccentricities of the ellipsoid {x ∈ Rn | 〈x, P−1x〉} do not
exceed

√
κmax/κmin = O(σn−1), σ →∞. 2
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