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Abstract: In this paper, an alternating direction method of multipliers (ADMM) based real-
time model predictive control (MPC) algorithm is presented. With the use of indicator function
and by introducing extra consensus constraints, the constrained MPC problem can be formulated
as a separable MPC problem, which can be computed very efficiently by projected gradient
descent ADMM update steps and Riccati recursions. The sequence of the objective value of
this constrained real-time ADMM-type MPC algorithm satisfies a linear convergence rate. The
procedure is also extended to distributed systems with constraints, in which the variables of
each subsystems communicate with their neighbors and update in the Gauss-Seidel way. An
illustrative example shows the effectiveness of this approach.

1. INTRODUCTION

Model predictive control (MPC) is a flourishing research
field, partly because of its way to handle constraints. At
each sampling time, an optimization problem is solved,
which results in a sequence of control inputs, of which
only the first one is implemented. For constrained linear
or piecewise affine systems with a quadratic cost, explicit
piecewise affine control laws, so called explicit model
predictive control (EMPC), can be obtained by solving a
multi-parametric (mixed-integer) quadratic programming
(QP) problem offline, and the online implementation boils
down to a point location problem. However, explicit MPC
laws are often only tractable for small scale systems.

Developing efficient real-time MPC optimization algo-
rithms for higher dimensional systems has been for many
years a central topic for MPC research. By exploiting or
rearranging the structure in the QPs in the MPC formu-
lation, Wang and Boyd [2010], Rao et al. [1998] proposed
structured interior point methods, in which Riccati recur-
sion based block elimination can be utilized to compute
each Newton step. Especially in Wang and Boyd [2010] a
primal barrier interior point method was employed, and as
the aim is to find a control with a warm-starting technique,
some simplified solutions by fixing a barrier parameter in
the primal barrier interior point method or by fixing the
iteration times for each Newton step are also presented
to obtain suboptimal MPC controllers. In Richter et al.
[2012], the authors gave the execution time certification
for Nesterov’s fast gradient method, i.e., suboptimal per-
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formance bound is derived for early terminating the algo-
rithm iterations at each sampling instant to accelerate the
online computation, and Giselsson [2012, 2013a] extended
the result to dual formulation with accelerated gradient
methods (Beck and Teboulle [2009], Tseng [2008]). In
Annergren et al. [2012], the authors propose an alternating
direction method of multipliers (ADMM) for ¢; regularized
MPC problem.

For large scale systems, by decomposition, we can break
the problem into a bunch of small subproblems, which can
be easily managed. So solving the problem in parallel, i.e.
solving the subproblems iteratively, and communicating
cooperatively is preferable (see, for instance, Camponog-
ara et al. [2002], Christofides et al. [2013], Stewart et al.
[2010], Scattolini [2009] and the references therein). Dual
decomposition (Bertsekas [1999]) and alternating direction
method of multipliers (ADMM) (Boyd et al. [2010]) are the
two popular distributed optimization schemes. In Gisels-
son and Rantzer [2010], the distributed model predictive
control (DMPC) law is designed based on dual decom-
position with sub-gradient method for each subgroup of

variables update. As the convergence rate is slow (O(ﬁ)),

the corresponding early stop criterion is presented in order
to reduce the dual decomposition iterations. The paper
Farokhi et al. [2013] extended the results of Giselsson and
Rantzer [2010] to the systems with nonlinear intercon-
nected dynamics and cost functions. In Giselsson et al.
[2013], the authors considered the distributed MPC setup
with a separable quadratic cost matrix, and the coupling
in the cost function is the same as the coupling in the
dynamics, thus the dual problem can be solved in a parallel
fashion with accelerated gradient method, which has a
convergence rate of O(7%). The result of a bound on the
number of dual variable iterations to guarantee certain
accuracy of this problem was proposed in Giselsson [2013b)
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by incorporating Hessian information to specify the step
matrix in each iteration, which significantly reduced the
needed iterations, and the early termination condition was
derived in Giselsson and Rantzer [2013] to obtain some
suboptimal performance. However, for the algorithm of
dual decomposition to converge, there are a lot of as-
sumptions, like the cost function needs strong convexity
requirement and Slater’s constraint qualification. It is also
possible to achieve distributed solution using second order
Newton type method, but the Hessian matrix requires to
expose a block diagonal structure for each part of the
decomposed subsystems. Some application of distributed
Newton method can be found for network utility optimiza-
tion problem Wei et al. [2013] and for cross-layer network
optimization Liu et al. [2013], but this has not been studied
for MPC.

The result of DMPC via ADMM algorithm was presented
in Summers and Lygeros [2012] and Farokhi et al. [2013],
and the difference between these two papers is that Sum-
mers and Lygeros [2012] integrates the variable constraints
directly in these variable’s update steps, resulting in some
small inequality constrained QP problems in each itera-
tion and using CVX to solve, which is in general expen-
sive, while Farokhi et al. [2013] demonstrates the use of
indicator function in augmented Lagrangian and utilize
projected gradient descent method to solve the problem.
The advantage of the method of multipliers over dual
decomposition is that the cost function does not have to
be strongly convex. Recent paper Hong and Luo [2013],
derived the linear convergence result of ADMM for the sum
of arbitrary number of generalized cost functions, which
allows us to handle the constraints more efficiently and
makes it possible to derive ADMM-type MPC algorithm
for large-scale systems. This paper describes the ADMM-
type update procedures of constrained real-time MPC
problem for both centralized and distributed systems.

2. PROBLEM SETUP

Consider the linear system

Tpt1 = Az + Bug, o =2, (1)
yr = Cag, + Dug + gi, (2)
2z = Exy + Fuy + hg, (3)

where z; € R", up, € R™, yp € R? and z;, € RY are
the state, input, output and auxiliary vectors at the time
instant k, respectively. Note that the matrices A, B, C, D,
FE and F can be time-varying matrices.

Define the vectorized variables x = [(zg)", -, (zn—1)"]7,
u = [(UO)T, Tty (uN—l)T]T7 y = [(yO)Ta ) (ZUN—I)T]T7
z=[(z0)",, (2n-1)"]
Let
N-1
flan,y) =llznlzo+ D luls: (4)
k=0

Consider the model predictive control (MPC) setup,
min f($N7 y)7 (5>
TN XY, 2,0
st (1),(2),(3) and z > 0.

3. ADMM FOR SEPARABLE CONVEX
OPTIMIZATION

Consider the optimization problem with separable objec-
tive function and linear constraints

mn}/K 91(V1)+92(V2)+"'+0K(VK)7 (6)

Vs

s.t. L1V1+L21/2+"'+LKVKZZ.

where 0; : R™ R (i=1,2,---, K) are convex functions
but not necessary smooth, and L; € RlX”L7 leR.

One possible algorithm for solving the above separable op-
timization problem is ADMM algorithm. First, we define
the augmented Lagrangian of the constrained optimization
problem (6) as

K K
Lp(Vlal/Q)"' ,VK;Vd):Zei(Vi)+VdT < LlVl—l>
i=1 =1
K 2
p
+5 ZLiVi =1 (7)
i=1 2

where v4 € R! is the dual variable and p > 0 is the penalty
parameter.

The scaled augmented Lagrangian is

2
Lp(ylvy2a"' 7VK;VS):Zei(Vi)+g

i=1

K
Z Lilli —1 + Vs
i=1 2

+constant, (8)

where vs = v4/p are the scaled dual variables.

In each iteration of ADMM algorithm, it consists “alter-
nating direction” minimization and updating of the scaled
dual variables. The primal variables are updated inexactly
by one Gauss-Seidel sweep. The update steps are

r+1,__ : r+1 r+1 T .
v i=argming, L,(vi7 - v T Ve Vs Vi Vs ),
K
r+1._ . r r+1 .
e E L™ =1], i=1,2,--- K.
i=1

Note that under some assumptions of the objective func-
tions 6,;’s and the matrices L;’s in the coupling equal-
ity constraints, the updates of v;’s in each step can be
computed very efficiently, like if #;’s are quadratic, the
updates of v;’s are boil down to solve linear equations.
More examples can be found in Boyd et al. [2010] and the
references therein.

In the next section, we will reformulate the MPC problem
(5) in the form of (6).

4. SEPARABLE MPC FORMULATION

We can formulate the constraints in the MPC problem (5)
into the following two constraint sets:

Cl = {(:L‘N,X, uayvz)|(1)a (2)7 (3)}a
and
Co = {z|z > 0}.
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Then, the MPC problem (5) is equivalent to

min f(xNa Y) + IC1 (xNa x,u,y, Z) + ICz (Z)a

IN,X,W,Y,Z
where I¢(-) is the indicator function for the closed convex
set C (ie. Ie(v) = 0 for v € C, and I¢(v) = oo for
v ¢ C). However, this is not a separable cost function,
but by introducing extra variables x., z. n, U¢, y. and z.
and extra so-called consensus constraints, we can write it
equivalently as

min f(xN’Y) +IC1 (xC,vicaucanZ)
TN,Te,N,X,U,Xc,Uc,Y,Z,YcyZc
+ I, (2c), (9)
s.t. X=X,
TN = T¢,N,
u = U,
Yy =Yo
Z = Ze.

The MPC formulation (9) can be adapted to the multi-
block optimization problem (6) with K = 2 if we denote
vy = (xN7x7uaY>ZC)J vy 1= (xc,N7XC7uc>yC7Z)7 01(V1) =
f(xNv Y)+IC2 (Zc) and 92(”2) = IC1 (xc,Nv X,U,X¢,U¢y Yy Z
with Ly = =Ly =T and [ = 0.

5. ADMM-TYPE MPC ALGORITHM

The scaled augmented Lagrangian in (8) for the optimiza-
tion problem (9) is
Lp = f(xNv Y) + IC1 (xC,Na Xey Uey Ye, z) + ICz (ZC)
+ (%~

Hlu— e+ w3 + [y — ye + 3
+||z — 2z + z4]|3) + constant,

Xe + %[5 + lon — zen + 2o w3

where (x5, 2s N, Us,¥s, Zs) are the scaled dual variables.

The ADMM algorithm for the MPC setup (9) consists of
three steps.

5.1 Step 1

1 1 1 1 1
R R

= argming ;o uy,z. L p(x,zN,u,y,zT,xz,a;Z’N,uz,y:,zc)
= arEming oy u,y.ze [F@N0 ) + 1oy (ze) + 2 (1 = T+ x[I3
tllen =2l y +ah ;3 + lu—ul +ull3
+lly —yo +yIl5 + 12" — ze + 25 013)]

The solutions are

Z‘+1_m£k_‘rgka kZOal,"'a
TH (2Q+PInT) (Z,N_x;,N)a

u;+1_uck_uska k':O,l,"',N—]_,

uitt =2+ 0) oyl —yie), k=01, N -1,
221 =1ec, (2 + 25 1) & zzzl = min{zj + zg ;, 0},
k=0,1,--- ,N —1.

N -1,

5.2 Step 2
( Tt\}’szrl z7'+1,x:+1,u2+1)
= argmlnIC’N’yC,z,xc’uc Lp(xc, xr+1, z}"\;rl, Uc, u T+1 r+1 Z,Te Ny Yer Z c+1)
= argn‘inm(:,NwyCvZ‘xC>uClcl (xc,N’ Xc, U, Ye,2) + 5(”xT+l — Xc
+ x5 + ey = we v + 2l n I3+ uT = ue +ul)3
Ty —ye +yIlI3 Hllz — =t 4 20013) (10)

Denote

1 1 1
z)) = (x4 x[ 2l 4l u T
r+1

(X ‘Tp N> ;a y;a
+ YS7 Z+1 - Zg)a
the optimization problem (10) becomes an Euclidean pro-
jection onto the set Cq, i.e.

r4+1 _r+1 r+1 7‘+1 r+1 _ ror r r T
(Xc 7xc’N7 c Ye ) - Hcl(XpaiUp,mup,wap%

(11)

which boils down to the following optimization problem

min leeo el by ul Tyt 2™ — ey g vy 2 13
Te NsYeiZ:Xe,Uc
(12)
st. xep41 = Aze g + Bugg, k=0,---,N—-1,
Ye,k = Cxep + Duc o, +9k, k=0,--+ ,N—1,
zp = Exe o + Fuep +hg, k=0, N -1,

which can be solved efficiently using Riccati recursion Rao
et al. [1998].

5.8 Step 8

Update the scaled dual variables

r+1 r4+1 r+1 r+1 r+1 r ro_r
(Xs J"SN’ ' Ys yZg ) (X $8N7 s’ys7zs)
r+1 r+1 r+1 r+1 _r+1 r+1 r+1 r+1
+((X , Ty 4 Y ,Z )_(Xc axq]\ﬂuc 3
r+1 r+1
Ve iZg )

Remark 1. The MPC formulation of (9) satisfies all the
Assumptions (a)-(g) in Hong and Luo [2013], we can
conclude that if we choose the step size p small enough,
the sequence of the above iterates of the primal and dual
variables and the sequence of function values f(z%,y")
converge R-linearly (see Theorem 3.1 and Corollary 3.1 in
Hong and Luo [2013]).

6. DISTRIBUTED MPC VIA ADMM

For the linear systems (1)-(3). Introduce a non-overlapping
partition of M subsystems S;, ¢ =1,--- , M. Let z}, € R™
denote the state of subsystem S;, i.e.

TE = [(xllc)T7 (xi)T’ ) (xé\/I)T]T’
with Ei‘il n; = n. Each subsystem S; has its own input
vector uf € R™ and output vector yi € R,
Ur = [(ullc)Ta (u%:)T’ ) (ui\/l)T]Ta
e = [n) " W) s )"
with Zf\il m; = m and sz\i1 p; = p. Thus, we can write
_ziJrl A1 o Alm mllc By - Bium “i
:l:@:]:ﬂtl::‘:]:,
_acﬁ.{rl AzAvn AJ\AfM ac}k” Bz;/n BAAIM u,}:[

1 1
Dinm u, 9k
. N I

Dym

M1 1

Yk Ci1 - Cinm)| =g Dyy -
. =] . . St . .

_yfcu Cui - Cuad|aM Dy -+

M M
Uk Ik

10501



19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

The dynamics for subsystem S; can be expressed as

i1 = Awl + Biu, + Z (Asjay, + Bijwy), x4 = i,

JEN;
yi. = Cuwj, + Dyguj, + Z (Cijzy, + Dijul,) + gj.-
JEN;
Aij Bz] . . .
Let L;; = 57 | denote the interconnection matrices,
ij Lij
and let I;; IIL;j|| denote the interconnection gain.

The set of neighbors of subsystem S;, which have direct
influence on subsystem S;, is defined by the set

Ni={je{l,-- ,M}|Li; #0}, i=1,---,M.

Consider the distributed model predictive control (MPC)
setup,

i~ (32 Il + bl ). 1)
=1 =
s.t. $k+1 = AMZL'k + B“Uk + Z Aijfﬂk. + B”ufc),
JEN;

(13.1)

vk = Cuwh, + Dyguj, + Y (Cyy], + Dygu) + g,
JEN;

(13.2)
2i = Exl + Fyul + hi, (13.3)
2t > 0. (13.4)

6.1 Separable MPC Formulation for Distributed Systems

For the distributed MPC problem (13), the vector vari-

olesane < = (1 e ()
(uy_)']" y' = [(yé)Tw" Sy )T 2 =)
(z%_ )" fori=1,--- , M and x = [(xl) , (xMHT]T,
u = [(uH)t, - (@) y = [y, 7(YM) Y,z =
[(z)", -, (2")T]7, xn = [(zp) ", -, (2"

The objective function is

Zfz 33]\7,

The constraints in (13) can be formulated into the follow-
ing two constraint sets:

¢ = {(x . ul,y'2)|(13.1), (13.2), (13.3)},

XN7

i=1 \ k=0

and
Ch = {z'|(13.4)}.

Then, we can write (13) as

M
Cmin S (Sl y e (e X w2 + Ty (21)
@l xi,ul,yi i 4

=1
By introducing extra variables x¢, xi’N, u’, y! and z¢ and
extra consensus constraints, we can separate the objective
functions and write it equivalently as

M N-—1
5 (z il + mna,@) |

M
Z fl $N7
¢ 4=1

min
zi,at o xtxiutul,ylyl 2l zl
) 7 7 7 i 0 (et
+IC1 (Xcamc,Nv U,y 2 ) + IC’Z (Zc)) ) (14)
st. x'=x,
7 7
TN = T N>
[A—
u = ucv
T 0
y yC’
z' =z,

The scaled augmented Lagrangian is

M
Z(fz mN7 +IC1(

i=1
+1c; (Zi)+§(||xi*
Hu’ —uf + gl + [y’
+jz° -

xi,Na ui, yfzv Zi)

X+ x5+ ol — 2 v+ I3
—ve+vil3

z! +2z||3)) + constant,

where (x},z y,ul,y}%, z,) are the scaled dual variables.

6.2 ADMM-type MPC Algorithm for Distributed Systems

Next, we will present the coordinate search iterations
of ADMM with respect to the local variables of each
subpartition ¢ of the system block and their corresponding
constraint sets Ci and C3.

Step 1

1 1 1 r4+1 1
G u T T AT

) oo
= argming , .y .z Lp(a ey .y, 2" x0 2l youl vl ze),
. P 2
= argmin, ;s (f(zN,w +Iey (ze) + £ (% — =0 + x]113
IS roo2 r 2 r 2
tHlzny —ze v 2z Nl Hllu—ue +uls+lly -y, + vyl
, -
+lz" -z +2L113)) .
The solutions are

z ,r+1 i, 1,7

Ty =Tk~ Lo p k=0,1,--- ,N -1,
i,r+1 2Q + ol ) T T )
TNy ( i T Plpi (wc,N Ls N
7,r+1 i, 1,7 _
Uy =Up — U g k=0,1,--- ,N -1,
7,r+1 7,7 _
y <2+p) (yck: ys7k) k—O,l,-~-,N—1,
i,r+l ir+l
Zc,k _Hci(zk +Zs k) <:>ch: maX{Zk +Zs k’o}
k=0,1,--- ,N — 1.
Step 2
(‘Tiﬂl‘\;l»lyyi,r+1yzi,r+1yxi,7‘+1yui,r+1)
—argmin_; Ny i sz( i 1,,T+1YI}Z\,[T+1’ui’ut,r-f—l’yi,'r-%—l‘
R )
=argmin_; i i i i i (b el o ulyl 2t
z' y FEARE S Cl' c c, c c
+2 (= 41 ooy el IEH IS —xh £ xDT Gt — a4 a7
Hy " =yl +yPTIS 4z — 2T 20 T1). (15)
Denote
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7,7
s,N»

- il il o
uw+ —|—ui,’7,y“+ _’_y;ﬂ,zz,r-&- —z?T),

i, 4T T4 T i,r+1 ir _4,r+1
(Xp’axp’,Nvup’va)azz;)_(X7 +xo .oyt

the optimization problem (15) becomes an Euclidean pro-
jection onto the set Cj, i.e.

ir+1 ir+1l _dir+1 _dr+1 ir+1
(Xc yLe N o Ue Ye y 2 )

_ . i,r 4T LT T
_Hci(xz; Lo, N> Up 5 Yp o Zp );

which boils down to the following optimization problem

i T e e )

Tl N YeEtxeug ’
i, i, i, i, i,y 2

— T et by ab I3, (16)

iy 1 i 1 iy 1 j 1 j,r+1
AR S AR SRNCUE AL At

J<i,GEN;
+ E (Aggal + Bijull), k=0, ,N—1,
J>i,GEN;
Gl _ il § gyl § g
Yo = Cuz '+ Cijoyy,  + Cijzyy,
J<i,jEN; i>i,0EN;
ir+1 jor1 i
+ D,-,,-u;*]j + E Dijui? + E Dijué,;; + g,
Jj<ijeEN; J>i,JEN;
k=0,---,N—1,
20Tt = Eizi‘,ZJrl + Fiui‘;;rl +hl, k=0,---,N—1,

which can be solved by Riccati recursion Rao et al. [1998].

Step 8  Update the scaled dual variables

r+1 r+1 r+1 r+1 _r+1\ __ r r r ro_r
(Xs ’xs,N7us ’YS 7Zs ) - (Xs’xs,N’uwys’Zs)
r+1 r+1 r+1 r+1 _r+1 r+1 r+1 r+1
+((X N ,ua Y ,Z )_(yc 7$C7Nayc )

yohzith).

7. ON CONVERGENCE RATE

Theorem 1. The sequence of the above ADMM iter-
ates {(x", 2y, u",y", 2", x;, 75y, ug, ¥y, 25)} for solving
the distributed MPC problem (14) converges R-linearly to
an optimal solution, provided the step size p is sufficiently
small. Moreover, the sequence of function values f(x7%,y")
also converges R-linearly.

Proof. The convex problem (14) satisfies:

e The primal and dual optimum can be attained and
unique (Strong duality holds).

e 0;(v;)’s in (6) correspond to either f;(z%,y") +
IC;(zi) or I (xi,xiN,ui,yi,zi) in (14), where f;’s
are strictly convex and continuously differentiable.

e Ci and C} are polyhedral sets.

e Each sub matrix L;’s in (6) equal I or —I in (14).

Then the proof follows from Theorem 3.1 and Corollary
3.1 in Hong and Luo [2013]. O

8. ILLUSTRATIVE EXAMPLE

Let’s consider a DMPC problem that is similar to Gisels-
son and Rantzer [2013] which is randomly generated. The
dynamical system consists three subsystems and each sub-
system has five states and one input. As the problem is
a regulation problem, the output of the ith subsystem

States (ADMM o, CVX *)
2 : .

E
159 |
T8 |
§ QQ
]
9% |
x é®§¥§§§§§%gﬁ
¢ aa o
ors o%*§ Oggg'“ﬁﬁﬂﬂﬂinuuu
& o 3000
18,8
70.5** |
-
1k |
4
-15 L L L L L L
0 5 10 15 20 25 30 35
Time (s)
Inputs (ADMM o, CVX *)
02 , ‘ ‘
*
o1} 40°°°®2R290000, ]
o ****QQQgggggg
il S .668888383380088000e:
o0 8© ****J'*
0.1 o o ¥ |
o e} * *
- © o, *
,0,2700” Qg* |
> 031 *6 |
*
—o4p O |
*o
-05 |
o
-06 |
-0.7 |
0.8 . . . ) ) ‘
5 10 15 20 25 30 35
Time (s)
Outputs (ADMM o, CVX *)
T T
& |
EEEE: |
%8@588%
§§i§§*“@§ .
;e $ggi—,§§!§!”Basnnuou
,‘o‘%$,_~*‘*¥*
PoOF¥ kD R*
5 -
%
1 |
-15 . . . , ) ‘
0 5 10 15 20 25 m =

Fig. 1. Trajectories evolution from initial conditions.

is chosen to be yi = (1;)5 ) zi + (101 ui. Both state
and input constraints are set within the range [—2,2]. The
control horizon is chosen to N = 5. All the computations
and simulations are performed in MATLAB and CVX. In
Fig. 1, the performance of the Distributed ADMM MPC

algorithm described in Section 6 is compared with the
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centralized MPC result from CVX. From the simulations
we find that the states evolution of the distributed ADMM
MPC developed in this paper, which are marked as circles,
can work as well as the centralized MPC computed with
CVX, which are marked as stars. Fig. 2 shows the linear
convergence of the objective function in the iterates.

Values

I
10' 10
Number of Iterations k

Fig. 2. Norm(f* — f*) versus iteration for 1st sampl. time.
9. CONCLUSIONS

This paper derived an ADMM-type algorithm for solving
large-scale MPC problem. The update of the state vari-
ables is in sequential and the estimate error can also be
caused by communication delays and dropouts, which indi-
cate the potential to develop more efficient communication
schemes for distributed ADMM algorithms in the future.
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