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Abstract: Large scale engineering systems are typically composed by several subsystems that interact
with each other as a result of material, energy and information flows. A high performance control
technology such as decentralized control can be employed for control this class of systems.
An optimal decentralized control architecture is presented in this paper in order to ensure the efficient
management of an inland navigation network in a global change context. For further logic, we show that
if the subsystems present a connectivity from one to another, suitable local feedback action provided
by these subsystem (decentralized controllers) may be sufficient if the subsystems are connected.
Stabilizability (resp. stability) conditions are given for perfectly decoupled and interconnected coupled
(by connectivity parameters) subsystems.
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1. INTRODUCTION

Inland navigation networks are large scale systems composed
of interconnected rivers and channels (see Figure 1). These
networks are equipped with locks which are dedicated to the
navigation task. To accommodate the navigation, the main ob-
jective is to ensure the seaworthiness condition, i.e. to maintain
the levels close to setpoint designated by Normal Navigation
Level (NNL). Achieving this objective is still a challenge due
to the complexity of the networks, their dimensions, the impacts
of the environment, the effect of extreme events like flood and
drought, etc. One of solutions is the design of decentralized
controllers [Sawadogo et al., 1998, 2000, Gómez et al., 2002].
It has been long recognized that to control an interconnected
system, it is beneficial to decompose it into subsystems, and
design control of each subsystem independently on the basis
of local subsytem dynamics and the nature of their intercon-
nections [Doan et al., 2009]. Three main reasons due for those
[Siljak, 1991]:

• dimension of the system,
• information structure constraints,
• delays for the accuracy of the transmitted information,
• uncertainty.

For the last point, the essential uncertainty arises in the inter-
connections between different parts of the subsystems, since the
local characteristics of each individual subsystem, should be
modeled in most practical situations. Decentralized controller
design addresses this issue and in other hand can significantly
reduce the controller complexity [Jamshidi, 1997], [Rotkowitz
and Lall, 2002], [Bakule, 2008]. Two main approaches are
proposed to deal with the problem of interconnections [Lunze,
⋆ This work work is a contribution to the GEPET’Eau project which granted
by the French Ministery MEDDE - GICC, the French institution ORNERC and
the DGITM.

Fig. 1. Inland navigation network

1992]. The first one is the passive approach. A decentralized
control is designed for each isolated subsystem for certain de-
sirable performance. The design is independent of the knowl-
edge of interconnections. The control is then applied to the
overall system [Siljak, 1991]. The second one is the synthetic
approach. In this case, interconnections are explicitly taken into
account when designing the controls [Gavel and D.D., 1989].
There is a large number of survey papers [Sandell et al., 1978],
[Chae and Bien, 1991], and books [Leondes, 1985], [Gajié and
Shen, 1993] which can provide to the reader further information
on decentralized control theory and practice.

In the field of water systems, Malaterre and Baume [Malaterre
and Baume, 1999] also study the coupling and the possible
decouplers when analyzing the coupling of the subsystems.
Decentralized control using decouplers are implemented e.g. by
[Montazar et al., 2005], [Aguilar et al., 2011]. Lemos [Lemos
et al., 2007] describes the combination of multiple individual
predictive controllers. Begovich [Begovich et al., 2007] used
Relative Gain Array technique to check the feasibility of decen-
tralized control of a laboratory irrigation canal. Cantoni [Can-
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toni et al., 2007] analyses numerically and then gives a theo-
retical background to the disturbance propagation and explores
the possible feedforward combination (decoupler). His results
are supported with field experiments. The coupling is further
analyzed mathematically, in case of n identical pools in [Li and
De Schutter, 2010]. They give guidelines to design decentral-
ized feedback controllers, by having a trade-off between local
and global performance, with other words setpoint tracking and
disturbance rejection. Another issue concerns the stability of
decentralized control. Several researchers have analyzed the
stability and the decoupling of decentralized controllers. For ex-
ample, the possible destabilization of decentralized controllers
of water systems is addressed in [Schuurmans, 1997].

1.1 Paper contribution

In this paper, we discuss on the existence of an optimal state
(resp. output) feedback decentralized control of the system
under investigation. A complete architecture is studied with
two constraitns. The first one is the time-delay for information
transmission between two subsystems and the second one is
the influence of one controlled subsystem to antoher one. This
architecture aims to ensure an efficient management of inland
navigation networks by dealing with the interconnections of
each subsystems taking into account their interactions with
each other (smooth or not). Thus, a local feedback action,
provided by these subsystems (decentralized controllers), is
tuned to get arround effictively the effect of their interactions.
Stability conditions are given to guarantee the feasability and
the convergence of decentralized controllers. On the other hand,
we show that a perfectly decoupled decentralized control can
be deduced via coupled and interconnected subsystems. The
above mentioned decouplers can be seen as particular cases of
the general design given in this paper.

1.2 Paper outline

This paper is organized as follows. In Section 2 we formu-
late the problem to describe a suitable design for a decentral-
ized controller by mathematical relationship. In Section 3, we
present our main result about stabilizability conditions of de-
centralized controller form for a large-scale systems. In Section
4, we use the Cuinchy-Fontinette Reach as a demonstrating
example to verify the feasability of the approach and at the end,
in Section 5, we shall give the conclusion of this work.

2. DECENTRALIZED CONTROLLER DESIGN

2.1 Large scale system modelling

As motivating case study we consider a large-scale system
(LSS), described by the following equations :

LSS :

{

x(t +1) = f (x,u, t), x(t0) = x0, x ∈ R
n
,

y(t) = g(x, t), t ∈ N.
(1)

where u, x and y are respectively the set of input, state and
output terms of the system. t defines the continuous time.

In linear and stationary cases, the large-scale system (LSS) can
be writting with the following state-space equations:

LSS :

{

x(t +1) = Ax(t)+Bu(t), x(t0) = x0
y(t) = Cx(t)+Du(t), (2)

where x ∈R
n, u ∈R

m, y ∈R
p, A ∈R

n×n, B ∈R
n×m, C ∈R

p×n,
composed of s linear time-delay subsystems LSSi, described
by:

LSSi :































xi(t +1) = Ai,ixi(t)+Bi,iui(t)+
s

∑
j=1

[Ai, jx j(t − τi, j)+Bi, ju j(t − τi, j)]
for i = 1,2, ...,s and j 6= i,

yi(t) = Ci,ixi(t)+Di,iui(t),

(3)

τ ∈ N
ni is the time delay matrix between the measure-

ment points yi and y j. xi ∈ R
ni , ui ∈ R

mi , are the state and
input of subsystem SSi. Ai,i, Bi,i, Ai, j and Bi, j are coeffi-
cients of constant matrices with proper dimensions. The term
∑s

j=1 (Ai, jx j(t − τi, j)+Bi, ju j(t − τi, j)) is due to the effect of
the time-delay input measurement value from one subsystem
to each other.

Thus, the objective in this paper is to design a set of optimal
output feedback controller whose action would be sufficient to
overcome the effect of interactions, and allows efficiently the
control of the global system (3) such that:

ui =−Ki,iCi,ixi. (4)

In order to do that, stabilizability (resp. stability) conditions are
given in the next section for interconnected coupled subsystems
using easily the connectivity parameter values.

2.2 Controller tuning

As large engineering systems are typically composed by a num-
ber of subsystems, it is quite natural to use a high performance
control technology such as decentralized design for control
these systems.

In this paper, we discuss about the completly coupled subsys-
tems architecture with an ideal controller feature like is shown
in Fig. 2. Herein the block LSS illustres each subsystem, the
block τ defines the time delay matrix between two measure-
ment points, the block Γ represents the interconnection matrix
between each subsystem and Ki for i = 1, ...,s represents each
optimal control gain.

Fig. 2. Interconnected decentralized control

According to this architecture, let us define that:
Definition 1. The global system have a connectivity from and
to another subsystem if there exists a matrix Γ definite posi-
tive weighting the interconnection of a subsystem i to another
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subsystem j. In other terms, Γ is the positive weighting in-
terconnection values which are used to model the strength of
interconnection. This interconnection matrix can be described
by the term:

Γi, j = Ki, jx j. (5)

While considering that the gains of controllers have strong
interaction, the mathematical relationship of input/output pair,
describing the control problem is the following:

ui =−(Ki,iCi,ixi +
s

∑
j=1

Γi, j) with j 6= i and for i = 1, ...,s (6)

where ui depends on the locally available state xi of the ith

subsystem

LSSi : xi(t +1) = Ai,ixi(t)+Bi,iui(t) (7)

For ease the reading, let considerate that the dynamical of the
measured state x(t) is given by the simplified relation:

LSS :

{

x(t +1) = A0x(t)+B0u(t)+A1x(t − τ)
+B1u(t − τ),

y(t) = C0x(t) x(t0) = x0

(8)

where the matrix C0 is the identity matrix I ∈ R
n×n. A0 and B0

are respectively the diagonal matrices composed by Ai,i and Bi,i
terms. A1 and B1 are respectively the interconnectivity matrices
composed by Ai, j and Bi, j values due to the time delay.

So, the control design problem is described in this case by:

u(t) = Kx(t), (9)

to minimize the quadratic cost function

J(ui) = ∑(xT
i Sxi +uT

i Rui +2xT
i Nui)dt (10)

subjects to the system defined by equation (8).

In equation (10) S, R and N are weighting matrices, or design
parameters, where the state-cost matrix, S, weights the state
while the performance index matrix, R, weights the control
effort. If S is increased while R remains constant, the setting
time will be reduced as the states approach zero at a faster rate.
The controller in this case maintain the error sufficiently small
to guarantee the convergence of controller.

One solution to solve the problem (10) is developed by [Boyd
et al., 1994] as:

Theorem 1. For finite-dimensional systems, if there exists ma-
trices P = PT > 0, S > 0 and R > 0, ∀i = 1, ...,s such as

[

AT
0 P+PA0 +P PB0 +NT

BT
0 P+N R

]

≥ 0 (11)

satisfying the algebraic Riccati equation

AT
0 P+PA0 − (PB0 +N)R−1(BT

0 P+NT )+S = 0 (12)

then the controller defined by equation (9) with

Ki,i = R−1(BT
0 P+NT ) (13)

stabilize the nominal closed-loop decentralized system de-
scribed by the relation (8), ∀i values.

Proof 1. The previous results hold, as demonstrated in [Boyd
et al., 1994], if the pair (A0,B0) are stabilizable, R > 0, S −
NR−1NT ≥ 0 and S−NR−1NT , A0 −B0R−1NT has no unob-
servable mode.

One can see easily here that this feature stands up if the
following conditions holds:

• The closed-loop system should be stable if each sub-
system LSSi is stable.

• The controller should maintain the error sufficiently small
to guarantee its convergence.

The stabilizability proof of this feature is given in Section 3,
both to ensure the convergence of the controller and the stability
of the overall system.

3. STABILIZATION

In order to state on the stabilizability of the plant using decen-
tralized approach, we focus our study once again on an optimal
feedback controller, in interconnected coupled case.

Moreover, we also desire to guarantee the stability of the global
closed-loop system under all operation conditions of whole
subsystems LSSi. To do this, set the following expressions
which are necessary for the stabilizability criterion:
Definition 2. The equilibrium point x∗ = x0 of (8) is stable (in
the sense of Lyapunov) at initial time t = t0 if for any ε > 0
there exists a δ (t0,ε)> 0 such that

‖x(t0)‖< δ =⇒ ‖x(t)‖< ε ,∀t ≥ t0 (14)

On the other hand, we know that systems (8) may be infinite di-
mensions, but the state x(t) evolves on the interval t ∈ [0,+∞).
Thus,
Definition 3. A large scale system mapping x and u is causal
if and only if, for any pair of input signals ui(t) and u j(t)
such that ui(t) = u j(t), ∀t ≤ t0, the corresponding states satisfy
xi(t) = x j(t), ∀t ≤ t0.
Theorem 2. The interconnected coupled subsystem (8) is lo-
cally stabilizable (resp. stable) by a linear state (output) feed-
back control law

ui(t) =−Kixi(t)
such that controller K exits and its diagonal blocks are s
separate controllers defined by

K = diag(Ki) , ∀i = 1 to s
if

• the large scale system is causal, and
• there exists a symmetric definite positive matrix P = PT >

0 where
L(P) = Ã0

T
PÃ0 −P < 0 (15)

for any equilibrium initial state function x(t0) and with Ã0 =
(A0 −B0K).

The following statement is equivalent with the result above. In
fact,
Corrolary 1. If controller K exits and its diagonal blocks are
s separate controllers, then a perfectly decoupled decentralized
control design is identified. So, the decoupled controlled sub-
system is stabilizable with independant local feedback action
defined by the linear state (output) feedback control law:

ui(t) =−Kixi(t)
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if there exists a symmetric definite positive matrix P = PT > 0
where

L(P) = Ã0
T

PÃ0 −P < 0

for any equilibrium initial state function x(t0) and with Ã0 =
(A0 −B0K).

Proof 2. These statements are straightforward to demonstrate.
Indeed, if a perfectly decoupled decentralized control design
is identified, the stability property falls within the previous
theorem since this is a special case of the previous result.

Theorem 3. The interconnected coupled subsystem (8) is glob-
ally stabilizable (resp. stable) by a linear state (output) feedback
control law

ui(t) =−(Ki,ixi(t)+
s

∑
j=1

Γi, j) with j 6= i and for i = 1, ...,s

if

• locally the system is stable,
• and there exists a symmetric definite positive matrices

Q = QT > 0 and P = PT > 0 which satisfy the following
conditions

Ã0
T

QÃ0 < 0 (16)

ÃT
i

n
L(P)Ãi

n
< 0 with n ∈ N (17)

for any equilibrium initial state function x(t0)

Proof 3. A classical way to prove the stability of one system is
to use the Lyapunov function concept. Thus, set V (x) the com-
mon quadratic Lyapunov-like function defined by the relation

V (x) = x(t)T Px(t) (18)

and satisfies the stability condition

∆V (x) =V (x(t +1))−V (x(t)) < 0, (19)

for the system described by (8).

In closed-loop point of view, the dynamical of the measured
state x(t) is given by the relation:

x(t +1) = (A0 −B0K)x(t)− (A1 −B1K)x(t − τ)

therefore this last expression is equivalent to the previous one
below

x(t +1) = Ã0x(t)− Ã1x(t − τ)
with Ã0 = (A0 −B0K) and Ã1 = (A1 −B1K).

Two cases can be considerate to verify theorems 2 and 3.
The first one is to check stability when the system evolves in
the interval t ∈ [t0,τ [ and the second one when it evolves in
the interval t ∈ [τ ,∞ ) for any pair of input signals ui(t) and
u j(t) such that ui(t) = u j(t) = 0, with the corresponding states
xi(t) = x j(t) = 0, ∀t ≤ t0.

• Case 1: the system evolves in the interval t ∈ [t0,τ [ . Thus,
∆V (x) =V (x(t +1))−V (x(t)) < 0

= x(t +1)T Px(t +1)− x(t)T Px(t) < 0
= x(t)T Ã0

T
PÃ0x(t)− x(t)T Px(t) < 0

= x(t)T (Ã0
T

PÃ0 −P)x(t) < 0

therefore, if L(P) = Ã0
T

PÃ0−P < 0, the inteconnected
subsystem (8) is locally stabilizable (resp. stable) by a
linear output feedback control law

ui(t) =−Kixi(t).

• Case 2: the system evolves in the interval t ∈ [τ ,∞ ). Thus,
the dynamical of the measured state x(t) is in fact:

x(1) = Ã0x(0)
x(2) = Ã0x(1) = Ã0

2
x(0)

... =
...

x(τ −1) = Ã0x(τ −2) = Ã0
τ−1

x(0)
x(τ) = Ã0x(τ −1)+ Ã1x(0)

= (Ã0
τ
+ Ã1)x(0)

x(τ +1) = Ã0x(τ)+ Ã1x(1)
= (Ã0

τ+1
+ Ã0Ã1 + Ã1Ã0)x(0)

therefore, the derivative of the Lyapunov function has
the following schema:

∆V (x) =V (x(τ +1))−V (x(τ)) < 0,
= x(τ +1)T Px(τ +1)− x(τ)T Px(τ) < 0

= x(0)T (Ã0
τ+1

+ Ã0Ã1 + Ã1Ã0)
T P
(

Ã0
τ+1

+

Ã0Ã1 + Ã1Ã0
)

x(0)− x(0)T (Ã0
τ
+ Ã1)

T P+
(Ã0

τ
+ Ã1)x(0)< 0

= x(0)T
[

Ã1
T
L(P)Ã1 +AT

0
τ
L(P)Ã0

τ
+

Ã0
T

QÃ0

]

x(0)< 0

with Q = Ã1
T

PÃ1.
Assume that the initial condition x(0) is a stable equilib-

rium point for the system (8) and this last is locally stable,
therefore the coupled subsystem is globally stabilizable
(resp. stable) by a linear state (output) feedback control
law

ui(t) =−(Ki,ixi(t)+
s

∑
j=1

Γi, j)

with j 6= i and i = 1, ...,s, if there exist a Lyapunov
function V (x) defined by (18) and a quadratic function
V (x(t)) such that V(x(t0)) = 0 and V(x(t))> 0, ∀x > 0 and
∆V (x)< 0, ∀x 6= 0, then the origin of the state space of the
system (8) is globally stable under all operation conditions
of overall subsystems LSSi.

4. ILLUSTRATIVE EXAMPLE

As demonstrating example, we consider a part of the inland
navigation network in the north of the France (Fig. 3), the
Cuinchy-Fontinette Reach (CFR). Note that the management of
this system is ensured by VNF (Voies Navigables de France),
and the goal is to maintain the water level of the channel at
NNL = 19.52m.

Fig. 3. The real system in exploitation

The CFR has a major importance for the management of this
inland navigation network because it is located in the center of
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the network, between the upstream lock of Cuinchy at the East
of the town Bethune and the downstream lock of Fontinettes at
the Southwest of the town Saint-Omer. So, the head part of the

Fig. 4. Scheme of the Cuinchy-Fontinettes navigation reach

CFR system has 28.7Km (Fig. 4) from Cuinchy sluice gate to
Aire-sur-la-Lys. While, the bottom part has 13.6Km from Aire-
sur-la-Lys sluice gate to Saint-Omer.

By computing the system’s model for control purposes, we
consider the NNL operating points. However, in this section we
don’t discuss about the identification technique of the model,
we just use the model whose architecture has been proposed
and validated in [Duviella et al., 2013]. Herein, it shown that the
CFR system can be modelled with a state-space linear model
with fixed delays described by the relation (3). For the CFR
system, the state variable x(t) at the instant t represents the wa-
ter levels Li(t), with i = 1,2,3 representing three subsystems,
which are measured in the reach. The variables u(t) are the
input/output discharges Ql(t) of the reach. The variables y(t)
are the water levels in the reach. Each vairable is expressed
according to the delay matrix τ whose the element is gotten by
data-based procedure or by physical knowledge of the system.
Theoretically, the time-delay matrix is given by the following
relation [Litrico and Fromion, 2004], while considering two
points along the canal separated by a distance D:

τ =
∫ D

0

dl
c(l)+ v(l)

(20)

where c(l) and v(l) represent respectively the celerity and the
velocity. This relation gives the following result for the CFR
system:

τ =

(

0 75 110
75 0 36

110 36 0

)

.

As said above, we use for designing the controller a suitable
state-space model for the system. The nominal system matrices
are:

A0 =

(

0.873 0 0
0 0.943 0
0 0 0.781

)

; B0 =

(

0.00114 0 0
0 0.00023 0
0 0 0.00175

)

;

C0 =

(

1 0 0
0 1 0
0 0 1

)

;

and the interconnectivity due to the incertainty is given by the
following matrices:

A1 =

(

0 0.116 0.011
0.044 0 0.014
0.092 0.126 0

)

;

B1 =

(

0 0.00078 −0.0009
−0.00008 0 0.00005
−0.00014 0.00348 0

)

;

• Case 1: Existence of a stabilizable decoupled architecture
Using the relation (13), let verify and compute if con-

troller K exists, and if its diagonal blocks are s separate
controllers. The result is:

K =

(

1.5316 0 0
0 8.2000 0
0 0 0.8926

)

×1.0e+3;

If K exists we can compute the associate P matrix which
necessary for proving the stabilizability (resp. stability) of
the structure. P’s value is the following:

P =

(

0.1343 0 0
0 3.5652 0
0 0 0.0510

)

×1.0e+3;

To check if the system is stabilizable with independant
local feedback action, we test if the Lyapunov operator is
negative for all instant t > 0 (L(P)< 0 ∀t > 0) according
to the theorem 2. The numerical value of this operator is:

L(P) =

(

−0.3196 0 0
0 −3.9485 0
0 0 −0.1989

)

×1.0e+6 < 0;

The derivative of the common Lyapunov quadratic
function V (x) = x(t)T Px(t) is negative and therefore the
decoupled subsystem is locally stabilizable (resp. stable)
by a linear state (output) feedback control law.

• Case 2: Existence of a stabilizable interconnected archi-
tecture

After the computation, the two parts of the controller
gain are:

K0 =

(

0.9052 0.7149 −0.1532
0.1442 7.1339 −0.0291
−0.2352 −0.2214 0.2198

)

×1.0e+3;

K1 =

(

0 −2.4637 −0.0075
0.1517 0 0.3322
−0.6833 0.9864 0

)

×1.0e+3;

and with these values, P and Q matrices are:

Q =

(

0.4911 −0.9816 0.1056
−0.9816 2.4247 −0.1085
0.1056 −0.1085 0.1451

)

×1.0e+6;

P =

(

0.0794 0.0627 −0.0134
0.0627 3.1017 −0.0127
−0.0134 −0.0127 0.0126

)

×1.0e+7;

The first criterion of the theorem 3 gives the following
result:

Ã0
T

QÃ0 =

(

0.1847 −0.0186 0.1831
−0.0186 4.0419 0.6883
0.1831 0.6883 0.4965

)

×1.0e+5,

where all eigenvalues have a negative real parts, ⇒

Ã0
T

QÃ0 < 0.
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For the second criterion, we just illustrate the stability
test for n = 2. Furthermore, for all values of n the condi-
tion is always satisfied.

ÃT
0

2
L(P)Ã0

2
=

(

−0.0205 −0.2636 0.0016
−0.2636 −4.0118 0.0591
0.0016 0.0591 −0.0048

)

×1.0e+6,

All eigenvalues of this matrix have negative real parts,

⇒ ÃT
0

2
L(P)Ã0

2
< 0;

ÃT
1

2
L(P)Ã1

2
=

(

−4.1281 5.8909 −2.3450
5.8909 −9.3258 2.4743
−2.3450 2.4743 −2.1758

)

×1.0e+5,

This computation gives also a negative real parts for all

eigenvalues, ⇒ ÃT
1

2
L(P)Ã1

2
< 0.

Once again, the derivative of the common Lyapunov
quadratic function V (x) = x(t)T Px(t) is negative and
therefore the interconnected architecture is globally sta-
bilizable (resp. stable) by a linear state (output) feedback
control law.

5. CONCLUSION

Typically, large engineering systems are composed by a several
subsystems that interact with each other. The interconnections
between different parts of the systems (subsystems) since the
local characteristics of each individual subsystem required in
practical situations a performed control technology such as
decentralized control. This last is particularly intertesting be-
cause it reduces the controller complexity and ease the practical
implementation.

We have presented an optimal decentralized control architec-
ture in this paper in order to ensure the efficient management of
an inland navigation network whose main objective is to ensure
the seaworthiness condition, i.e. to maintain the levels close
to setpoint designated by Normal Navigation Level (NNL).
We have shown that if the subsystems present a connectivity
from one to another, suitable local feedback action provided by
these subsystem (decentralized controllers) may be sufficient
for control purposes. Stabilizability (resp. stability) conditions
are given both for perfectly decoupled and interconnected cou-
pled (by connectivity parameters) subsystems controlled by an
optimal linear state (output) feedback regulator.
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