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Abstract: This paper proposes resonant finite control set (FCS)-predictive control of a two
level power converter. In the stationary reference frame, firstly the traditional FCS-predictive
control system is shown to be closed-loop feedback proportional control system. In the presence
of constraints, the objective function is a weighted error function between the desired optimal
and candidate voltage control signals. The weighting coefficient in the objective function is the
ratio between the sampling interval and the inductance. Secondly, it is proposed in this paper to
design a discrete-time resonant controller for eliminating the sinusoidal error using a cascaded
control system structure. The proposed method is simple in design and implementation with an
analytical solution for the resonant controller gain. Experimental results are used to demonstrate
the efficacy of the proposed approach and much improved closed-loop control performance.
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1. INTRODUCTION

The predictive control of power converter has been studied
by many researchers in last two decades. Kawabata et al.
(1990) and Kukrer (1996) present dead beat control with
PWM modulation for a three phase PWM inverter. Finite
control set predictive control is first introduced by Ro-
driguez et al. (2004) in 2004. Direct predictive control with
explicit solution by Linder and Kennel (2005). To address
issue of the steady-state error, Aguilera et al. (2013) has
proposed a cost function with integral term to improve
steady-state performance.

This paper is organized as follows. In Section 2, the
original finite control set is discussed. In Section 3, a new
FCS with resonant controller is presented to address the
sinusoidal error. Experimental results are used in Section
4 to illustrate the performance of proposed resonant FCS
predictive control.

2. THE ORIGINAL FCS-PREDICTIVE CONTROL OF
CURRENT FOR POWER CONVERTER

The original FCS-predictive control of current in the a —
reference frame is designed identically to the controller in
the d — ¢ reference frame. This means that the sum of
squares errors between the current reference signals (i,
2;‘3) and the one-step ahead prediction of the current signals
(ia, i8) is minimized at the sampling time ¢, to obtain the
optimal voltage control signals (ve, vg). Receding horizon
control principle is applied leading to feedback control.
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2.1 Predictive Control using One-step-ahead Prediction

The mathematical model of a power converter in the
stationary frame is described by

dia(t) R, 1 1

= —L—Sm(t) - fsva(t) + fsea(t) (1)
B =0 - pos+ ) @)
dvzict(t) - %(Sa(t)ia(t) +855(1)ig(t) —ir  (3)

where e, and eg are the stationary frame grid voltages,
and i, (t) and ig(t) are the stationary frame grid currents.
vge 1s the DC bus voltage.

The manipulated variables for the current control are the
voltages v,, vg in the o - B reference frame, and they are
related to S, ,S3 and vg.(t) via the following relationships:

_ Sa(t)uac(t) n
¢ 2
05 = S,B(t);dc(t) (5)

In the o — B reference frame, there are seven pairs of
candidate voltage values v, and vg, which are dependent
on the DC bus voltage vg(t). Their exact values are
characterized by the values listed below:

01 1 1 1 1 1
2 2

00 ﬁ @ 0

2 2 2 2

The variations of the candidate voltage values are caused
by the changes of DC bus voltage vg.. It is seen from
this model that in the a — § reference frame, there is
no interaction between the currents i, and ig, which will
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effectively reduce the current controller in this reference
frame to two single-input and single- output controllers.
To calculate the control variables, at the sampling time
t;, the objective function is chosen as sum of the squared
errors between the desired and predicted signals:

J = (i%(t:) — ialts + A1) + (i5(t:) — i(t; + AL))?
)] _ [ialti+ A0 ])"

tz)} { (i + At)D

([ [era) .

where i, (t; + At) and ig(t; + At) are one-step-ahead
predictions of i, (t;) and ig(¢;), respectively. The one-step-
ahead predictions of the i,(t; + At) and ig(t; + At) are
expressed in matrix and vector forms:

il 2] — (v e [ 0]

! At
e,
+ AtB,, [2‘*8% } + | G ®)
AN ZB[—}At

where [ is the identity matrix with dimension 2 x 2 and
the system matrices A, and B,, are defined as

R, ro1
=0 - 0
A, = Ls R ; By = L, 1
0o -== 0 ——
L L L

By substituting the one-step-ahead prediction given by (8)
into the objective function J (7), we obtain,

fa(ti)_
=ttt 1 | 03 )
2 [valt:) vs(ts)] ALBT ;ng
+lvalt) vt 1 APELE, | ()| (o)
where the functions f,(¢;) and fz(¢;) are defined as
fa(ts) | _ [ia(t) a(ti)
)] = [ ] - o aean [1563
1
—eq At
_ Lls (11)
fseﬁAt

We obtain the optimal control signals v, (t;) and vg(t;)
that minimize the objective function J:

{U“(t’)oﬂ = (ABLB

vg(ti)
_ _L Ls 0 fa(ti
o At 0 Ls fﬁ(ti

Note that in the o — 3 reference frame, the system matrix
Ay, is diagonal and there is no interaction between the i,
and ig currents. The calculations of v, (¢;)°P* and vg(t §)°Pt
signals are scalar operations. More specifically, since the
matrix I + A,, At has the form:

L Rat

I+ A, At = Ly

) TAtBI
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from (12), we have
Ly .

L R 1
\opt _ ) * S(1 — =8 ; A
Vo (t7) (Atza(tz) At( I At)ig(t;) A7 €x)
(13)
L L R 1
Nopt (TS (4 VF . 2S5 (1 5 ia(t:) — —
(14)

where i, (t;)* and ig(¢;)* are current reference signals in
the o — B reference frame, and i,(t;) and ig(t;) are the
measured current of the power converter. It is clearly
seen that predictive controller uses a proportional feedback
control with a feedforward compensation. Furthermore,
the feedback control gain is dependent on the sampling
interval of the current control system with the value

s Ls R
k?CS - kfcs - _Kt(l - fAt)
In order to ensure a negative feedback in the current
control, the quantity 1 — i 3 IL%S At < 1.
Here the feedback controllers have a negative gain because
of the negative diagonal elements in B,,, matrix.

(15)

2.2 FCS Current Control in o — 8 Reference Frame

It is easy to show that the objective function J (10) can
also be expressed in terms of the optimal voltage signals
in the o — 3 reference frame as

= ([ 4] s
] 5)

= T (a0 = valt) ™) + T (05(8) = vt

(16)
With both objective function and the optimal control
signals defined, the next step in the FCS predictive control
is to find the control signal v,(t;) and vg(t;) that will
minimize the objective function subject to the limited
number of choices of voltage variables as mentioned in (6).

In FCS current control proposed in the o — /3 reference
frame, the seven pairs of v, and vg values from (6) are used
to evaluate the objective function (16). The pair of v, and
vg that has yielded a minimum of the objective function
J will be chosen as the FCS current control signals in the
«a — [ reference frame.

It is worthwhile to emphasis that because the reference
signals in the a — 8 frame are sinusoidal signals, the error
signals i, (¢)* — i, (¢) and ig(t)* —ig(t) will not converge to
zero as t — oo. However, as sampling interval At reduces,
the [io(t)* — ia(t)] and |ig(t)* — ig(t)| will reduce as the
feedback controller gain £z ( ) increases.

2.8 Generating Current Reference Signals in o — 3 Frame

The reference signals to the FCS current control in the
o — f3 reference signals are sinusoidal signals in which their
frequency is determined by the frequency of the grid wy.
In the applications, the desired operational performance
of a power converter in a closed-loop current control is



19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

specified via the desired values of iq and i, currents. For
instance, the desired value for the ¢4 current is related to
real power in demand and 44 is chosen to be 0 for unity
power factor. The reference signals to the 74 and ¢, currents
are transparent to the applications and easy to choose. For
these reasons, the reference signals to i, and ig currents
are calculated using the inverse Park Transform:

|:ia(t)*:| _ [coswgt —sinwgt} {?d(t)*] (17)

ig(t)” sinwgt coswgt iq(t)"

In the majority of applications where i,(¢)* = 0, simply,
ia(t)* = coswytiq(t)*, and ig(t)* = sinwgtiq(t)*.

Figure 1 shows the configuration of the feedback control
system to generate optimal control signals v, (t)°’* and
va(t)°P*.

3. RESONANT FCS CURRENT CONTROL

To reduce the steady-state errors in the ¢4 and %, currents,
the feedback errors i, (t)* — i, (t) and ig(t)* —ig(¢) in the
current control system need to be reduced.

3.1 Control System Configuration

It is known from internal model control principle that in
order for the feedback control system to track a periodic
signal, the signal generator needs to be embedded in the
controller. For the case of the current control in the o —
0 reference frame, because the reference current signals
are sinusoidal signals, the generator of a sinusoidal signal
should be embedded in the feedback control system so
that the output current signals i,(t) and ig(t) would
track their reference signals without steady-state errors.
In short, the controller should have a polynomial factor
1—2cos(wq)z 4272, which is (1—e/wiz=1)(1—e7Iwaz 1)
contained in its denominator where wy is the discrete
frequency of the sinusoidal reference signal. In other words,
there is a pair of complex poles contained in the controller,

1— Bepglele

)
1— %At<ﬂ—

Fig. 1. Finite Control Set Current Control in o — g frame
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where the locations of the poles are at e*“? on the
complex plane.

The controller that has the capability to track a sinu-
soidal reference signal or to reject a sinusoidal distur-
bance signal is called resonant controller. The resonant
FCS current controller is proposed to have the feedback
structure as illustrated in Figure 2. In the proposed control
system structure, the feedback controllers k%, and k?cs
derived from the one-step-ahead prediction and optimiza-
tion shown in Section 2 are used in the inner-loops for fast
dynamic response, while two resonant controllers are used
in the outer-loops to provide further compensations for the
tracking errors between the reference and feedback current
signals in the o — 3 reference frame.

The frequency wy is the discrete frequency, having the unit
of radian. Assuming that a sinusoidal signal has a period
of T, with a sampling interval At, the number of samples
within this period T is Ny = A%. The discrete frequency
wq is calculated as

_2m 27mAt
Ny T

Wwq

Suppose that the frequency of the grid is 50 Hz and the
sampling interval is At = 80 x 107% second. Then the
frequency parameter wy is then

21 x At
Wy 0.02 0.0251

The frequency parameter wy is time invariant in the
design because the grid frequency is generally assumed
unchanged. In reality, it may change with respect to time.
However, when the sampling interval At is small, this
variation has a small effect on the locations of the complex
poles in the controller. Let us say that the grid frequency
varies from 50 to 50.5 Hz. When At = 80 x 10~ second,
the corresponding wy to 50 Hz is approximately 0.0251
rad and 50.5 Hz is 0.0254 rad. The controller poles for
the former case are approximately 0.9997 + 50.0251 and
the latter case approximately 0.9997 + 0.0254. Therefore,
there is no need to track the change of the grid frequency
and incorporate it in the resonant controller.

i - - 1
X kitkoz™' ko > | [~
+ TI—2coswgz—T+2z—2 _|_ fes >

Currenf
. Model
1
B8 ke ko + 15 | s
A "l—2coswgz=14+2z=7 ") cs

Fig. 2. Finite Control Set (FCS) resonant current control
in a — (3 frame
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3.2 Outer-loop Controller Design

It is easy to show that the one-step-ahead predictive
controller for the inner-loop system result in a closed-
loop system with a transfer function z~! (Wang and Gan
(2014)).

The same procedure is applied here to obtain the same
result in the o — B reference frame.

With the inner-loop system modeled as one sample of delay
271, the task of designing the resonant controller in the
outer-loop becomes straightforward. Figure 3 illustrates
the outer-loop system for controlling current i, with the
resonant controller and the inner-loop approximated by

the transfer function z~1.

It is clearly seen that the closed-loop system from the
reference signal i} to i, is described by the z-transfer
function

. k1 271 + kngz

1 —2coswaz 4+ 22+ k27l 4 koz2
This is a second order discrete-time system with two
closed-loop poles. Thus, the two coefficients from the reso-

nant controller, k1 and ks, can be uniquely determined by
using the technique of pole-assignment controller design.

T(z) (18)

For simplicity, assuming that the desired closed-loops are
identical, denoted as 0 < A < 1, the desired closed-loop
polynomial for the discrete system is given by

(1—=Xz"H)2=1—2x2"1 4 N2z 2

By comparing the desired closed-loop polynomial with the
actual closed-loop polynomial given by the denominator of
(18), we obtain the following equalities:

k1 —2coswg = —2\
ko +1= )\2

These equalities lead to the solutions for the gains of the
resonant controller where

k1 = 2coswg — 2 (19)
ka =X\ —1 (20)

The performance tuning parameter for the resonant FCS
controller is the location of the pair of desired discrete
closed-loop poles 0 < A < 1. This parameter is selected
in the design to reflect the closed-loop bandwidth of the
control system, depending on the quality of the current
model and current sensor noise level. A smaller \ cor-
responds to faster closed-loop response for the resonant
FCS control system, which on the other hand, it may cause
noise amplification and the resulted closed-loop system less
robust.

o ki+koz "t _1 Lo
1—2coswgz—1+4+2z—2

Y
I\
Y

Fig. 3. Outer-loop system with inner-loop approximated
by a sample of time delay
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If one wishes to use the closed-loop performance specifi-
cation in continuous-time that closely corresponds to the
underlying physical system, then the desired closed-loop
polynomial is chosen as s+ 2wy, s+w?. For £ = 0.707, the
pair of continuous-time complex poles are s 2 = —fw, +
Jwn/1 — £2. With a sampling interval At, the pair of poles
are converted from continuous-time to discrete-time via
the following relationships:

— e—fwnAt+jwn 1—-€2A¢t

21

= e*f’w”Atfjwn 1-£2At

22
When the desired closed-loop poles are selected this way,
the coefficients of the resonant controller are found by
comparing the desired closed-loop polynomial with the
actual closed-loop polynomial given by the denominator
in (18):

ky = 2coswg — 2e 8 A cos(wy, \/@At)
kQ — e_sz"At _ 1

(21)
(22)

where w,, is the desired bandwidth for the closed-loop
current control system specified in the continuous-time.

3.8 Resonant FCS Control System

The control system shown in Figure 2 is the resonant
control system without the constraints of using the finite
control set in the o —  frame. The resonant control
algorithm for using the finite control set is an extension
of the unconstrained control case. We will first summarize
the algorithm, followed by its derivation.

To derive how the control signals are chosen in the presence
of constraints, we will resort to the solution via predictive
control. Using Euler discretization method, the difference
equations of currents i, and ig at the sampling time ¢; can
be described as:

Ry . At 1
P - (1= A . -
ia(t; + At) ( I At)ig (t;) I Ve (ti) + I At e,
(23)
ig(ti + At) = (1-— %At)ig(ti) — %vg(ti) + LiAt e
S S S (24)

Because there is no interaction between the variables in
the a — f reference frame, for simplicity, the prediction
for i, is considered only, and the results will be naturally
extended to the variable ig.

Define the operator D(z71) as

D(z7') =1—2coswgz ' 4 272
with 271 as the backward shift operator z=1f(t;) = f(t; —
At). Applying the operator D(z7!) to both sides of (23)
yields

it + At)® = (1 — %At)z’a(ms — %fva(ti)s (25)
where

io(ti + At)° =D (27 Vig(t; + At) (26)

i (ti)* =D(z7)ia(t:) (27)

va(ti)® =D (27" )va(t:) (28)

The variables i,(t;)° and v,(t;)° are the filtered current
and voltage signals with the denominator of the resonant
controller.



19th IFAC World Congress
Cape Town, South Africa. August 24-29, 2014

Algorithm 1

The resonant FCS control signals in the o — 8 reference
frame at sampling time t;, v, (t;) and vg(t;), are found
by finding the minimum of the objective function J with
respect to the index k,

At? A At?
J = Ty alt)* = va(t) ™) + 75

S

(v3(t)" — va(t)?")?

where the values of v, (¢;)* and vs(t;)* (k=0,1,2,...,6)
are given by the finite control set,

1 1 1 1
- 1 = z

2 2 |2y,
V3 V3|37
2 2
and the signals v, (t;)°P* and vg(t;)°P! are computed iter-
atively using the following equations:
Vo (t)°P! = 2 coswque (t; — At)°P
— Vg (t; — 2At)°P 4 3P (t,)
VP () = Kol (ia(t)* — ia(ts)
+ ko(ia(t; — A)* —in(t; — At))
— (ia(t;) — 2coswyin(t; — At) +iq(t; — 2At))]
vg ()" = 2 coswqvp(t; — At)°P!
— vp(t; — 288)P" + v (t;)
U5 (1) = Kok (i (1) — ia(t:)
+ kQ(Zg(t - At)* — iﬁ(t — At))
— (ig(t;) — 2 coswqig(t; — At) +ig(t; — 2At))]
The feedback control gains used in the computation are
defined as:
oo = Kjew = 22(1= 200
k1 =2coswg — 2\
ko =A% —1
0 < XA < 1 is the desired closed-loop pole location for the
current control system.

When the operator D(z
obtain the result that

D(z ) sin(wt(t;)) =0 (29)
By assuming that the grid frequency w as a constant (say
in prefect grid condition), the last term of (23) vanishes
when the operator D(z71) is applied to it.

1) is applied to sin(wt(t;)), we

To include the resonant action into the controller, the
weighted current errors e%(¢;) = ki(ia(ti)* — ia(t;)) +
ko(ia(t; — AL)* — i0(t; At)) is chosen as the steady-
state of the i,(t;)®, where k1 and ko are calculated as
in Algorithm 1. The steady-state of v, (¢;)® is chosen to
be zero. Subtracting the steady-state from the model (25)
gives:

ia(t; + At)® — €l (t;)
At
7110(251‘)5

RS . s e
== g Aa(t)" — ea(t) - 7

After applying the same procedure to the S-axis current,
we obtain the formulation for the ig variable as

Zg(tl + At)s — Cg(ti)
At

= (1= 2 A0(ia(t)° ~ e5(8)) = T vslt)’

(30)

(31)
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where e(t;)
At)).

The control objective is to minimize the error function J,
where

= ki (ip(ti)" —ip(ti)) +ha(ip(ti—Al)" —ip(ti—

5 [ialts+ A =5 (1) } T {ia(ti + A —

€q
iﬁ(ti + At)s - eﬁ(ti) iB(ti + At)s - eg(ti)

which is to regulate the filtered current signals io(ti+AL)°,
ip(ti + At)® to be as close as possible to e, (¢;) and ef(t;).

By substituting (30) and (31) into (32), it can be shown
that the optimal solutions of v, (¢;)° and vg(t;)® that will
minimize the objective function (32) are given by

Va (i) 7" = ke (ed(ti) — ia(ti)®) (33)
Vg ()" = k. (ef(ti) —in(t:)*) (34)
where the feedback controller gains are defined as
Ly R,
kG =k =221 - —At
fes — fes At ( ) (35)

Furthermore, the objective function J can be expressed
via completing squares as

Atz S SO
T = T (alt)" —valt) ")’

+ T (05(8)° = vt

Now, note that v, (t:)*, va(t:)*Pt, vg(t;)®, va(t;)*°P! are
filtered voltage variables. Thus, by definition of the filtered
control signals, the following relationships are true:

(36)

va 1)t = —Lalt)™”
o 1 —2coswgz—t + 272
op(tr = — oo
; =

1 —2coswgz—1 + 272

which leads to the expressions of v, ;)" and vg(t;)*P*
in an iterative manner:

V(1) 5%P! = 04, (£;)°P" — 2 cos wavg (t; — At)%P!
+ va(t; — 2At)°P (37)
vp(t;)*Pt = vg(t;)°P" — 2 coswaup(t; — At)P!
+vg(t; — 2At)°P (38)

By calculating the actual filtered control signals using the
same past optimal control signal states, we obtain
Va(ti)® = va(t;) — 2coswave (t; — At)P! + v, (t; — 2A¢)°P
(39)
vg(ti)® = va(ti) — 2coswavg(t; — At)°P" + vg(t; — 2At)°P"
(40)
By substituting the filtered variables (37)-(40) into the
objective function (36), it becomes
At? o At? o
S (alts) = valt) ) + - (v (k) — v () )’
(41)
With the finite control set, the derived objective function
here is identical to the one used in the Algorithm 1.
This completes the derivation of the resonant FCS control
algorithm.

J:

It is emphasized that the resonant FCS control algorithm 1
used the past optimal control signal states (v, (t; — At)°Pt,
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va(ti — 2At)°PY) together with the current (v, (t;)) to
predict the filtered v, (¢;)*. If the past implemented control
signal states (vo(t; — At), vo(t; — 2At)) were used in the
prediction, then it could result in accumulated errors from
the finite control set and lead to steady-state errors in the
resonant FCS control system.

4. EXPERIMENTAL RESULTS

Laboratory prototype of three-phase boost rectifier is used
to validate the control design as discussed in the previous
section. In the experimental set-up, the system parameters
are Voo = 30V, L, = 6.3mH, Cy. = 296uF and Rjyqq =
20€2. The desired closed-loop pole location A is chosen as
0.95 for resonant FCS.

4.1 Comparison study with and without resonant controller

To illustrate the performance of the resonant FCS pre-
dictive control, a comparison study is done between the
original FCS and the resonant FCS in response to step
change on i4 current from 3A to 5A. The experimental
results shown in Fig. 4 are the iq and ¢, currents of the
original FCS and the resonant FCS in the synchronous
reference frame. It is shown that the original FCS had a
clear steady-state error and responded to a step change in
0.9 milliseconds, whereas the resonant FCS did not have
a steady-state error. It took about 1.85 milliseconds for ¢4
current to reach the new reference value and 4 millisecond
for ¢y current to return to zero. The response time of the
resonant FCS can be tuned by changing the A which is the
closed-loop pole value of the controller. The original FCS
controller had a mean value of 3.3129A and 5.2666A for
the set point 3A and 5A respectively, while resonant FCS
controller had a mean value of 3.0008A and 4.9611A.

iy (A)

Time (sec) Time (sec)

z WMMWWM < MWWM
- 842 1845 18.455 972 9.725

T e Jaam e e R 7 ems T werm w7
Time (sec)

™ rime (sec)
(a) Original FCS (b) Resonant FCS

Fig. 4. iq and ¢, currents of FCS and Resonant FCS in
response to step change from 3A to H5A.

Fig. 5 shows the experimental results in stationary refer-
ence frame. It is seen from the figure that original FCS
had a clearly steady-state error at peak and trough of
the sinusoidal waveform, while resonant FCS tracked the
reference without steady-state error.

5. CONCLUSION

This paper has investigated the design and implementation
of a finite control set predictive control for a two level
power converter. Specifically, the proposed approach in-
cluded a discrete-time resonant controller in the algorithm
to eliminate the sinusoidal error. Experimental results
verified that the design algorithm and implementation are
efficacious.
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i, (A)

H::?"‘\\ /\\\ J ::: = \v/

CRTY T
Time (sec)

/\*/\

1842 1842t 1843 18435 1844 18448 1842 18.455 872 197z 1em 1972 19.74
Time (sec) Time (sec)
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(a) Original FCS (b) Resonant FCS

Fig. 5. iq and ig currents of FCS and Resonant FCS in
response to step change from 3A to 5A.
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