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Abstract: The paper deals with state estimation of nonlinear stochastic dynamic systems. Various un-
scented Kalman filter (UKF) algorithms are analyzed with the focus on computation and transformation
of the o -points for the purpose of update of state estimate moments. An algorithm of the pure propagation
UKF is developed transforming the initial o-point set forward in time without necessity of its re-
computation as is usual in classical UKF algorithms. Such direct transformation of the o -points keeps
higher order moments of the o-point set and leads consequently to an increased accuracy of the state
estimate. The proposed pure propagation unscented Kalman filter is illustrated in a numerical example.
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1. INTRODUCTION

State estimation of stochastic dynamic discrete-time systems is
an essential tool for many traditional areas such as navigation,
tracking, positioning, change detection and optimal control.

The system is characterized by a state, which is an underlying,
usually immeasurable variable describing the system. The state
is observed through a measurement and both exhibit uncertain
behavior. Hence, the description of the system, consisting of a
state dynamics and a measurement-to-state relation, is stochas-
tic. As the state is random, the complete description of its esti-
mate, given the measurements, is represented by a conditional
probability density function (PDF). An estimate of such form is
provided by the Bayesian recursive relations (BRRs).

In many situations, point estimates, such as the conditional
mean of the state, are sufficient. Obtaining the point estimates
by first calculating the PDF is cumbersome as usually the BRRs
are intractable and their approximate solutions are largely com-
putationally expensive (Arulampalam et al., 2002).

Another approach to obtain a point estimate of the state is rep-
resented by an optimization of a suitable criterion, such as the
mean square error (MSE). Rapid development of this approach
is tied with the design of the Kalman filter (KF) (Kalman,
1960) which was proposed as an optimal state estimator for
linear systems minimizing the MSE criterion. Consequently,
many other filtering techniques following the Kalman filtering
framework have been proposed usually with the aim to relax
the linearity assumptions of the KF. With a few exceptions the
techniques provide an approximate solution only.

Some techniques proceed from an approximation of the non-
linear model (e.g., the extended Kalman filter, difference fil-
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ters, stochastic regression filters (§imandl and Dunik, 2009;
Ngrgaard et al., 2000; Ito and Xiong, 2000; Sarmavuori and
Sarkka, 2012)), others from approximate computation of the
predictive and filtering state estimates, i.e., the conditional
means and covariance matrices appearing in the Kalman fil-
tering framework (quadrature filter (Jia et al., 2011), cubature
filter (Arasaratnam and Haykin, 2009), unscented Kalman filter
(UKF) (Julier et al., 2000; Dunik et al., 2012)).

The latter group of filters approximate the state estimate by a
set of o-points. The set is usually designed to capture the first
two moments of the state estimate. In spite of capability of the
set of storing information also about higher order moments,
this information is discarded by the filter. The cause is a step
performed once or twice at each time instant, which recomputes
the set to update its moment (Kolas et al., 2009). As a result,
only the first two moments of the state estimate are kept.

The goal of the paper is to develop a new UKF based filter
with a o-point set keeping higher order moments across time
instants. This behavior will be enabled by replacing the mod-
ifications of moments by direct modifications of the o -points.
Hence, the filter will consist mainly of the o -point propagation.

The paper is organized as follows: system specification, state
estimation and the UKF will be introduced in Section 2. A
technique for a direct modification of the o-points to expand
their covariance matrix will be proposed in Section 3 and
the new filter will be introduced in Section 4. In Section 5
a numerical illustration of the new filter will be given and
concluding remarks are drawn in Section 6.

2. STATE ESTIMATION AND UKF
2.1 System Specification and State Estimation

Consider the discrete-time nonlinear stochastic system
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X1 =H(x) +we, £=0,1,2,..., (D
g =he(xp) +vi, k=0,1,2,..., 2

where the variables x; € R"* and z; € R’ represent the state
and the measurement at time instant &, respectively, f; : R —
R"™ and h; : R™ — R": are known nonlinear functions,
and wi, wi € R™ and v, vy € R": are zero-mean state and
measurement white noises with known covariance matrices X’
and X7, respectively. The noises are assumed to be mutually
independent and independent of the initial state xo given by its
mean X and covariance matrix Py*.

State estimation based on MSE optimization leads to the esti-
mate X being the conditional mean

K = Elxe|zk]

which is usually analytically intractable. The symbol z€ denotes
a set of all measurements up to the time k, 5 = (29,21, ...7).

To cope with the intractability, the estimator structure is often
constrained to be a linear function of the measurement. For
linear systems, the MSE optimization with the constraint leads
to the KF. For nonlinear systems a further approximation is
required. Either approximation of the nonlinear functions in
the system description or approximation of the state estimate
description (e.g., by a set of weighted points as in the unscented
transform (UT) (Julier et al., 2000; Dunik et al., 2012) or
using integration rules (Ito and Xiong, 2000; Jia et al., 2011;
Arasaratnam and Haykin, 2009)) are convenient.

2.2 Unscented Kalman Filter

The structure of the UKF algorithm for the system described
by (1) and (2) is summarized by Algorithm 1 (Julier et al.,
2000; Simandl and Dunik, 2009). For convenient purposes, the
following notation will be used: X% = [X¢, x4+ ..., x"],
1,x» and 0, represent matrices of ones and zeros, respec-
tively, of indicated dimension and \/ﬁ, denotes a matrix de-

composition of P such that P = \/I_)«/ﬁT

Further, suppose two sets of o-points X2 Y02%x are given

together with a set of weights W%, Then, approximate
calculation of the mean based on the o -point sets given by

2ny L

X = WX 3)

1=
will be further denoted by expression X = 0 —MEAN(W, X).
Approximate calculation of a mutual covariance based on the
o -point sets given by the relation

P = 3wl d -y - )T @

where & = 0 —MEAN(W, %) and § = 0 —MEAN(W, ¥), will
be further denoted as P*Y = o —COV(W, X, Y).

Algorithm 1: Unscented Kalman Filter

Step 1: (initialization) Set the time instant k = 0.

Step 2: (prediction)
If k = 0, let Xoj—1 = E[X¢] = Xo, P6|x71 = cov[xo] = Pj".
If £ > 0, calculate the o -points

xgjﬁ,] = &k—l\k—lllxb +c I:Onxxlv \/P/]\g”k,] > _\/P;éf”k,]J
o)

le

combine

moments -
(15-16) Xk |k

P

E fi1
—_—
i/\»mq M

Proijk-1

update
> ?:_29’\)'1 2nd moment
©)

A

update
moments
(13)

Fig. 1. Block scheme of the UKF algorithm.
with corresponding weights
WO = i g 3l ©)

ny+K
where b = 2n, + 1 is the number of o-points and ¢ =
+/nyx + k with « being the scaling factor determined by the user.
Propagate each o -point through the nonlinear function as

D_C;{\kfl =fi— (x;{,“k,l)a Vi, 7
and calculate the state predictive moments as
Xik—1 = 0 —MEAN(W, Xk—1) ®)

qu =0 —COV(W, 9_Ck|k—1, ) 9_Cklk—l) +EL, O

Note that addition of X" | in (9) represents the moment modi-
fication caused by appearance of wy in (1).
Step 3: (filtering) Calculate the o -points

0:2n s |
Xk—1 = Xipk—111xp + ¢ I:Onxxla \/Pm_l, —\/Pﬁ;{_IJ .

(10)
Propagate each o -point through the nonlinear function as
Zi— =M ( X)), Vi (11)
and calculate the measurement predictive moments as
Zk—1 = 0 —MEAN(W, Zjjk—1), (12)
Piii_1 =0 —COV(W, Zyjk—1, Zik-1) + Zy, (13)
Py =0 —COV(W, X1, Zijk—1)- (14)

Note again that (13) represents computation of the second mo-
ment and its modification by adding X;. The filtering estimate
given by the mean and covariance matrix is computed as

Xk = Xik—1 + Ke(zx — Zgje—1),
T
Pk = Py — KiPp_ Ky
where Ky = P (P D7
Let k = k + 1. The algorithm then continues by Step 2.

(15)
(16)

The algorithm is illustrated in Fig. 1, where M2SP and SP2M
denotes moments to a o-point set conversion (such as in (10))
and vice-versa (such as in (12-14), respectively. It is evident
that the o-points are generated at each time instant twice, i.e.,
in (5) and (10). Each generation is preceded by a modification
to the moments that are used to generate the new set of o -points
(i.e., (9) in the prediction step and (15) and (16) in the filtering
step) to account for uncertainties of the noises.

Recomputing the o-point set after the modification to the
moments discards any higher order moment from the original
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Fig. 2. Block scheme of the FAUKF algorithm.

o -point set (van der Merwe, 2004). To prevent such disposal of
the third moment information, van der Merwe (2004) proposed
an algorithm of the fully augmented UKF (FAUKEF).

2.3 Fully Augmented UKF

The FAUKEF is based on augmenting the state with variables
representing the state noise wy and the measurement noise as

sz = [xk, wz, VZH]T. The o-points defined as (Ax;'dk)T =

[(Xx;dk)T’ (“’X;{‘k)T, (”X;dk)T]T are generated according to
the mean Aﬁ;(r‘k_l = [f(zlk 10 Oz 1’ OZuxl]T and covariance

matrix PZ‘),“{AX = blkdiag[Py, X', X 1.

Note that the dimension of the augmented state is n, = n, +
ny~+ny. The algorithm of the FAUKF will not be described here
for brevity purposes. Its scheme is depicted in Fig. 2. Note that
although the FAUKEF requires only a single generation of the o -
points, at the end of each time step the o -points are transformed
to filtering moments.

2.4 Fully Augmented UKF with reformulated correction step

The FAUKEF algorithm has been modified by Kolas et al. (2009)
to improve numerical behavior and allow flexible constraint
handling. The FAUKF with reformulated correction step is de-
scribed by Algorithm 2 and illustrated in Fig. 3. For simplifica-
tion purposes, the initialization step will be omitted henceforth.

Algorithm 2: Fully Augmented Unscented Kalman Filter with
reformulated correction step

Step 1: (prediction) Calculate the o -points

A xo 2n,

k1ik—1 =Xk—1lk—111xb

+L|: "aXl’\/Pk k-1 \/Pk 1jk— 1} )

with corresponding weights
(AW, AW = e 5, B, (18)

where b = 2n, + 1 and ¢ = /n, + . Propagate each o -point
through f;_; as

Xt = 1 X))+ Xy, Vi (19)

and calculate the state predictive moments as
Rpjk—1 = 0 —MEAN(*'W, Xy—1), (20)
Pl =0 —COV(*W, X1, Xape—1). (21

\
h
|
h
h
@ ikM
Py

1 1 update
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Re—11k—1 (19) (26)
P11
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(22)
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i i
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Fig. 3. Block scheme of the FAUKF algorithm with reformu-
lated correction step.

Step 2: (filtering) Propagate each o -point through hy, as

Z;‘c\kfl = hk(qukfl) +* x;-cfl\kfl’Vi (22)
and calculate the measurement predictive moments as
k-1 = o —MEAN(* W, Zyi 1), (23)
Pl = =0 —COV(*'W, Zy—1, Zrjk—1), 24)
Pl 1 =0 —COV(*W, Xijk—1, Zrp—1)- (25)
The filtering o -points are computed according to
Xk = X1 + K@ — Ziy_ ), (26)

where K; = P;(‘lzk I(Pifk D7 !, The filtering mean and covari-
ance matrix are computed by

Kejk = 0 —MEAN(* W, X1 p),
Pk = o —COV(*AW, Xk, Xkk),

27)
(28)

As can be seen, transformation of the updated o -points to the
moments is still inevitable to prevent an increase of the number
of the o -points (note that there are n, o -points after the filtering
step). Hence the high order moments are again discarded.

Based on the above algorithms, the goal of the paper is to
develop a UKF-based algorithm that allows propagation of the
o-points while keeping the higher order moment information.
Keeping the higher order moments should lead to more precise
first two moments and thus to increased accuracy.

As the algorithm will not augment the state (to keep the number
of o-points constant), it is necessary to design a technique that
will modify the o-point set to increase its covariance given
by the contribution of the state and measurement noises. Such
technique is a cornerstone of the proposed algorithm and will be
adopted in moment update steps in (9) and (16) of Algorithm 1.

3. SIGMA POINTS COVARIANCE INCREASE

The technique to increase covariance of the o -point set by their
direct modification is based on the following theorem:

Theorem 1. Given a set of o-points X eR™, i=0,...2n,,
their weights WO2ne — m[K, %, el %] for which
o —MEAN(W, X) =X (29)
ic—COV(W, X, X) = (30)

holds, let U € R *"x be a solution to the continuous Riccati
equation

20UT + UXT + XUT = 2(n, +4)Q, (31
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where X = X17x — o¢nx+1:21x Thep

o —MEAN(W, X + U) = % (32)
c—COV(W, X + U, X+ U =P +Q, (33)
holds with
0nx><l i=0
U = { Ue i=1,...,ny (34)
—Uei_,, i=ny+1,...,2n,,

where e; is the i-th column of I, .

The proof can be found in Appendix A.

Based on the theorem, the o -points can be modified to increase
their covariance matrix by solving the Riccati equation and
modifying each o-point X' by adding U’. Further, this tech-
nique will be referred to as SPCI (o -point covariance increase).

Note that the increase of covariance of the o-point set by their
modification is not unique and the SPCI technique is just a
simple and computationally efficient way.

4. PURE PROPAGATION UKF

Now, having the SPCI technique at disposal, it is possible to
replace relations (8—10) of the UKF by a direct modification of
the o -points. Such procedure will not discard higher order mo-
ments of the original o -point set ! . Hence, having the filtering
o -points x;’{l «» the predictive o -points can be obtained by

x2|k—l = fk(x;c—l\k_l) + U,

where the corrections U’ are obtained by the SPCI technique
withQ = X°.

Further, following the idea of the FAUKF with reformulated
correction step, in the filtering step it is possible to use (15) to
modify the o-points directly instead modifying the moments by
(15) and (16). So when using the relation

x;c\k = x;dk—l + Ky (z — Z;;|k_1)’ (36)
it holds that the mean of the o -points is (Kolas et al., 2009)

(35)

0 —MEAN(Wx ik, Xxk) = Xk (37
However, the covariance matrix of the o-points equals to
0 —COV( Wik, Xk, Xkjk) = Piﬁ( — Ky Z;{}Kk. (38)

To correct the filtering covariance matrix of the o-points to
be P}(‘f}(, the SPCI technique must be used again with Q =

KT ZVK.

Now, having all the prerequisites, it is possible to specify the
algorithm of the UKF which preserves the o -points representa-
tion of the state estimate for all time instants. As the algorithm
is based on o -point propagation only, it will be referred to as
the pure propagation unscented Kalman filter (PPUKF).

Algorithm 3: Pure Propagation Unscented Kalman Filter

Step 1: (initialization) Set the time instant k = 0.
Step 2: (prediction)

1 Note that the higher order moments might be affected by the way how the
SPCI is implemented as the proposed SPCI is not a unique solution of the o -
points modification problem

! i update
—_— | o-points
Xk—11k—1 (41) (42)

43)

update 1’;‘ Ik
moments kik
45)

Fig. 4. Block scheme of the PPUKF algorithm.

Ifk =0, let )A(()|_1 = E[x¢] = X0, PS\X—I = cov[xp] = PSX
and calculate the o -points

xgiz_"lx =Xg—11ixp +¢ [Onxxlv \/ﬁ’ _\/ﬁ] &9

with corresponding weights
WO = e, 5,0 5] (40)

where b = 2n, +1 is the number of o-points and ¢ = /nyx + k.
If k > 0, propagate each o -point through f;_ as

xi\k—l = fk—l(xi—uk—l)w

4D
and calculate the corrections u;dk— | of the o-points by the
SPCI technique with X' = D_Cj;lk_l and Q = X}”. The
predictive o -points are given as

Kie—1 = Xe—1 T Upp—r = T (X_yp—) + Uy (42)
Step 3: (filtering) Propagate each o -point through hy, as

Ziy = (Xj_y). Vi (43)
and calculate the measurement predictive moments as
iklkfl = o0 —MEAN('W, Zyk-1), (44)
Piii_1 =0 —COV(W, Zyj—1, Zkk—1) + Xy, (45)
Pilzk_l =0—COV(W, Xklk—1, Zkjk—1)- (46)
Propagate the predictive o -points through the relation
Xk = Xt + Ku(mi — Ziy_y) A7)

and calculate the corrections ‘u};‘ ¢ of the o-points by the SPCI
technique with X! = D_C;q and Q = KEZ};K;{. The filtering
o-points are given as

X = Kigre + Uik (48)
The state estimate Xy x can computed as
Xk = 0 —MEAN(W, Xk). (49)

Note that if requested, any higher order moment can be calcu-
lated using the o -points X}(l « and weights ‘W',
Let k = k + 1. The algorithm then continues by Step 2.

As can be seen, the PPUKF propagates the o -points of the state,
without any re-computation of the o -points based on moments.
Block scheme of the PPUKF algorithm is depicted in Fig. 4.

5. NUMERICAL ILLUSTRATION

The newly proposed PPUKF will be illustrated in an example
dealing with bearings-only tracking (Ristic et al., 2004). The
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target follows a course of —140° starting 12 km away from the
platform at a constant speed of 4 knots. The platform follows
a course of 140° at a constant speed of 5Sknots and at k = 13
executes a maneuver to reach a new course of 18°. The initial
positions are [12km, 2km] for the target and [0, O] for the
platform. The model was simulated for 40 minutes and the
geometry of the motion is depicted in Fig. 5. For the estimation

7

[ 1 | = = = target
s II platform
2 . . . . . .

[ 2 4 6 8 10 12

Fig. 5. Simulation scenario.

. . . A . . 0T
purposes, the object state is given by xx = [xk, Yk, Xk, Ykl
(i.e. it consists of the positions and velocities in the x and y
directions and evolves according to the continuous white noise
acceleration motion model

10T 0 0.5T7% 0
010T 2

Xip+1 = 0010 Xt — Viky1 + ;)" O'SOT W,
000 1 0 T

where 7 = 1min is the sampling interval, Vi x4 is a vector
of deterministic inputs accounting for the effect of the platform
acceleration (Ristic et al., 2004), and the covariance matrix of
the state noise is X% = 1.6 x 10_612x2km2/s4.

The object is observed from a platform, which provides the
measurement z; at time k given by the angle from the platform
to the object. Suppose that at time k the platform is located at
coordinates [x1, % ], then the measurement z is given by

Xk — x,‘f
7 = arctan ————5 + vk,
Yk — Y

where the variance of the measurement noise is £V = (1.5°)2.

Four filters were tested: UKF, FAUKF, FAUKF with refor-
mulated correction step (FAUKF-RCS), and PPUKF using
N = 10> Monte Carlo (MC) runs. They were initialized ac-
cording to Ristic et al. (2004) with initial range r, p(r) =
N{r; +/122 422,42} and speed s, p(s) = N{s; 5, (2-0.03)%},
where 5 is true speed.

Their performance was compared using the root mean square
error (RMSE) defined as

N . .
RMSE] = \/ ¥ D, Gi—x)?

for the x position error, where x,’; and )2,’( denote true and
estimated target positions at the i-th MC run. The RMSE for
the ¢ direction is calculated analogically to (50). The RMSEs
for both coordinates are depicted in Fig 6. Performance of
the filters was also compared using the average normalized

(50)

estimation error squared (ANEES) measure defined as (Li and
Zhao, 2006)

N o o
ANEES; = n)+N Zi:l ((xj( - x;()T(P;dk) 'xt — X;()) ,

where P};‘ « denotes the filtering covariance matrix provided

by the filters in i-the MC simulation. The ANEES values are
depicted in Fig 7. The results indicate that the PPUKF achieves

UKF

sl Se O FAUKF
s e - = =FAUKF-RGS
By
22
&
n
oles
0 5 10 15 20 25 30 35 40
k
1 :
UKF
08} O FAUKF
& - - - FAUKF-RGS
Sosp S —— PPUKF
<
= o04f ]
~ °s%° b
0.2f 96008 1
0 ‘ ‘ ‘ ‘ ‘ ‘ ‘
0 5 10 15 20 25 30 35 40

Fig. 6. RMSE for position estimates versus time for the UKF,
FAUKF, FAUKF-RCS and PPUKFE.

150

UKF e

®
O FAUKF P°° \2
- = = FAUKF-RCS 09 ®
PPUKF ' b
(]

ANFEES;

Fig. 7. ANEES versus time for the UKF, FAUKF, FAUKF-RCS
and PPUKF.

the lowest RMSE which is caused by propagation of the o-
points without their re-computation based on moments. This
leads to preservation of higher order moments and consequently
to an increased precision of the mean. This is confirmed by the
ANEES which evaluates not only the error of the state estimate
but also the covariance matrix produced by the filter.

Note that the RMSE increase in k € (0, 13) is given by a low
observability of the state. A change of the object position in this
period is reflected in the measurement negligibly.

To illustrate preservation of the higher-order moments, esti-
mates of the third central moment of the state were computed
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Table 1. Computational costs of a single step of the
filters.

|| UKF
Time [msec] H 0.26

FAUKF FAUKF-RCS PPUKF
0.30 0.33 2.00

(further denoted as M,f’;{x’i and representing a column of third

moments of individual state variables at the ith MC run) and an
average of their absolute values sum over the MC runs given by

N .
1 Z ,
M3,k =N i=1 11><11X|M1§|);CXIL
is depicted in Fig 8. From the figure it follows that the PPUKF

UKF
O FAUKF
- = = FAUKF-RCS]
—— PPUKF

Fig. 8. Average of sum of third moments of state variables ver-
sus time for the UKF, FAUKF, FAUKF-RCS and PPUKF.

is capable of capturing third order moment of the state better
than the FAUKF-RCS which recomputes the o-points at each
time instant. The UKF and FAUKF provide only recomputed
filtering o -points, hence their third moment is zero.

Computational costs of a time step are given in Table 1. The
increased costs of the PPUKEF result from the Riccati equation
solved in the SPCI technique.

6. CONCLUDING REMARKS

The paper dealt with state estimation of nonlinear stochastic
systems with the focus on the UKF. A new UKF-based filter
with pure propagation of the o -points has been proposed. The
proposed algorithm completely eliminates re-computation of
the o-points executed in classical UKF algorithms for the
purpose of correction of the moments. To this end a new
technique for a direct modification of the o-points has been
developed. The results of a bearings-only tracking example
indicate increased estimate quality of the proposed PPUKF at
the cost of higher computational costs caused mainly by the
proposed technique for direct modification of the o-points.
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Appendix A. PROOF OF LEMMA 1

Proof of the first part (32):
S i = Y w4 Y i
i=0 i=0 i=0
R 2ny L R 2ny Lo
=%+ ) WU =+ W0+ ) WU
Ny . 2ny .

% 1 . lLo_ . — <
=%+ " WU+ W(-Ueiy) =%
Proof of the second part (33): For convenient purposes define

X! 2 X! —%and o = 2(nyx + «). Then
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+U(x1:nx _ xnx+1:2nX)T + 2UUT) —
P+ L(UXT + XUT +20U") =P + LaQ =P +Q
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