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Abstract: This paper focus on dynamic visual seroving of a cable-driven soft robotic manipulator system. 
The soft robotic manipulator has no rigid structure. Based on Lagrange mechanics, kinetic energy, elastic 
potential energy and gravitational potential energy of each segment are analyzed, thus general dynamic 
equation of the soft robotic manipulator is obtained. On this basis, a depth-independent image Jacobian 
matrix is presented and an image-based visual servo controller is designed. Applied by adaptive algorithm, 
the controller could estimate unknown 3D feature positions online, and Lyapunov method is involved to 
prove the stability of the system. Experiments are conducted to demonstrate reasonableness and validity of 
dynamic model of the soft robotic manipulator and image-based adaptive visual servo controller. 

 

1. INTRODUCTION 

The soft robot is inspired by nature. Through the observation 
and research on the mammalian tongue, elephant nose, 
octopus tentacles, researchers found that biological could 
change their shapes and sizes to suit different environments 
and tasks. These physiology and movement mechanisms are 
used for design and development of robots. Different from 
traditional rigid robots, discrete high-redundant robots and 
hard continuum robot, soft robots are usually made of elastic 
material, with an infinite number of degrees of freedom, and 
thus has an advantage of safety and flexibility over other 
types of robots (Trivedi et al). It can perform complex motion 
in crowded and restricted environment, which makes it 
particularly suitable for rescue task (Wolf et al), minimally 
invasive surgery (Simaan et al) or other fields. Although soft 
robot exhibits many advantages, there are still some technical 
problems, limiting its practical application. Two most 
prominent points are establishing accurate kinematic and 
dynamic models, and achieving precise motion control.  

Kinematics and dynamics models are important for 
trajectory planning and motion control of a soft robot. In 
dynamic modeling, Webster, et. al proposed mechanics 
modeling methods and energy minimization modeling 
methods based on the theory of elasticity and Cosserat rod. 
However none of the above methods were specifically 
addressed and compared. Tatlicioglu et al established a 
dynamic model for a continuous planar manipulator, and 
added gravitational potential energy term and elastic potential 
energy term in this model so that the model is consistent with 
the actual behaviour of the robot arm. However, the model 
does not apply to three-dimensional space motion control. 
Trivedi et. al Established a model for pneumatic manipulator 
based on Cosserat rod theory by taking the nonlinearity in 
material, distributed load weight and other factors into 
account. However Cosserat rod theory requires strict 

conditions that not all soft robot can meet. Zheng et al built a 
three-dimensional dynamic model with four vertical and four 
horizontal muscles by presenting muscles by distributed 
elastic force and the damping force. The method based on the 
force balance often contains many equations, which increases 
the difficulty of calculations. 

Because it is difficult to establish precise kinematic and 
dynamic models, information provided by the sensors are 
necessary in order to realize the soft robot's motion control. 
While visual information is undoubtedly the most common 
used. In visual servo, an important issue need to be addressed 
is to calculate the depths of the feature points which is 
unknown in uncalibrated case. At present, stereo vision 
method (Deng et al) and homography method (Hu et al), are 
widely used to estimate the image Jacobian matrix (Hosada et 
al)  or depth. In our earlier work (Liu et al, Wang et al (2008, 
2012)), visual servoing method is proposed based on the 
depth-independent image Jacobian. Currently, there is few 
literature about using visual servo methods to achieve 
accurate position control of soft robot. We (Wang et al (2013)) 
developed the first visual servo controller for soft robot. 
However, this method is based on kinematics only. 
Neglecting dynamics will decrease the performance of the 
system or even make the system unstable. 

This paper designs a cable driven soft robot manipulator 
system. Lagrange method is used to analyze the kinetic and 
potential energy, then the dynamic model is established. On 
this basis, we propose an adaptive image-based visual servo 
controller. The proposed controller can achieve precise 
position control of the soft robot when the feature point 
position is unknown. Lyapunov method is applied to prove 
the asymptotic stability of the system. Finally, the 
experiments conducted on a soft robot manipulator 
demonstrate the effectiveness of dynamics-based adaptive 
visual servo controller. 
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2. DYNAMIC MODELING OF THE SOFT ROBOT 
MANIPULATOR 

 

As shown in Fig.1, the soft robotic manipulator developed in 
our laboratory is made of silicone rubber and has no rigid 
structure inside. Inspired by octopus tentacle, the current 
prototype is cone-shaped, and 300mm in length, 8mm and 
30mm in diameters of the tip plane and the base plane 
respectively. An endoscope camera is embedded along the 
center axis to provide visual feedback for the robot. 4 cables 
are uniform distributed near the outer surface of the 
manipulator with 90°respect to each other. One side of the 
cables is tied to a small ring embedded in the tip, and the 
other side is coined around pulleys.  

Let q  be the length variables of 4 cables in the actuation 

space and p  be the position and orientation of the end-

effector in the task space. The configuration of the soft 
robotic manipulator is expressed by the virtual joint variables 

, , r  . Specifically,   denotes the angle between the 

bending plane and the positive direction of x axis,   and r  
denote the curvature angle and curvature radius of the 
bending plane respectively. 

The soft robotic manipulator is cone-shaped, thus the central 
axis varies in curvature according to the radius of transverse 
section. To simplify the solving procedure, the piecewise 
constant curvature hypothesis is introduced, that is, evenly 
dividing the whole body of the soft robotic manipulator into n 
segments, and each segment can be treated as a cylinder that 
the radius of the upper section is equal to the one of the lower 
section. Fig.2 illustrates the i-th segment of the soft robotic 
manipulator. 

The radius of transverse section of the soft robot manipulator 
is variant. However when the number of segments tends to 
infinity, each segment can be approximated as a thin disk 
with the constant radius for the cross-section. As the short 
dashed line shows in Figure 3. Let 1R  and 2R  be the radii of 

the base plane and tip plane, where 2 1R R , the radius of 

transverse section of the i-th segment iR  can be represented 

as: 

 2 1 2i

i
R R R R

n
     (1)  

Let L  be the initial length of 4 cables and 1 2 3 4, , ,q q q q  be the 

length variables of 4 cables The virtual joint variables of the 
i-th segment ,i i   can be written as following form (For 

detail analysis of Kinematics, please refer to our earlier work 
Wang et al (2013): 
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Fig.1 The cable-driven soft robotic manipulator. 
 

 
Fig.2 The i-th segment of the soft robotic manipulator. 

 
 

Fig.3 i-th segment which is treated as a thin disk 
 

The centroid coordinates of the i-th segment in the base 
frame could be calculated by Kinematics 
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 , ,i i ix y z  could be transformed as： 

1cosix l f                                    
1siniy l f                                    

2iz lf                               （5） 
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Let   denotes the current density of the soft robot 

manipulator, l  denotes the current length of the center arc. 
Then the total mass of the soft robot arm can be presented as 
follows cumulative form, and could be converted to integral 
form as 
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where 
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The mass of the i-th segment could be obtained: 
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For the i-th segment, the cross-sectional radius of the disk 

iR  is much larger than the height of the disc 
l

n
, and the 

moment of inertia iJ  can be expressed as: 
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The rotation angel i  of the i-th segment is 
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The kinetic energy of the i-th segment it  is generated due to 

the translational and rotational motion of the disc and it could 
be written as follows 

 2 2 2 21 1
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For the soft robot manipulator, its potential energy contains 
not only the gravitational potential energy, but also the elastic 
potential energy. It can be interpreted as the energy reserved 
when the soft robot manipulator is in a compressed or 
stretched state due to the four cables' length change. By the 

definition, the elastic potential energy of the i-th segment eiu  

can be expressed as: 
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Where E  is the Young’s modulus, and its value depends on 
the material characteristics. 

The gravitational potential energy  giu  of the i-th segment 

can be expressed as 
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The total kinetic energy T and potential energy U of the soft 
robot manipulator could be calculated by integration of the 

kinetic energy it , the elastic potential energy eiu  and 

gravitational potential energy giu  of the i-th segment. Then, 

substitute them into the Lagrange equation: 

       i
i i i
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dt q q q


   
      

 (19) 

where 1, 2,3, 4i  , iq  is length changes of the 4 cables. iq  is 

the rate of change of the length of the 4 cables,    is the 
input forces to pull 4 cables.  The equation (19) could 
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eventually be transformed into the general dynamics equation 
with the following form: 

                   1
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2
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  

  (20) 

where   H q t is the positive-definite inertial matrix. 

    ,C q t q t  is a skew-symmetric matrix. These first three 

terms in equation (20) represent the inertial force, the 
Colioris and centrifugal forces, and the gravitational force 
respectively.  

3. VISUAL SERVOING OF SOFT ROBOT 
MANIPULAOTR 

An eye-in-hand system of the soft robotic manipulator is 

set up (Fig.4). Let   e
bT q t  be the homogeneous 

transformation matrix of the base frame with respect to the 
end-effector frame, it could be calculated by direct 
kinematics of the soft robotic manipulator and has relation to 
the length variables of 4 cables  q t . 

The base frame

The end‐effector 
frame

The camera 
frame

Camera

Feature  point

 
Fig.4 The eye-in-hand system of the soft robotic manipulator. 

 
Let b x  be 3D coordinate of a feature point in the base 

frame. For a feature point with uncalibrated case, b x  is 
unknown.  
Assume that the endoscope camera is a perspective projection 
camera. Denote the 2D coordinate of the feature point on the 
image plane by ( ( ))y q t , therefore the projection of the 

feature point on the image plane can be written in 
homogeneous coordinate forms: 
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where  ( ( ))z q t  is the depth of the feature point respect to the 

camera frame  and 

  3( ( ))
1

b
T e

b

x
z q t m T q t

 
  

 
          (22) 

where P  is a sub-matrix contain only the first two rows 
vector of the perspective projection matrix M . 

By differentiating Eq. (21) - (22), following relationship 
could be built up: 
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where ( ( ), ( ))A y t q t  is depth-independent image Jacobian 

matrix.  

Based on the method of PD feedback control with gravity 
compensation, a kinematics-based visual servo controller is 
designed as follows: 
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Where   ( ) - dy t y t y  , ( )y t  and dy  are the current 

position and desired position of the feature point on the 

image plane respectively. ˆ ( ( ), ( ))TA y t q t  and ˆ ( ( ))Tb q t  mean 

that they are estimated value and can be computed by the 
estimate value of the position of the feature point in the base 
frame  ˆb x t .  

To estimated the unknown position b x ，following adaptive 
algorithm is adopted similar to Slotine-Li algorithm: 

        -1ˆ - ,b Tx t Y y t q t q t        （26） 

Where   is a positive definite gain matrix. 

Applying the image-based visual servo controller in Eq. (25) 
and adaptive algorithm in Eq. (26), it can be proved that the 
position error of the feature point on the image plane will be 
convergent to zero when time approaches to the infinity: 

lim ( ) 0
t

y t


                       (27) 

To prove the conclusion above, a Lyapunov-like function is 
defined as follows: 
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Differentiating the function V(t) results in 
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By substituting the controller (25) in the system dynamic 
equation (20) and Multiplying the ( )T tq to both side of this 

equation, the following equations could be obtained: 
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(30) 

Where ( ( ), ( ))Y y t q t  is a regression matrix independent of 

unknown position b x .  ˆ( ) ( )b b bx t x t x    indicates the 3D 

position error of the feature point in the base frame.  

From equations（23）, （24）and（26）, we know: 
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By combining above euquations,  V t  could be simplied as: 

     1
TV t q t K q t              （34） 

It could be proved that  V t  is uniformly continuous. From 

Barbalat’s Lemma, the following convergence could be 
conluded: 

 lim ( ) 0
t

q t

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By considering the closed-loop system dynamic equation 
(30), and using a similar proof to (Wang et al 2008), it could 
be proved that in the invariant set the image error will be 
converged to zero. 

4.  EXPERIMENTS 

The soft robot manipulator experimental platform is shown in 
Fig.5. It consists of a flexible arm body and external driver 
mechanism. The external driver mechanism is composed of a 
bracket, a servo control board, four motors and four pulleys. 

As shown in Figure 6, the left part shows the projection of 
feature points on the image plane and the right part is the real 

environment contains this feature point. The objective of 
visual servoing is to drivers the image feature point from the 
current position (green circle mark) to the desired position 
(red circle) by controlling the movement of the soft robot 
manipulator. When the green circle in the figure coincides 
with the red circle, visual servoing task is completed. Initially, 
the feature point coordinates in the base frame is unknown, 
an initial roughly guess is necessary. This parameter will be 
estimated by the adaptive algorithm on-line. The gains for 
controller are selected as: 10

1 1.0 10K    , 
6

2 3.0 10K   and 100  .  

Fig.7 shows the image trajectory of the feature point and 
Fig.8 plots the image errors between current position and 
desired position. These figures shows the image feature point 
can quickly converge to the desired location, which verified 
the validity of the adaptive visual servo controller. Please 
note there are chattering effects on these figure, how to deal 
with these will be one of our future work. 

Control board for 
servomotors

Soft robotic 
manipulator

Supporting structure Pulleys ServomotorsCables

 
Fig.5 The soft robotic manipulator system. 

   
Fig.6 The feature point on image plane and real environment 

 
Fig.7 The trajectory of the feature point on the image plane 
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Fig.8 The errors between current position and  desired 
position of the feature point 
 

5. CONCLUSIONS 

In this paper, a dynamic model of soft robot manipulator is 
derived based on Lagrangian mechanics with Piecewise 
constant curvature assumptions. On this basis, the depth 
independent image Jacobian matrix is adopted for visual 
servo controller design. To achieve precise position control 
of the end-effector of the soft robot, adaptive algorithm is 
developed to estimate the feature points parameters on-line. 
Lyapunov method is involved to prove the stability property 
of the system. Finally, the effective of the proposed adaptive 
visual servo controller is demonstrated based on dynamic 
visual servo experiments. 
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