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Abstract: The development of control approaches for systems preceded with hysteresis
nonlinearities has received great attentions in recent decades. The most common approach is
the construction of an inverse model as the compensator to mitigate hysteresis effects. However,
most of the developed schemes are state-based, requiring the availability of states of systems,
which may not be the case for some practical systems. In this paper, output control with inverse
compensation will be addressed. By using the inverse as a feedforward compensator for the
model described by the modified generalized Prandtl-Ishlinskii (MGPI) model, an corresponding
analytical expression of the inverse compensation error is first obtained. Then, an observer-based
robust adaptive output feedback controller is developed. It is shown that the proposed output
feedback control scheme can not only guarantee the stability of the control systems, but also
can achieve the desired tracking accuracy.

1. INTRODUCTION

The hysteresis effects widely exist in smart material based
actuators, such as piezoelectric actuators and magne-
tostrictive actuators. Such non-smooth nonlinearities usu-
ally confine the performance of the control systems with
smart material based actuators Tao et al. [1995]. Control
the systems preceded with the hysteresis effects becomes to
an important topic and attractive challenge in the control
system area. The most common approach is the construc-
tion of an inverse model as the compensator, which is
pioneered by Tao and Kokotovic in Tao et al. [1995]. In
order to construct the hysteresis inverse so as to facil-
itate the compensation, several mathematical hysteresis
models have been proposed in the literature Mayergoyz
[1991], Krasnoselskii et al. [1989]. The most accepted hys-
teresis models perhaps are the Preisach model, Prandtl-
Ishlinskii (PI) model, and Bouc-Wen model. Among the
above mentioned models, the PI model has a feature of
its unique invertibility, which can be used as a feedfor-
ward compensator to mitigate the hysteresis effect in the
control systems. In Al Janaideh et al. [2009], a generalized
Prandtl-Ishilinskii model has been proposed to enlarge the
application of the PI model, and a modified generalized
Prandtl-Ishlinskii (MGPI) model has been introduced in
Liu et al. [2013] to obtain the analytical inverse.

Using the inverses as feedforward compensators for the
controller designs, the representative works can be found
in, see, for example, Krejci et al. [2001], Tan et al. [2004],
Chen et al. [2010]. In particular, in Liu et al. [2012] an
adaptive variable structure controller has been developed
along with the inverse construction for the MGPI model.
The hysteresis nonlinearities and the tracking error of the
dynamic system have been remedied successfully. However,
most of the developed control methods in the literature are

valid when the system states are measured. However, for
a given particular dynamical system, in most of the case
that the exactly knowledge of all the states is unavailable
and the only accessible state is the output of the system.
Therefore, it is significant to develop control schemes
with observers to estimate the unavailable states from the
measurements of a single outputZhou et al. [2012].

In this paper, an output control scheme still using inverse
compensation will be addressed. First of all, the MGPI
model is adopted for describing hysteresis nonlinearity
and its corresponding inverse model is used as the feed-
forward compensator. Then, the analytical expression of
the inverse compensation error is obtained to facilitate
the controller design. Finally, an observer-based robust
adaptive output feedback controller is developed for a class
of uncertain systems preceded by a smart material based
actuators. the proposed output control scheme guarantees
the global stability of the close-loop control system as
well as achieves the tracking accuracy. The effectiveness
of the developed controller is illustrated by the simulation
studies.

2. PROBLEM STATEMENT

2.1 System Model

Consider a controlled system consisting of a plant preceded
by a hysteresis actuator (Su et al. [2005])

x(n)(t) +

k∑
i=1

aiYi(x(t),ẋ(t), . . . , x
(n−1)(t)) = bu(t), y = x

(1)

u(t) = Π[v](t) (2)

where Yi are known continuous, linear or nonlinear func-
tions. The parameters ai and the control gain b are un-
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known constants. It is a common assumption that the sign
of b is known. Without losing generality, we assume that
b > 0. Π is a hysteresis operator, which will be described
in the later development. The function u(t) is the output
of hysteresis actuator (2), serving as the input signal of
the nonlinear plant (1), and v(t) is the input signal to the
actuator.

When the states of the plant are unavailable except the
system output y(t), the control objective is to design
a control law for v(t) with unknown parameters of the
system (1) and hysteresis (2), to drive the system output
y(t) to track a predefined desired trajectory, yd(t), i.e.,
y(t) → yd(t) as t→ ∞.

Before proceeding, a basic assumption for yd(t) is required,
which is standard and generally satisfied.

Assumption: The desired trajectory yd = [yd, ẏd, ..., y
(n−1)
d ]T

is continuous. Furthermore, [yT
d , y

(n)
d ]T ∈ Ωd ⊂ Rn+1 with

Ωd being a compact set.

In this paper, focusing on the above control objective, an
output control scheme with using inverse hysteresis cance-
lation will be developed. The proposed control scheme can
be depicted in Fig.1
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Fig. 1. Controller scheme

2.2 Modified Generalized Prandtl-Ishlinskii Hysteresis Model

To describe a general class of hysteresis shapes compar-
ing to Prandtl-Ishilinskii (PI) model and to construct a
corresponding analytical inverse, a modified generalized
Prandtl-Ishlinskii (MGPI) model Liu et al. [2013] is adopt-
ed in this paper. The MGPI model is defined based on
the weighted superposition of modified generalized play
operators which are defined as follows. For any piecewise
monotone input function v (t) ∈ Cm [0, tE ] such that v(t)
is monotone on each of the subintervals [ti, ti+1] where
i = 0, 1, · · · , N −1, the modified generalized play operator
wM (t) = Gmr[v](t) with threshold r ≥ 0 and initial value
wm−1 is defined by

wM (0) = Gmr[v](0) = gmr(v(0), wm−1),

wM (t) = Gmr[v](t) = gmr(v(t), wM (ti))
(3)

where

gmr(v, wM ) = max{γ(v − r),min{γ(v + r), wM}} (4)

for ti < t ≤ ti+1, 0 ≤ i < N , where γ(v) is an envelope
function satisfying that γ(0) = 0 and strictly increasing.

Based on the definition (3), an MGPI model can be defined
as

Π[v](t) = pm0γ(v(t)) +

∫ R

0

pm(r)Gmr[v](t)dr (5)

where pm0 is a positive constant and pm(r) is an integrable
density function. This density function satisfies pm(r) ≥ 0

with
∫∞
0
rpm(r)dr < ∞. It represents the distribution of

the weights for the modified generalized play operators
with distinct thresholds r and vanishes when r is sufficient
large. When we say the hysteresis is unknown, it implies
the unknown pm0 and pm(r).

Following the similar procedure as shown in Liu et al.
[2011], it can be verified that the proposed MGPI model
Π(t) fulfills the wiping out and the congruency properties
as illustrated for the PI model.

3. THE INVERSE COMPENSATION

In Liu et al. [2013], the inverse of the MGPI model has
also been constructed. In this section, the result of inverse
MGPI model from Liu et al. [2013] will be briefly reviewed
as follows.

3.1 The Inverse MGPI Model

Similar as in Liu et al. [2013], the MGPI model (5) with
linear envelope function γ(v) = m0v, m0 > 0 will be
selected as an illustration.

The inverse MGPI model Π−1[vc](t) can be constructed as

Π−1[vc](t) = , qm0vc(t) +

∫ ∞

0

qm(s)Fs[vc](t)ds (6)

where s, qm0, and qm(s) can be calculated as follows for
the purpose of numerical implementation

si = pm0m0ri +
i∑

j=1

pmjm0(ri − rj) (7)

qm0 = 1/pm0m0 (8)

qm(si) = (9)
pmim0

(pm0m0 +
∑i

j=1 pmjm0)(pm0m0 +
∑i−1

j=1 pmjm0)

for i = 1, 2, · · · , N .

3.2 The Inverse Compensation Error

In this paper, an expression of the inverse compensation
error will also be provided. As will be clear in late develop-
ment, the benefit for such a design is that the inverse based
controller with the inverse compensation error expression
can achieve the tracking without necessarily adapting the
uncertain parameters (the number could be large) in the
hysteresis model, which achieves gain in computational
efficiency.

Generally, the parameters of the MGPI model are not
exactly available and their estimations are usually used.
For the estimated MGPI model, the corresponding inverse
Π̂−1[vc](t) is expressed by

Π̂−1[vc](t) = q̂m0vc(t) +

∫ ∞

0

q̂m(ŝ)Fŝ[vc](t)dŝ (10)

where Θ̂−1 is the estimation of Θ−1 and ŝ, q̂m0 and q̂m are
calculated numerically through

ŝi = p̂m0m0ri +
i∑

j=1

p̂mjm0(ri − rj) (11)
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q̂m0 = 1/p̂m0m0 (12)

q̂mi = (13)

p̂mim0

(p̂m0m0 +
∑i

j=1 p̂mjm0)(p̂m0m0 +
∑i−1

j=1 p̂mjm0)

for i = 1, · · · , N .

By using the result in Liu et al. [2012], the analytical form
of the inverse compensation error can be first expressed as

e =(1− η′(0))vc(t)−
∫ ∞

0

η′′(r)Fr[vc](t)dr. (14)

where η(r) is the composition of the initial loading curves
of the MGPI model and it estimated inverse. Since the
term

∫∞
0
η′′(r)Fr[vc](t)dr in (14) is unbounded, which

makes it difficult to directly apply the control approaches,
an alternative expression of the inverse compensation error
will be given to facilitate the controller design. Note that
the play operator Fr[vc](t) in (14) can be rewritten in
terms of the stop operator Er[vc](t) (Brokate et al. [1006]).

Therefore, the inverse compensation error (14) can be
further expressed as

e =(1− η′(0)−
∫ ∞

0

η′′(r)dr)vc(t) +

∫ ∞

0

η′′(r)Er[vc](t)dr

,(1− χ0)vc(t) + d[vc](t).
(15)

The boundness of d[vc](t) can be guaranteed by Wang
et al. [2006], i.e., |d[vc](t)| ≤ D where D is a bounded
constant. Hence, d[vc](t) can be treated as a bounded
disturbance. Based on this result, an adaptive output
feedback controller v(t) can then be designed to remedy
the inverse compensation error as well as achieve the
precise tracking.

4. STATE OBSERVER

Based on the result of (15) and available results Zhou
et al. [2012] in the literature, design of an output feedback
controller will be focused in the following development. As
a first step, an state observer is required to construct.

To construct such an observer, the system (1) can be
rewrite as

ẋ = Ax+ aTYen + bu(t)en, y = cx (16)

where

A =

 0
... In−1

0 · · · 0

 ,a = [−a1 · · · − ak ]
T
,Y = [ Y1 · · ·Yk ]T ,

c = [ 1 · · · 0 ] , en = [ 0 · · · 1 ]T

(17)

where Yi are known continuous, linear or nonlinear func-
tions. The parameters ai and the control gain b are un-
known constants. From (15), the output of the hysteresis
actuator u(t) with the inverse compensation (10) can be
obtained by

u(t) = vc(t)− e(t) = χ0vc(t)− d[vc](t). (18)

To construct an observer for (16), we choose q =
[q1, · · · , qn]T such that all eigenvalues of A0 = A− qc are

at some desired stable locations. The estimate of x(t) can
be obtained by

x̂(t) = ξ0 −
k∑

i=1

aiξi + bϱ (19)

where
ϱ̇ = A0ϱ+ enu

ξ̇0 = A0ξ0 + qy

ξ̇i = A0ξi + Yien, i = 1, · · · , k
(20)

It can be shown that the state estimation error ϵ = x(t)−
x̂(t) satisfies ϵ̇ = A0ϵ.

Note that the signal u(t) is the output of the actuator,
which usually can not be measured in the control systems
in practice. Therefore, the signals ϱ in (20) is not available
for controller design and need to be reparameterized. Let
δ denote (d)/(dt). With Λ(δ) , det(δI − A0), we express
ϱ(t) as

ϱ = [ϱ1, · · · , ϱn]T = [P1(δ), · · · , Pn(δ)]
T 1

Λ(δ)
u(t) (21)

for some known polynomials Pi(δ), i = 1, · · · , n. Note that
u(t) = χ0vc(t)− d(t) from (18), we obtain that

ϱi = χ0ωi − di (22)

where

ωi =
Pi(δ)

Λ(δ)
vc(t), di =

Pi(δ)

Λ(δ)
d(t) (23)

for i = 1, 2, · · · , n. Based on (22), ωi is available for
controller design in place of u(t).

In particular, denoting the second component of ξi as ξi2,
i = 0, 1, · · · , k, we have

x̂2 =ξ02 −
k∑

i=1

aiξi2 + bχ0ω2 − bd2

ω2 =
δ + q1

δn + q1δn−1 + · · ·+ qn
vc(t).

(24)

5. ADAPTIVE OUTPUT FEEDBACK CONTROLLER
DESIGN

With the inverse compensation error expressed in the form
of (15) and the designed state observer (20), we are now
ready to develop an adaptive output feedback controller
to remedy the inverse compensation error as well as
achieve the tracking accuracy. Note that in this section the
adaptive control law will be designed for vc(t). The control

signal v(t) can then be calculated by v(t) = Π̂−1[vc](t) as
described in (10).

First, some necessary definitions are given as follows

ã = a− â, b̃ = b− b̂, ϕ̃ = ϕ− ϕ̂

D̃b = Db − D̂b, χ̃b = χb − χ̂b, χ̃0 = χ0 − χ̂0
(25)

where ϕ = 1/b, χb = bχ0 and Db = bD. â, b̂, ϕ̂, χ̂0, χ̂b,

and D̂b are the estimations of a, b, ϕ, χ0, χb, and Db,
respectively.

To design the output feedback controller through the back-
stepping approach, the following alternative coordinates
are defined,
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z1 = y − yd = x1 − yd (26)

zj = χ̂0ω
(j−2)
2 − αj−1, j = 2, 3, · · · , n (27)

where αj−1 is the virtual control at the jth step and will
be determined in the later development.

Step 1: From (26) and (27), we can obtain that

ż1 = ẋ1−ẏd = ξ02+aT ξi2+bz2+bα1+bχ̃0ω2−bd2+ϵ2−ẏd
(28)

The first virtual control law α1 is then selected as

α1 = ϕ̂ψ, ψ = −c1z1 − l1z1 − ξ02 − âT ξ(2) + ẏd (29)

where c1 and l1 are positive constants and ξ(2) ,
[ξ12, ξ22, · · · , ξk2]T .
The Lyapunov function candidate V1 is chosen as

V1 =
1

2
z21 +

1

2κa
ãT ã+

|b|
2κϕ

ϕ̃2 +
|b|

2κχ0
χ̃2
0 +

1

2l1
ϵTP0ϵ (30)

where κa, κϕ and κχ0 are positive constants, and P0 =
PT
0 > 0 satisfies the equation P0A0 + aT0 P0 = −2I.

Substituting (29) into (28), the time derivative of V1 is
obtained by

V̇1 ≤− c1z
2
1 + bz1z2 +

1

κa
ãT (κaz1ξ(2) − ˙̂a)

+
|b|
κχ0

χ̃0(κχ0z1sgn(b)ω2 − ˙̂χ0)

− |b|
κϕ

(κϕz1sgn(b)ψ +
˙̂
ϕ)− z1db2 −

3

4l1
ϵT ϵ

(31)

where db2 , bd2 and sgn(·) represents the sign function.

The adaptive laws for ϕ̂ and χ̂ are chosen as

˙̂
ϕ = −κϕz1sgn(b)ψ (32)

˙̂χ0 = κχ0z1sgn(b)ω2. (33)

Step 2: From (27), we can obtain that

ż2 =z3 + α2 + ˙̂χ0ω2 −
∂α1

∂y
(ξ02 + aT ξ(2) + bχ0ω2 − db2

+ ϵ2)−
∂α1

∂yd
ẏd −

∂α1

∂ξ0
ξ̇0 − Σk

i=1

∂α1

∂ξi
ξ̇i −

∂α1

∂â
˙̂a

(34)

Let KT2 contain all the known terms in (34). The virtual
controller α2 is selected as

α2 =− c2z2 − l2(
∂α1

∂y
)2z2 −KT2 +

∂α1

∂y
âT ξ(2)

+
∂α1

∂y
χ̂bω2 − b̂z1 +

∂α1

∂â
κa(z1 −

∂α1

∂y
z2)ξ(2)

(35)

where c2 and l2 are positive constants.

The Lyapunov function candidate V2 in this step is selected
as

V2 = V1 +
1

2
z22 +

1

2κb
b̃2 +

1

2κχb
χ̃2
b +

1

2l2
ϵTP0ϵ (36)

where κb and κχb are positive constants. Substituting (35)
into (34), we can obtain that

V̇2 ≤− c1z
2
1 − c2z

2
2 + z2z3 +

1

κa
ãT (κa(z1 −

∂α1

∂y
z2)ξ(2)

− ˙̂a)− 1

κχb
χ̃b(κχb

∂α1

∂y
z2ω2 + ˙̂χb)

+
∂α1

∂â
z2(κa(z1 −

∂α1

∂y
z2)ξ(2) − ˙̂a)− (z1

− ∂α1

∂y
z2)db2 − (

3

4l1
+

3

4l2
)ϵT ϵ+

1

κb
b̃(κbz1z2 − ˙̂

b)

(37)

The adaptive law for b̂ is selected as

˙̂
b = κbz1z2. (38)

Step j, j = 3, 4, · · · , n− 1: Based on Step 2, Step j can
be similarly obtained. The detail is omitted here due to
the space limitation.

Step n: in this step, we have

żn = ˙̂χ0ω
(n−2)
2 + χ̂0ω

(n−1)
2 − α̇n−1. (39)

Note that

χ̂0ω
(n−1)
2 =χ̂0

δn + q1δ
n−1

Λ(δ)
vc(t) = χ̂0vc(t) + v0(t) (40)

where

v0(t) = −q2δ
n−2 + · · ·+ qn

Λ(δ)
vc(t). (41)

Eq. (39) can be rewritten as

żn =χ̂0vc(t) +KTn − ∂αn−1

∂y
aT ξ(2) −

∂αn−1

∂y
χbω2

+
∂αn−1

∂y
db2 −

∂αn−1

∂y
ϵ2 −

∂αn−1

∂â
˙̂a− ∂αn−1

∂χ̂b

˙̂χb

(42)

where KTn denotes the known terms in żn.

Therefore, the controller vc(t) is designed as

vc(t) =
1

χ̂0
vs(t) (43)

vs(t) = −KTn − cnzn − zn−1 − ln(
∂αn−1

∂y
)2zn

+
∂αn−1

∂y
âT ξ(2) +

∂αn−1

∂y
χ̂bω2

+
∂αn−1

∂â
κa(z1 − Σn−1

i=1

∂αi

∂y
zi+1)ξ(2)

− ∂αn−1

∂χ̂b
κχb(Σ

n−1
i=1

∂αi

∂y
zi+1)ω2

− κa
∂αn−1

∂y
ξ(2)(Σ

n−2
i=1

∂αi

∂â
zi+1)

− κχb
∂αn−1

∂y
ω2(Σ

n−2
i=2

∂αi

∂χ̂b
zi+1)− zssD̂b

where cn and ln are positive constants, zss = |zs|/zn and
zs = z1 − Σn−1

i=1
∂αi

∂y zi+1.

The adaptive laws for â, χ̂b and D̂b are chosen as

˙̂a= κa(z1 − Σn−1
i=1

∂αi

∂y
zi+1)ξ(2), (44)

˙̂
Db = κDb

|zs|, (45)
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˙̂χb =−κχb(Σn−1
i=1

∂αi

∂y
zi+1)ω2 (46)

where κa, κχb and κDb
are positive constants.

Theorem 1. For the plant given in (1) with the hysteresis

Π(t) in (5), the inverse MGPI model Π̂−1(t) in (10) and
the inverse compensation error described as (15), the
designed state observer (20), the adaptive output feedback
controller specified by (43) and the adaptive laws (32),
(33), (38), (44), (46), and (45) ensures that all the closed-
loop signals are bounded and y(t) → yd(t) as t→ ∞.

Proof. From (42)-(44), it can be obtained that

żn =− cnzn − zn−1 − ln(
∂αn−1

∂y
)2zn − ∂αn−1

∂y
ãT ξ(2)

− ∂αn−1

∂y
χ̃bω2 +

∂αn−1

∂y
db2 −

∂αn−1

∂y
ϵ2

+
∂αn−1

∂â
(κa(z1 − Σn−1

i=1

∂αi

∂y
zi+1)ξ(2) − ˙̂a)

− ∂αn−1

∂χ̂b
(κχb(Σ

n−1
i=1

∂αi

∂y
zi+1)ω2 + ˙̂χb)

− κa
∂αn−1

∂y
ξ(2)(Σ

n−2
i=1

∂αi

∂â
zi+1)

− κχb
∂αn−1

∂y
ω2(Σ

n−2
i=2

∂αi

∂χ̂b
zi+1)− zssD̂b.

(47)

The Lyapunov function candidate Vn is selected as

Vn = Vn−1 +
1

2
z2n +

1

2κDb

D̃2
b +

1

2ln
ϵTP0ϵ. (48)

The V̇n is then obtained as

V̇n ≤− Σn
i=1ciz

2
i − (Σn

i=1

3

4li
)ϵT ϵ

+
1

κa
ã(κa(z1 − Σn−1

i=1

∂αi

∂y
zi+1)ξ(2) − ˙̂a)

− 1

κχb
χ̃b(κχb(Σ

n−1
i=1

∂αi

∂y
zi+1)ω2 + ˙̂χb)

+ (Σn−1
i=1

∂αi

∂â
zi+1)(κa(z1 − Σn−1

i=1

∂αi

∂y
zi+1)ξ(2) − ˙̂a)

− (Σn−1
i=2

∂αi

∂χ̂b
zi+1)(κχb(Σ

n−1
i=1

∂αi

∂y
zi+1)ω2 + ˙̂χb)

+
1

κDb

D̃b(
˙̃Db + κDb

|zs|).

(49)

Vn is nonincreasing, it implies that zi, for i = 1, 2, · · · , n,
â, b̂, ϕ̂, χ̂0, χ̂b and D̂b are bounded. Furthermore, by
applying the Lasalle-Yoshizawa theorem, it can be shown
that zi → 0 (i = 1, 2, · · · , n) as t→ ∞, which implies that
y(t) → yd(t) as t→ ∞.

Based on the output feedback control developed in (43),
the control signal v(t), as shown in Fig. 1, for the plant
given in (1) with the hysteresis Π(t) in (5) is obtained by

v(t) = Π̂−1[vc](t) (50)

where Π̂−1 is given by (10).

6. SIMULATION RESULTS

In this section, the effectiveness of the proposed controller
is verified by two simulation examples.
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Fig. 2. The tracking error.
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Fig. 3. The controller signal.

6.1 Example 1:

In the first example, a linear system with unknown param-
eters is considered, which can be described by

ẍ = ax+ bu(t), y = x (51)

where u(t) stands for the output of the compensated
hysteresis output (18). The parameter a and b are selected
as a = 1 and b = 1 and assumed to be unknown in
the simulation. The desired trajectory is given as yd(t) =
5sin(1.5t). The initial state of the system is x(0) = 0
and the sample time is 0.0001. pm0 and p̂m0 are chosen
as 0.5 and 0.52. The thresholds of the MGPI model is
selected as ri = 0.3 ∗ i, for i = 1, 2, · · · , 10. The actual and
estimated density function of the MGPI model Π(t) and

Π̂(t) are pm(r) = 0.5e−0.0014r2 and p̂m(r) = 0.52e−0.002r2 ,
respectively, and the envelope function parameter is chosen
as m0 = 1.7. For the state observer, the parameter q is
selected as q = [q1, q2]

T = [1, 3]T . The control parameters
are summarized in Table 1.

Table 1. Controller Parameters in Example 1

c1 125.598 c2 189.475 11 0.0003 l2 0.0003

â(0) 0.6 κa 0.0008 b̂(0) 0.75 κb 0.028

χ̂0(0) 1.4 κχ0 0.0005 χ̂b(0) 0.3 κχb 0.001

ϕ̂(0) 1.3 κϕ 0.457 D̂b(0) 0.01 κDb
0.0001

Fig. 2 and 3 show the tracking error and the control
signal, respectively. The comparison between the desired
trajectory yd(t) and the actual system output y(t) can be
found in Fig. 4. The simulation results demonstrate that
the developed control algorithm can effectively compen-
sate the effect of hysteresis as well as achieve admirable
tracking accuracy.
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Fig. 4. The desired output yd(t) and the actual output
y(t).

6.2 Example 2:

An second order nonlinear plant preceded by a hysteresis
actuator is considered in the second example. The nonlin-
ear system is described as
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Fig. 5. The tracking error.
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Fig. 6. The controller signal.

ẍ = a
1− e−x(t)

1 + e−x(t)
+ bu(t), y = x (52)

where u(t) stands for the output of the compensated
hysteresis output (18). The parameter a and b are selected
as a = 1 and b = 1 and assumed to be unknown in
the simulation. The desired trajectory is given as yd(t) =
4sin(t). The initial state of the system, sampling time, the
parameters of MGPI model, and the observer parameters
are the same as in example 1. The control parameters are
summarized in Table 2.

Table 2. Controller Parameters in Example 2

c1 120.961 c2 99.2 11 0.0003 l2 0.0003

â(0) 0.02 κa 0.0045 b̂(0) 0.75 κb 0.032

χ̂0(0) 1.4 κχ0 0.005 χ̂b(0) 0.3 κχb 0.0125

ϕ̂(0) 1.3 κϕ 0.452 D̂b(0) 0.01 κDb
0.004

The simulation results presented in Fig. 5, 6 and 7 are the
tracking error, the control signal v(t) and the comparison
of the desired output yd(t) and the actual system output
y(t), respectively. It can be seen that the proposed output
feedback controller by considering the inverse compensa-
tion error demonstrates excellent tracking performance.
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Fig. 7. The desired output yd(t) and the actual output
y(t).

7. CONCLUSION

In this paper, an output feedback control scheme has been
proposed with the inverse compensation for a class of
uncertain systems preceded by smart material base actu-
ators with hysteresis effects. For doing so, an analytical
expression of the inverse compensation error has been
derived and an observer has been designed for the state
estimation. The proposed control method not only guar-
antee the stability of the close-loop control system, but also
ensure the desired tracking accuracy. The effectiveness of
the developed controller is illustrated by the simulation
studies.
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