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Abstract: It is well known that energy–balancing control is stymied by the presence of pervasive
dissipation. To overcome this problem in electrical circuits, the alternative paradigm of power–
shaping control was introduced in (Ortega et al., 2003)—where, as suggested by its name,
stabilization is achieved shaping a function akin to power instead of the energy function. In
a previous work (Garćıa-Canseco et al., 2006) we have extended this technique to general
nonlinear systems. The method relies on the solution of a PDE, which identifies the open–loop
storage function. Despite the intrinsic difficulty of solving PDEs, we show through some physical
examples, that the power–shaping methodology yields storage functions corresponding to the
power of the system. To motivate the application of this control technique beyond the realm of
electrical circuits, we illustrate the procedure with two case studies: a micro–electromechanical
system and a two–tank system. Copyright c© 2008 IFAC.
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1. INTRODUCTION

The main idea behind passivity–based control, is to shape
the open–loop storage function of the system, such that the
closed–loop system energy function has a minimum at the
desired equilibrium point. Within the so–called energy–
balancing control methodology (Ortega et al., 2001, 2002;
van der Schaft, 2000), the closed–loop energy function
is the difference between the total (open–loop) energy
function of the system and the energy supplied by the
controller. Hence the name energy–balancing.

Unfortunately, as shown in (Ortega et al., 2001), energy–
balancing control is stymied by the existence of pervasive
dissipation—a term which refers to the existence of re-
sistive elements whose power dissipation does not vanish
at the desired equilibrium point. This is indeed the case
in regulation of mechanical systems where the extracted
power is the product of force and velocity and we want to
drive the velocity to zero. Unfortunately, it is no longer
the case for most electrical or electromechanical systems
where power involves the product of voltages and currents
and the latter may be nonzero for nonzero equilibria.

Several control methodologies have been developed to
overcome the so–called dissipation obstacle, such as in-
terconnection and damping assignment passivity–based

control (IDA–PBC) (Ortega et al., 2002), where the stabi-
lization problem is accomplished by endowing the closed–
loop system with a desired port–Hamiltonian structure. In
(Maschke et al., 2000), the authors derive a constructive
procedure to generate new storage functions for nonzero
equilibria in the presence of pervasive dissipation, by mod-
ifying the interconnection structure of the closed–loop for
port–Hamiltonian systems with constant input control.
Additionally, (Jeltsema et al., 2004) propose an alterna-
tive definition of the supply energy for port–Hamiltonian
systems when the damping is pervasive, and the energy–
balancing property is obtained via a swap of the damping
terms. In (Ortega et al., 2007), some extensions of the
control by interconnection methodology have been recently
introduced to circumvent the dissipation obstacle.

In this paper, we concentrate on the paradigm of power–
shaping control, as originally introduced in (Ortega et al.,
2003) to overcome the dissipation obstacle in nonlinear
RLC circuits. As suggested by its name, stabilization
is achieved by shaping the power instead of the energy
as is done in the aforementioned methodologies. The
present work is a sequel of our previous developments
(Garćıa-Canseco et al., 2006), where we have extended the
power–shaping methodology to general nonlinear systems,
and we have applied it to the stabilization problem of
the benchmark tunnel diode circuit. To encourage the
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application of power–shaping control beyond the realm
of electrical circuits, we present two case studies that
include the set point regulation problem of a micro–
electromechanical system and a two–tank system.

Notation: All vectors defined in the paper are column
vectors, including the gradient of a scalar function that
we denote by the operator ∇ = (∂/∂x)⊤. Differentiation
of functions with scalar arguments is denoted by (·)′.

2. POWER–SHAPING CONTROL

The main result of (Garćıa-Canseco et al., 2006), which we
state without proof, is contained in the following proposi-
tion.

Proposition 1. Consider the general nonlinear system

ẋ = f(x) + g(x)u, (1a)

y = h(x), (1b)

where x ∈ R
n, and u,y ∈ R

m are the input and output
vectors, respectively. Assume

A.1 There exist a matrix Q : R
n → R

n×n, |Q(x)| 6= 0,
that

i) solves the partial differential equation

∇(Q(x)f(x)) = [∇(Q(x)f(x))]⊤, (2)

ii) and verifies Q(x) + Q⊤(x) � 0.
A.2 There exist a scalar function Pa : R

n → R verifying
iii)

g⊥(x)Q−1(x)∇Pa(x) = 0,

where g⊥(x) is a full–rank left annihilator of
g(x), 1 and

iv) x⋆ = arg minPd(x), where

Pd(x) :=

∫
[Q(x)f(x)]⊤dx + Pa(x). (3)

Under these conditions, the control law

u =
[
g⊤(x)Q⊤(x)Q(x)g(x)

]−1
g⊤(x)Q⊤(x)∇Pa(x)

(4)
ensures x⋆ is a (locally) stable equilibrium with Lyapunov
function Pd(x). Assume, in addition,

A.3 x⋆ is an isolated minimum of Pd(x) and the largest
invariant set contained in the set

{x ∈ R
n|∇⊤Pd(x)

[
Q−1(x) + Q−⊤(x)

]
∇Pd(x) = 0}

equals {x⋆}.
Then, the equilibrium x⋆ is (locally) asymptotically stable
and an estimate of its domain of attraction is given by the
largest bounded level set {x ∈ R

n | Pd(x) ≤ c}.

Remark 1. Invoking Poincare’s lemma, we observe that
(2) is equivalent to the existence of a potential function
P : R

n → R such that

Q(x)f(x) = ∇P (x). (5)

Substituting (1) in (5) and taking into account the full–
rank property of Q(x) in A.1, we get

Q(x)ẋ = ∇P (x) + G(x)u, (6)

where G(x) := Q(x)g(x). In the context of RLC circuits,
the form of (6) is due to Brayton and Moser (1964), and

1 That is, g
⊥(x)g(x) = 0, and rank(g⊥(x)) = n − m

is precisely the starting point of power–shaping control
(Ortega et al., 2003). In the same context, Q : R

n → R
n×n

represents a full rank matrix containing the incremental
inductance and capacitance matrices and P : R

n → R is
the circuit’s mixed–potential function, which has units of
power, see (Ortega et al., 2003; Jeltsema, 2005) for further
details. A practical advantage of the Brayton–Moser equa-
tions is that they naturally describe the dynamics of the
system in terms of “easily” measurable quantities, that
is, the inductor currents and capacitor voltages, instead
of fluxes and charges that are normally used as canonical
coordinates in port-Hamiltonian systems. See for instance
(Jeltsema and Scherpen, 2004, 2007b), where some results
in power converters have been derived using this frame-
work.

Remark 2. Assumption A.1 of Proposition 1 involves the
solution of the PDE (2) subject to the sign constraint ii)—
which may be difficult to satisfy. In (Ortega et al., 2003),
a more constructive procedure is proposed to, starting
from a pair {Q, P} describing the dynamics (6), explicitly

generate alternative pairs {Q̃, P̃} that also describe the
dynamics, i.e.,

Q̃(x)ẋ = ∇P̃ (x) + G̃(x)u, (7)

where G̃(x) = Q̃(x)g(x). For ease of reference in the
sequel, we repeat here this result adapting the notation
to the present context.

Proposition 2. (Ortega et al., 2003) Let Q(x) be an invert-
ible matrix solution of (2) and define the full–rank matrix

Q̃(x) :=

[
1

2
∇ [Q(x)f(x)]M(x) +

1

2
∇⊤ [M(x)Q(x)f(x)] + λI

]
Q(x),

where λ ∈ R and M : R
n → R

n×n, with M = M⊤, can
be arbitrarily chosen. Then, the system (6) is equivalently
described by (7), with

P̃ (x) := λ

∫
[Q(x)f(x)]

⊤
dx +

1

2
f⊤(x)Q⊤(x)M(x)Q(x)f(x).

Remark 3. Clearly, the power–shaping stage of the pro-
cedure—after transforming (1) into the form (6)—coincides
with the one proposed in (Ortega et al., 2002) for energy–
shaping using interconnection and damping assignment
passivity–based control (IDA–PBC). Additional remarks
on the relation between these techniques may be found
in (Jeltsema, 2005; Blankenstein, 2005) and in the recent
work (Ortega et al., 2007). Indeed, for port–Hamiltonian
(pH) systems (van der Schaft, 2000)

ẋ = [J(x) − R(x)]∇H(x) + g(x)u, (8a)

y = g⊤(x)∇H(x), (8b)

with full–rank matrix J(x) − R(x), a trivial solution of
(2) is obtained by setting Q(x) = [J(x) − R(x)]−1.
However, in such case the associated potential function is
not modified and remains the total stored energy instead
of power as is desired.
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The purpose of the next two sections is to illustrate the
application of the power–shaping methodology of Propo-
sition 1 using two well-known examples.

3. CASE STUDY I: A
MICRO–ELECTROMECHANICAL SYSTEM

3.1 The Model

Consider the micro–electromechanical system depicted in
Figure 1. The dynamical equations of motion are given by
(Maithripala et al., 2005) (see also (van der Schaft, 2000)).

ẋ1 =
x2

m
(9a)

ẋ2 = −k(x1 − x1nom
) − b

m
x2 −

x2
3

2Aǫ
(9b)

ẋ3 = −x1x3

RAǫ
+

1

R
u, (9c)

where the state vector x = [x1 x2 x3]
⊤ consist of the air

gap x1 (with x1nom
the nominal value or zero voltage gap),

the momentum x2, and the charge of the device x3. The
plate area, the mass of the plate and the permittivity in
the gap are represented by A, m, and ǫ, respectively. The
spring and friction coefficients are given respectively by the
positive constants k and b. The electrical input resistance
is denoted by R and u represents the input voltage which
is the control action. As pointed out in (Maithripala et al.,
2005), x2 is usually not available for measurement.

The assignable equilibria of the system are determined by
x⋆ = [x⋆

1 0 x⋆
3]

⊤ where

(x⋆
3)

2 = −2kAǫ(x⋆
1 − x1nom

).

The corresponding constant control is given by

u⋆ =
x⋆

1x
⋆
3

Aǫ
.

3.2 Controller Design

The control objective is to stabilize any constant desired
air gap position x⋆

1. Following the power–shaping proce-
dure outlined in Section 2, we have the following result.

+

−
u

b k

m

R

x1nom

x1

Fig. 1. Model of an electrostatic microactuator.

Proposition 3. The dynamics of the micro–electromechani-
-cal system (9), in closed–loop with the controller

u = −α1(x1x3 − x⋆
1x

⋆
3) − α2(x3 − x⋆

3) + u⋆, (10)

has a locally asymptotically stable equilibrium point x⋆

with Lyapunov function

Pd(x) =
kx2

m
(x1 − x1nom

) +
x2x

2
3

2Aǫm
+

bx2
2

2m2
+

x2
1x

2
3

2RA2ǫ2

+
λ

2

(
k(x1 − x1nom

)2 +
x2

2

m
+

x1x
2
3

Aǫ

)
− (u⋆)2

2α1RAǫ

+
α1

2RAǫ

(
x1x3 − x⋆

1x
⋆
3 + α3(x3 − x⋆

3) −
u⋆

α1

)2

,

(11)

provided α1 satisfies

α1 >
k2

(x⋆
3)

2(b + λm)
− (x⋆

3)
2 + kAǫα3

RA2ǫ2(x⋆
3)

2
,

Aǫ(α3 + 3x⋆
1 − 2x1nom

)α1 > 3x⋆
1 − 2x1nom

and

α2 = α1α3, α3 = λRAǫ, λ ∈ {(k

b
,∞) ∩ (− x⋆

1

RAǫ
,∞)}.

Proof. Observe that the micro–electromechanical system
(9) in pH form (8), with

J − R =




0 1 0
−1 −b 0
0 0 −1/R


 , g =




0
0

1/R


 ,

and the energy function

H(x) =
k

2
(x1 − x1nom

)2 +
x2

2

2m
+

x1x
2
3

2Aǫ
. (12)

Since the matrix J − R is full–rank, a trivial solution of
the PDE (2) is given by

Q = [J − R]−1 =



−b −1 0
1 0 0
0 0 −R


 . (13)

Hence, (9) can be written in the form (6) as

Qẋ = ∇P (x) + Gu,

where G = [J − R]−1g. Although (13) is negative semi-
definite, the potential function still equals the original
energy function given in (12), that is, P (x) = H(x), and
not a power function as desired.

To proceed with the power–shaping methodology, we apply

Proposition 2 to look for another pair {Q̃, P̃} that alter-

natively describes the dynamics (9), with P̃ a power–like
function. It turns out that with the choice λ > 0 and

λ ∈ {(k

b
,∞) ∩ (− x⋆

1

RAǫ
,∞)}, M =




0 1 0
1 b 0
0 0 1/R


 ,

equations (9) can be rewritten as (7), with

Q̃(x) =




k − λb −λ − x3

Aǫ

λ − 1

m
0

x3

Aǫ
0 − x1

Aǫ
− λR


 ,
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and

G̃ =




− x3

RAǫ

0
−x1

RAǫ
− λ




.

Notice that Q̃(x) is locally negative semi–definite, i.e.,

Q̃(x) + Q̃⊤(x) � 0 for all x ∈ R
n such that ‖x − x⋆‖

is sufficiently small. Moreover, the new mixed–potential
function

P̃ (x) =
kx2

m
(x1 − x1nom

) +
x2x

2
3

2Aǫm
+

bx2
2

2m2

+
x2

1x
2
3

2RA2ǫ2
+ λH(x) (14)

is a power–like function. Indeed, since x2/m =: vm (veloc-
ity of the mass), x2

3/(2Aǫ) =: fe (force of electrical origin),
k(x1 − x1nom

) =: fk (force of the spring), x1x3/(Aǫ) := uc

(voltage across the capacitor), and 1/λ =: τ has units of
seconds, thus (14) can be recast into

P̃ (·) =
b

2
v2

m + fkvm + fevm +
u2

c

2R
+

H

τ
.

Clearly, the first term represents the mechanical resistive
content, whereas the second and third term exhibit the
product force × velocity, and the fourth term represents
the electrical resistive co–content. The last term is eluci-
dated recalling that energy per second equals power.

Furthermore, the selection

G̃⊥(x) =

[
−x1 − λRAǫ −1 + λx1 + λ2RAǫ x3

0 −1 0

]

yields that condition iii) of Proposition 1, G̃⊥(x)∇Pa = 0,
becomes the following PDEs

−(x1 +λRAǫ)
∂Pa

∂x1
+(λx1 +λ2RA − 1)

∂Pa

∂x2
+x3

∂Pa

∂x3
= 0,

∂Pa

∂x2
= 0,

whose solution has the form

Pa(x) = Ψ(x3(x1 + λRAǫ)).

The function Ψ(·) must be chosen so that Pd(x) = P̃ (x)+
Pa(x) satisfies the equilibrium assignment and stability
conditions of Proposition 1, that is, Pd(x) should verify
∇Pd(x

⋆) = 0 and ∇2Pd(x
⋆) ≻ 0. A suitable selection of

Ψ(·) is given by

Ψ(z(x1, x3)) =
1

2
κ(z − z⋆)2 + µ(z − z⋆),

where z = x3(x1 +α3), z⋆ = x⋆
3(x

⋆
1 +α3), and α3 = λRAǫ.

The equilibrium is assigned with µ = − u⋆

RAǫ
. Now, the

Hessian of Pd(x) is calculated as

∇2Pd(x)
∣∣
x=x⋆

=



λk +

(
κ +

1

RA2ǫ2

)
(x⋆

3
)2

k

m

x⋆

3
(x⋆

1
+ α3)(κRA2ǫ2 + 1)

RA2ǫ2

k

m

b + λm

m2

x⋆

3

mAǫ

x⋆

3
(x⋆

1
+ α3)(κRA2ǫ2 + 1)

RA2ǫ2

x⋆

3

mAǫ

(x⋆

1
)2

RA2ǫ2
+

λx⋆

1

Aǫ
+ κ(x⋆

1
+ α3)




.

Some computations show that ∇2Pd(x
⋆) ≻ 0 if and only

if κ > 0 satisfies the following inequalities

κ >
RAǫk2

(x⋆
3)

2(b + λm)
− (x⋆

3)
2 + kAǫα3

Aǫ(x⋆
3)

2
,

RA2ǫ2(α3 + 3x⋆
1 − 2x1nom

)κ > 3x⋆
1 − 2x1nom

.

Finally, by using (4) and setting α1 = RAǫκ, α2 = α1α3,
yields the control law (10). Notice further that controller
(10) does not depend on the unmeasurable coordinate x2.

�

3.3 Simulation Results

Figures 2, 3, and 4 depict the level curves of the function
Pd (11), where for simplicity, the model parameters R,
m, k, b, A and ǫ have been set to one, and x1nom

= 0.4.
The gains were selected as λ = 2, α1 = 3. Observe that
x⋆ = [0.2 0 0.63]⊤ is a local minimum point of Pd (11).

Figure 5 show the closed–loop behavior of the air gap
position to a step change in x⋆

1 from 0.2 to 0. The initial
conditions are x(0) = [0 0 0.5]⊤. As can be seen, the
control law (10) depicted in Figure 6, effectively stabilizes
the system.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
−0.1

−0.08

−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

0.1

x1

x
2

Fig. 2. Micro–electromechanical system: level curves in the
plane (x1, x2) for x3 = x⋆

3 = 0.63.

−0.5 0 0.5 1
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
3

x1

Fig. 3. Micro–electromechanical system: level curves in the
plane (x1, x3) for x2 = x⋆

2 = 0.
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−0.5 −0.4 −0.3 −0.2 −0.1 0 0.1 0.2 0.3 0.4 0.5
0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

x
3

x2

Fig. 4. Micro–electromechanical system: level curves in the
plane (x2, x3) for x1 = x⋆

1 = 0.2.

0 5 10 15 20 25 30
−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

time [sec]

x
1

Fig. 5. Micro–electromechanical system: Air gap x1

0 5 10 15 20 25 30
−0.2

0

0.2

0.4

0.6

0.8

1

1.2

1.4

time [sec]

u

Fig. 6. Micro–electromechanical system: control law u (10).

4. CASE STUDY II: TWO–TANK SYSTEM

4.1 The Model

Consider the two–tank system depicted in Figure 7. Using
Torricelli’s law, the dynamics of the system can be written
as (Johnsen and Allgower, 2006)

pump

u

λ

x1

x2

Fig. 7. Two–tank system.

ẋ1 = −a1

√
2gx1

A1
+

a2

√
2gx2

A1
+

γ

A1
u (15a)

ẋ2 = −a2

√
2gx2

A2
+

1 − γ

A2
u, (15b)

where the state variables x1 > 0 and x2 > 0 represent the
water level in the lower and upper tank, respectively. The
system parameters are all positive constants, where g is
the gravitational constant and, Ai and ai, with i = 1, 2,
are the cross sections of the tanks and the outlet holes,
respectively. The valve parameter is the constant γ ∈ [0, 1],
with γ = 0 if the valve is fully open, i.e., all the water is
directed to the upper tank, and γ = 1 if the valve is closed.

The assignable equilibrium points of the system are deter-
mined by

x⋆
1 =

a2
2

a2
1(γ − 1)2

x⋆
2,

with the corresponding constant control

u⋆ =
a2

√
2gx⋆

2

1 − γ
,

for all γ ∈ [0, 1), and by x⋆
2 = 0, u⋆ = a1

√
2gx⋆

1 for γ = 1.

4.2 Controller Design.

The control objective is to stabilize a given equilibrium
point x⋆ = [x⋆

1 x⋆
2]

⊤. Following the power-shaping proce-
dure outlined in Section 1, we have the following result.

Proposition 4. Consider the two–tank system (15) in
closed–loop with the linear state feedback controller

u = −k1(x1 − x⋆
1) − k2(x2 − x⋆

2) + u⋆. (16)

If the tuning parameters k1 and k2 satisfy

k1 > 0, k2 >
(1 − γ)A2

4A1
k1, (17)

then x is a globally asymptotically stable equilibrium of
the closed–loop system with Lyapunov function

Pd(x) =
2a1k1

√
2g

3A1
x

3

2

1 +
2a2k2

√
2g

3(1 − γ)A1
x

3

2

2 (18)

+
1

2A1
[k1(x1 − x⋆

1) + k2(x2 − x⋆
2) − u⋆]

2
+

(u⋆)2

2A1
.
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Proof. Fixing the matrix Q constant, i.e., Q = {qij}, with
i, j = 1, 2, a suitable solution to the PDE (2) yields

q11 < 0, q12 =
A2q11

A1
, q21 = 0, q22 < 0. (19)

Hence, Q is invertible and under Assumption A.4 verifies

Q + Q⊤ � 0 if and only if q22 >
A2

2
q11

4A2

1

.

To simplify the computations, let

q11 = −k1, q22 = − A2k2

A1(1 − γ)
,

where k1 and k2 are positive constants. Consequently,
the condition to make the symmetric part of the matrix
Q negative semi–definite becomes (17). Moreover, the
mixed–potential function

P (x) =
2a1k1

√
2g

3A1
x

3

2

1 +
2a2k2

√
2g

3(1 − γ)A1
x

3

2

2 , (20)

can be seen as a power–like function. Indeed, by Torricelli’s
law, we know that the terms

√
2gx1 and

√
2gx2 have

the units of velocity, hence we define v1 :=
√

2gx1 and
v2 :=

√
2gx2. Furthermore, by fixing the units of k1 and

k2 to kg/s2 so that the terms k1x1 =: f1 and k2x2 =: f2

have units of force, and defining the unitless constants
β1 = 2a1

3A1

, β2 = 2a2

3(1−γ)A2

, the mixed–potential function

(20) can be recast into

P (·) = β1f1v1 + β2f2v2,

which clearly exhibits the products force × velocity. Fur-
thermore, by choosing

g⊥ =

[
−1 − γ

A2

γ

A1

]
,

condition iii) of Proposition 1 becomes

1

k1

∂Pa

∂x1
− 1

k2

∂Pa

∂x2
= 0. (21)

The solution of (21) yields Pa(x) = Ψ(k1

k2

x1 + x2), where

Ψ(·) is an arbitrary differentiable function that must be
chosen so that Pd(x) = P (x) + Pa(x) has a minimum at
x⋆. Computing Pd(x) from (3), we obtain

Pd(x) =
2a1k1

√
2g

3A1
x

3

2

1 +
2a2k2

√
2g

3(1 − γ)A1
x

3

2

2 +Ψ

(
k1

k2
x1 + x2

)
,

which should satisfy ∇Pd(x
⋆) = 0 and ∇2Pd(x

⋆) ≻ 0.
As in the previous example, one possibility is to select a
quadratic function of the form

Ψ(z(x)) =
κ

2
(z − z⋆)2 + µ(z − z⋆),

where z = k1

k2

x1 + x2, z⋆ = z(x⋆), κ > 0, and µ are
scalars. Some simple calculations show that the minimum
is assigned, i.e., ∇Pd(x

⋆) = 0, if we set µ = −k2u⋆

A1

. The

Hessian ∇2Pd is calculated as

∇2Pd =




k1a1

√
2g

2A1
√

x1
+

κk2
1

k2
2

κk1

k2

κk1

k2

k2a2

√
2g

2A1(1 − γ)
√

x2
+ κ


 ,

which is positive definite for all positive x. Setting κ =
k2

2

A1

yields the Lyapunov function (18), which has a unique
minimum at x⋆. Finally, from (4) we obtain the simple
linear state feedback (16), which asymptotically stabilizes

the equilibrium point x⋆, provided (17) holds. �

Remark 4. The controller (16) was also derived using the
IDA–PBC methodology in (Johnsen and Allgower, 2006).
We refer to the aforementioned work for simulations and
experimental results.

5. CONCLUSIONS AND FUTURE WORK

Two case studies illustrating the power–shaping method-
ology of general nonlinear systems, as recently proposed
by (Garćıa-Canseco et al., 2006), are presented.

Among the issues that remain open and are currently being
explored are the solvability of the PDE (2) for a general
class of systems and other applications of power–shaping,
for instance, to mechanical systems. Although some mod-
eling issues based on the Brayton–Moser equations have
been considered in (Jeltsema and Scherpen, 2007a), many
control issues using this power–based framework still re-
main open.
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