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Abstract: In linear system theory, we often encounter the situation of investigating some qua-
dratic functionals which represent Lyapunov functions, energy storage, performance measures,
e.t.c. Such a quadratic functional is called a quadratic differential form (QDF) in the context of
the behavioral approach. In the past works, a QDF is usually defined in terms of a polynomial
matrix. The contribution of this paper is to present a new and more general formulation of
QDFE’s in terms of rational functions rather than polynomials. A QDF defined by rational
functions is called a rational QDF. Unlike polynomial QDF’s, a rational QDF defines a set of
values of a quadratic functional. It turns out that several basic features of polynomial QDF’s
(nonnegativity, average nonnegativity, e.t.c.) can be generalized to the case of rational QDF’s.
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1. INTRODUCTION

In analysis and synthesis of dynamical systems, we often
encounter the situation of investigating some functionals
which represent Lyapunov functions, energy supply, energy
storage, performance measures, and so forth. In particular,
if the system under consideration is linear time-invariant,
the functionals can be quadratic forms of the system
variables and their derivatives. Such a quadratic form
is called a quadratic differential form (QDF) which was
introduced in the context of the behavioral system theory
by Willems and Trentelman (1998).

In the behavioral framework, the QDF’s have been playing
a crucial role in many aspects of system and control the-
ory: Lyapunov stability (Willems and Trentelman 1998,
Peeters and Rapisarda 2001, Kojima and Takaba 2005),
dissipation theory (Willems and Trentelman 1998, Willems
and Trentelman 2002, Kaneko and Fujii 2000, 2003), linear
quadratic optimal control (Willems and Valcher 2005),
H° control (Trentelman and Willems 1999, Willems and
Trentelman 2002, Belur and Trentelman2004) and stability
analysis of uncertain or nonlinear interconnections (Pend-
harkar Pillai 2007, Takaba 2005, Willems and Takaba
2007). Note that, in these past works, QDF’s are usually
defined in terms of polynomial matrices.

In this paper, as a generalization of the ‘polynomial’
QDEFE’s described above, we will present a new formulation
of a QDF in terms of a rational function, and will examine
the basic features of such a type of QDF’s. We call such a
QDF defined by rational functions a rational QDF. Note
that the need for rational QDF’s arises, for example, in the
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stability analysis of interconnected or feedback systems via
rational multipliers or integral quadratic constraints (for
the previous works on related topics, see e.g. Megretski
and Rantzer 1997, Iwasaki and Hara 1998, e.t.c.). It will
be shown that several basic features of polynomial QDF’s
such as nonnegativity and average nonnegativity can be
generalized to the case of rational QDF’s, and necessary
and sufficient conditions for these features will be derived.

Notations:

R, C: the fields of real numbers and complex numbers
iR:={AeC|\=iw, weR}

R[¢]: the ring of polynomials

RI[(, n): the ring of two-variable polynomials

R(&): the ring of rational functions

R(¢, n): the ring of two-variable rational functions

RP*4: p x q real matrices

RPX4[¢]: p x q polynomial matrices

RP*4[¢, n]: p X q two-variable polynomial matrices

): p X q rational matrices

,M): p X q two-variable rational matrices

RE*P: p x p symmetric real matrices

RE*P[¢,n): p x p symmetric two-variable polynomial ma-
trices

RE*P(¢, m): p x p symmetric two-variable rational matrices
€>°(R,R¥): infinitely differentiable functions from R to R¥
©: compact support functions

Note that we will often use “o” to denote irrelevant

dimensions of a vector or a matrix.
For a two-variable polynomial or rational matrix M ({,n),
we call it symmetric if it satisfies M(¢,n) = M " (n, ().
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2. QUADRATIC DIFFERENTIAL FORM DEFINED
BY A POLYNOMIAL MATRIX

We first present the original definition of a QDF in terms of
a two-variable polynomial matrix, and briefly review some
basic features of QDF’s from Willems and Trentelman
(1998), Rapisarda and Willems (2004), Kaneko and Fujii
(2004).

A quadratic differential form (QDF) Q¢ is defined as a
quadratic form of w € € (R, R¥) and its derivatives:
Qs : C°(R,R") — €°(R,R),
kK T ;
d'w d?w
w i Qo(w) == ZZ ( a ) Dy (W) )
=0 j=0
where ®;; € R and @), = ®; (i,j = 0,1,...,k).

Throughout this paper, we will assume that all variables
are €>*-functions of time ¢ for simplicity of discussion.

We can associate Q¢ with a symmetric two-variable poly-
nomial matrix
E k

O(C,m) =D Y (P dy € RV ).
i=0 j=0
Notice that the indeterminates { and 7 correspond to the
differentiation on w' and w, respectively.

We consider the factorization of ® € R¥*¥[(, ] in the form
of

O(¢,m) =M (OTM(n), M e R[],
¥ =diag(ly,, —I; ) € R$*®.
Note that a constant matrix in the form of diag(Ir,, —1Ir_)

is called a signature matriz. If M (£) has minimal row num-
ber among such factorizations of ®(¢, ), then we say that
the factorization is a symmetric canonical factorization or
simply a canonical factorization. Of course, the canonical
factorization of a two-variable polynomial matrix is not
unique. If we obtain two different canonical factorizations

®(¢,n) = My (Q)E1 M1 (n) = My (¢)T2Ma(n),
then there exists a nonsingular matrix U € RV*Y such that
Sy =UTS\U, Mi(€) = UMy(€).
Therefore, the canonical factorization is unique modulo a

pseudo-unitary transformation U (p.1709 in Willems and
Trentelman 1998).

One of the important properties of QDF’s is the fact that
the derivative of a QDF is also a QDF. Namely, there holds

%Qq)(w)(t) = Qu(w)(t) Vt e R, Yw € €°(R,R")

& (C+me(¢n) =¥((,n).
We hereafter use the notation

® (¢,n) = (C+n)R(C,m).
Definition 1. Let ® € R¥*¥[(,n] be given. A QDF Qg, or
®(¢,n), is said to be nonnegative, denoted by ® > 0, if
Qa(w)(t) >0 VteR, Yw € €°(R,R").

Furthermore, Qg, or ®({,n), is called positive, denoted by
® > 0, if it is nonnegative and Q4 (w)(t) = 0 V¢ implies
w(t) = 0 Vt. The nonpositivity and negativity of a QDF
are also defined in the same way.

Proposition 1. Let ® € R¥*¥[(, n] be given.

(i) The following are equivalent.
(a) ® > 0 (nonnegative).
(b) There exists D € R**¥[¢] such that

®(¢,n) = DT (¢)D(n). (1)
(ii) The following are equivalent.
(a) ® > 0 (positive).
(b) There exists D € R**¥[¢] such that (1) holds, and
D() has full column rank for all A € C.

We often need to consider integrals of QDF’s, in several
applications such as LQ optimal control, > control,
e.t.c. In particular, we are interested in boundedness or
nonnegativity of such integrals.

Definition 2. Let ® € R¥*¥[(, n] be given.
(i) A QDF Qq, or ®((,n), is said to be average nonnega-
tive, denoted by [ Qe >0, if

/OC Qo(w)(t)dt >0 Yw € C*(R,R)ND.  (2)

(ii) A QDF Qg, or ®(¢,n), is said to be half-line nonneg-
ative, denoted by ft Qo >0, if

/0 Qo(w)(B)dt >0 Yw € CR,R)ND.  (3)

The next proposition characterizes necessary and sufficient
conditions for the average nonnegativity of Q.

Proposition 2. The following are equivalent for ® €
RE¥([¢, ).

(i) JQa >0 (average nonnegative).
(ii) ®(A\, A\) >0 VA€iR
(iii) There exists ¥ € R¥*¥[(, n] such that

2Qu()(1) < Qo(w)(1) VI € R, Vi € € (RRY)

(4)
(iv) There exist ¥ € R¥*¥[(,n] and F € R**¥[¢] such that

C+mMUCn) +F(QFm) =2(Cn).  (5)

The inequality (4) is closely related to the dissipativity
of a linear dynamical system. In fact, the inequality (4)
is referred to as a dissipation inequality, in which Q¢
and Qg are called a supply rate and a storage function,
respectively. The reason for these names is explained as
follows.

Let a linear dynamical system & be described by the image
representation v = M(L)w, M € R"™¥[¢], where w is
the free latent variable, and v the manifest variable which
describes the external behavior of the system. Consider
the quadratic form s(t) = v' (t)Xv(t), ¥ € RY*". Using
the image representation, s(t) can be expressed as a QDF
of the latent variable w as

s = Qa(w) = (M(L)w) S (M(L)w),  (6)

where ®((,n) = MT(O)SM(n). If we view s(t) =
Qo (w)(t) as the rate of energy supply into the system &
and Qg (w)(t) as the energy stored in &, then (4) claims
that the rate of increase of the stored energy Qg (w) never
exceeds the rate of energy supply ¢, namely, the system
G dissipates energy.
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If Q4 is average nonnegative, a storage function can be
obtained by the following procedure. First, we perform the
polynomial spectral factorization

B(=¢,€) = F (=9 F(E). (7)
This factorization is possible whenever the condition (ii) in

the above proposition is satisfied. Then, one of the storage
functions for Q4 is induced by

_ T
T SR AGLD)

Clearly, the resulting ¥({,n) and F(&) satisfy (5).
Tt is seen from (5) that there holds

d
7 QuWw)()+Qa(w)(t) = Qa(w)(t) (8)
vVt € R, Yw € €°(R,R"),
where we have defined A((,n) = FT(¢)F(n), and Qa is
called a dissipation rate. Note that A > 0 holds by its

definition and Proposition 1 (i). It is also immediate from
that

(9)
Hence, as another characterization of the average nonneg-
ativity (dissipativity) of Qe, we conclude that [ Qe > 0
is equivalent to the existence of a dissipation rate Qa
satisfying A > 0 and (9).

A nonnegative storage function often plays an important
role in many issues arising in system and control theory
such as stability analyses.

The next proposition relates the half-line positivity in
Definition 2 (ii) and the existence of a nonnegative storage
function.

Proposition 3. Let ® € R¥*¥[¢, 7] be given. The following
are equivalent.

(i) Qo is average nonnegative and admits a nonnegative
storage function.

(ii) /' Qs > 0 (half-line nonnegative).

Remark 1. A frequency domain condition for the half-line
nonnegativity of Q¢ is given in terms of a so-called Pick
matriz. For the detail, interested readers are recommended
to refer to Section 9 in Willems and Trentelman (1998).

3. DIFFERENTIAL EQUATION REPRESENTED BY
RATIONAL FUNCTIONS

Before generalizing the polynomial QDF in the previous
section to a rational QDF (its precise definition will
be presented in the next section), we consider a linear
differential equation represented by

d VXW

dt)w, G € RV*Y(¢).
For more various rational function representations such
as G(4L)yw = 0 and G(L)w = H(<L)(, the readers are
recommended to refer to Willems and Yamamoto (2007).

v=G( (10)

We introduce left and right coprime factorizations of G(§)
over R[] as

(8)
/_OO Qa(w)(t)dt = /_Do Qo (w)(t)dt Yw € € (R,R¥) N D.

G&) = XY (&) = NED (9,
X e R™Vg], ¥ € R™V[g],
N e R[], D e R"™¥[¢].
Then, along the line of Willems and Yamamoto (2007),
the solution of (10) is defined as follows.
Definition 3. The pair (v,w) € € (R, R"*¥) is a solution
of (11) if there holds

X(Lw=Y(L)w. (12)

Proposition 4. Let G € R"¥({) be given. Then, (v, w) €
€>°(R, R") is a solution of (10) if and only if there exists
£ € €°(R,R¥) such that

()- (i)
w D(3)

Proof: The proof is straightforward from the definitions
of coprime factors in (11) and the relation between kernel

and image representations (see e.g. Section 6.6 in Polder-
man and Willems (1998)). |

(11)

53

(13)

Proposition 5. Consider a solution to the differential equa-
tion (13) associated with the rational representation v =
G(Lyw.
(i) w e C®(R,RY) & £ € € (R,R").
(ii) (v,w) € €*°(R,R""¥) has compact support iff £ €
¢>°(R,R") has compact support.

Proof: (i) Immediate.

(ii) By the right coprimeness, (ggf\‘; ) has full column rank

for all A € C. Hence, ¢ is observable from (v, w), namely
(v,w) = (0,0) implies £ = 0. This proves the statement in

(ii). |
Consider the situation where w is arbitrarily given and
v is determined from v = G(%)w (equivalently (12)). In

general, G(%) does not define a point-to-point map from
w to v, but a point-to-set map. This is because there are
a number of v’s satisfying (10). In fact, given a solution
(v,w) of (10), (v+v', w) is also a solution of (10) for any v’
satisfying X (4)v’ = 0. With abuse of notation, we define
G w:={ve eR,R)| X(w=yY(Lw} (14)
for a given w € €*°(R,R¥), so that v = G(L)w is
equivalent to v € G(<)w. Of course, in the case where
G(¢) is a polynomial matrix, G(4) defines a point-to-
point map, and hence G(4)w is a singleton for any w €
C>*(R,RY).
It should be noted that Propositions 4 and 5 claim that
B = {veC(R,R") | Jws.t. veEG(L)w}
can be represented as the image space of the differential
operator N (<), namely

B ={veCRR")|IHst.v=N(E)}.
4. RATIONAL QUADRATIC DIFFERENTIAL FORMS

The rest of this paper is devoted to more general QDF’s de-
fined by rational functions, which we call rational QDF’s.
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Quadratic constraints on rational transfer functions such
as bounded realness, positive realness, integral quadratic
constraints (IQC’s) and quadratic separators (see e.g.
Megretzki and Rantzer 1997, Iwasaki and Hara 1998) have
been playing a crucial role in the analyses of linear dy-
namical systems (especially, stability analysis of feedback
systems). Also, by using state-space representations, the
well-known Kalman-Yakubovich-Popov lemma clarifies a
connection between such constraints and dissipativity.

The purpose of this section is to introduce the notion of
rational QDF’s as the foundation for studying the above
quadratic constraints on rational functions from viewpoint
of the behavioral approach.

4.1 Definition

We now formulate a rational QDF induced by a symmetric
two-variable rational matrix ® € R¥*¥(¢, n) rather than a
two-variable polynomial matrix.

Definition 4. A symmetric two-variable rational matrix
® € R¥*¥((,n) is said to be factorizable if there exist
a rational matrix G € R**¥(¢) and a signature matrix
> € R?*® such that

®(¢.n) =G (Q)XG(n).

It is straightforward to show that ®((,n) is factorizable
iff the least common multiple of the denominators of all

(15)

entries of ®({,n) is factored as ¢(¢)p(n), namely, ®(¢,n)
is expressed as
H(C?n) WXW
P =—>>_IIeR R[£].
M= S0 TERTEM, ¢ R (16)

Of course, the factorization in (15) is not unique. We say
that the factorization ®((,n) = G (¢Q)XG(n) is canon-
ical, if row(G) < row(G’) for any other G’ € R**¥(¢)
and ¥’ = diag(ly,, —I;_) € R$** satisfying ®(¢,n) =
G'T(¢)X'G (n), where row( ) denotes the number of rows
of a (rational) matrix.

We hereafter make the following assumption.

Assumption 1. The two-variable rational matrix ® €
R¥*¥((,n) is symmetric, factorizable and admits a canon-
ical factorization in the form of (15) with v := row(G).

We now at the position to define a rational QDF.

Definition 5. Under Assumption 1, the rational QDF with
respect to ® is the set defined by
Q% (w) == {s € €*(R,R) [Fv € G(4)w s.t. s=v'%v }.
Note that we put the superscript “r” in order to distin-
guish the rational QDF from polynomlal QDF’s.

The rational QDF is well-defined in the sense that it is
uniquely defined regardless of the choice of the canonical
factorization. The reason of this uniqueness is as follows.
Suppose that & € R¥*¥({,n) is expressed as in (16). More-
over, assume that ®(¢,n) admits two different canonical
factorizations as

®(¢,n) = G (()%1G1(n) = G3 (¢)S2Ga(n).
By the definition of the canonical factorization, we must
have row(G1) = row(Gz2) =: v. Then, it is obvious that
©(&)G;(€) (i =1,2) is a polynomial matrix in RV*¥[¢] and

induces a canonical factorization of II(¢,#) in (16) in the
polynomial matrix sense. (Otherwise, it can be shown that
G;(€) is not a canonical factor of ®({,n).) As discussed in
Section 2, there exists a nonsingular constant matrix U
such that ¢(€)G1(€) = Up(€)Gal€) and UTS,U =
Hence, we have G1(§) = UG5(£). As a result, we see that
the rational QDF’s induced from two different canonical
factors are identical, because there holds

{s € €°(R,R)| Iy € G1(L)w s.t. s =] Dqv }
={s € €°(R,R)|Jv; € UG(L)ws.t. s = vlTElvl}
={s € €®°(R,R)| vz € Ga(4)w s.t. s = v, s U ElUvg}

={s€ ¢®(R,R)|Juv; € G2(%)w s.t. 5 =v; Sova},

where the most left- and right-hand sides are the rational
QDF’s induced by G1(¢) and Go(€), respectively.

Ezxzample 1.

L

—_—~—
~
a
||
11

Fig. 1. RLC electrical network

We consider a simple electrical network consisting of a
resistor R, an inductor L and a capacitor C' (Fig. 1). Let
V(t) and I(t) be the port voltage and current at time
t, respectively. We also define ¢(t) as the electric charge
in the capacitor. Using fundamental laws of electrical
elements and circuits, the dynamics of this system is
described by
2
av. 1 Rdi’ I a1

k. 1
dt C d di?” (17)

Then, a rational representation of this system is given by

(‘1{> = (H(%)) V., H() = m. (18)

As well known, the instantaneous power s(t) into the
electrical network is the product of the voltage and the
current, which is expressed in the quadratic form as

. . 0 1/2\ (V
s=VI=(V I (1/2 0 ) (I)
In view of (18), this is associated with the rational matrix
1 01 1 1
o -(1H =—(H H(n)).
=50 80 (13) () = 5070 + H)
One of the canonical factorizations of ®({,n) is given by
114+ H(®) (10
G(f)—§(1—H(§) > 2=1o-1)
Therefore, the power s can be expressed as the rational
QDF with

T+(1 0 d 1/V+1TI
s§=0 (0_1>U,w:V, U:G(E)V:§ vorl ©

(19)
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Proposition 6. For two symmetric rational matrices ®4,
Oy € R¥*¥((, m), we have

Qo o, (w) C @y, (w) + @y, (w) Vw € (R,RY).

Proof. Straightforward from Definition 5 and the defini-
tion of the canonical factorization. |

Let the right coprime factorization of G(£) in (15) over

R[¢] be given by

G(§) = N(§)D™'(€), N eR™¥[¢], D € R™¥[¢]. (20)
Then, we see from Section 3 that the pair (v, w) satisfying
v = G(4)w belongs to €= (R, R"+¥) iff there exists ¢ €
(R, R¥) satisfying (13). Since s = v Xv is rewritten as

5= (N(i)f)T = (N = Qnrosne

dt
Qs (w) = {Qnmosnm )| Le D (Hw}.  (21)
Therefore, the rational QDF Q% inherits the properties
(e.g. nonnegativity, average nonnegativity, e.t.c.) of the
polynomial QDF Qn(¢)sn () as discussed below.

y(£), we have

In the same way as the polynomial case, we introduce the
notation

@ (¢,n) = (C+mn)R(C,n).
Proposition 7. Let a symmetric rational matrix ® €
RWX"(C ,n) be given. Then, under Assumption 1, we obtain

Q‘" )={r € €°(R,R)| 3s € Qi (w )stor =45} (22)

Proof: Let a right coprime factorization be given by (20).
We also define O(¢,n) b

O(¢.m) = DT (Q®(C,nD(n) = NT(OEN(n).
Then, ©((,n) is a symmetric polynomial matrix in
R¥*¥[(,n]. Moreover, let M € R"¥[¢] and ¥’ € RY*V
induce a canonical factorization

(C+mO(¢,m) = MT ()" M(n).
Then, there holds
d dyp\ T d dyp\ T d
AN =S| = (a0 T (M)
Ve € €°(R,RY). (23)
By the definition of the canonical factorization, it can be
shown that the pair (M, D) is right coprime. We also see

that H(§) := M(£)D~1(€) is a canonical factor of > ¢,n).
As a result we get
Qr ={re ¢ (R,R)| eeH(L)wst. r=z"%'z}

_{r:z Yzl z=M(ENW & e DT (Ew}
={Qurys M) (€)| te D7 (Gw}

={&F0n( C)E/N(n) )| Le D (Fw}

={4s| A e D (Lwst. s=Qn ()N @)}

={gsls€Qs(w)}.
This completes the proof. |
4.2 Nonnegativity of rational QDF
Definition 6. Under Assumption 1, Q% is said to be non-
negative, denoted by ® > 0, if
[s(t) >0Vte RVse Qp(w)] Yw e € (R,RY).
The nonpositivity of Q% is also defined in the same way.

Proposition 8. Under Assumption 1,

®>0 < IK cRYE) st B(¢,n) = KT (OK(n). (24)

Proof:

(«<=) Obvious because we can assume without loss of gen-
erality that ®(¢,n) = KT ({)K(n) is a canonical factor-
ization. Even if this is not the case, we can easily show
that the canonical factorization is given in the form of

(=) Under Assumption 1, we again introduce a right
coprime factorization of (20). It then follows from (21)
and Definition 6 that

®>0 & [s(t)=QnToymnm(O)(t) >0Vt R,
Vle D™ ( Dw, Yw € €°(R,R¥) ] .
As shown in Proposition 5(i), we see that w € € (R, R¥) <

¢ € €*(R,R¥) for any solution of w = D(%)¢. Therefore,
we have

®>0& QNT(C)EN(,,])(E)(t) >0VteR, Ve R,R"
=4 NT(C)ZN(H) > 0 (in the sense of polynomial QDF’s)
& 3F e R[] s.t. NT(OSN() = FT(O)F()
(by Proposition 1 (i))
As a result, by defining K(¢) = F(¢§)D1(¢), we obtain
®(¢,n) = KT (¢)K(n). This completes the proof. |

Also, the inequality between two rational QDF’s is defined
as follows.

d; -y >0

& [s(t) >0Vt €R, Vs € Qf, _g,(w), Vw € C(R,RY)]
Note that &1 —®P5 > 0 does not imply s1(t) > so(t) Vt € R,
Vs; € Q% (w) (i =1,2), Yw € €°(R,R¥).

4.8 Awverage nonnegativity and dissipation inequality

In order to define the average nonnegativity, we introduce
the set Qr (w) as

Qh(w)={s € €°(R,R)| v € G(L)wND s.t. s =0 Tv}.

Clearly, Qq,(w) is a subset of Q% (w), and any s € Qg(w)
has compaet Support, guaranteeing the existence of the
integral [ s(t)dt.

Definition 7. Under Assumption 1, Q% is called average
nonnegative, denoted by f Q% > 0, if there holds

/.

The average nonpositivity is also defined in the same way.

s(t)dt >0 Vs € Q% (w), Yw € €°(R,R¥) N D.

It may be noted that the integral inequality above can
be interpreted as a kind of integral quadratic constraints
(Megretski and Rantzer 1997) in the time domain.

Lemma 1. Under Assumption 1, Q% is average nonnega-
tive if and only if there exist a factorizable ¥ € R¥*¥({,n)
and an F' € R**¥(¢) such that

(C+me(¢,m) + FT(QOF () = @(¢,m). (25)

Proof:

(=) In view of (13) and Proposition 5 (ii), (v,
compact support iff so does £. It thus follows that

w) has
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/%20
of o

o)
= /QNT(C)ZN(W) > 0 (in the sense of polynomial QDF’s)

& 30 e RV¥[¢, ), F e R**¥[¢] such that

(C+mE(¢,n) +ET(QOF () =NT(Q)SN(n) (26)
(by Proposition 2 (i)<(iv))

dt>OVU€G( 7w ND,
Yw € €°(R,R¥) ND
t)dt >0, v=N(L)¢ vVl € € (R,R")ND

1(¢) and D~'(n),

Pre- and post-multiplying (26) by D~
respectively, we obtain (25) with

U(¢,m) =D~ (Q¥(¢,mD"
F(€) = F(&)DH(¢).
It is clear from this definition that ¥ (¢, n) is factorizable.

(=) Since ®(¢,n) = G (()XG(n) and G(§) = N(§)D(¢),
it follows from (25) that

(C+n)DT ()W (¢, n)D(n) +

'(n),

(F(Q)D(C) " F(n)D(n)

= NT(QSN(). (27)
To prove the sufficiency, we first show that we can always
find a solution of (25) such that both DT ({)¥(¢,n)D(n)

and F'(n)D(n) are polynomial matrices. Suppose that this
is not the case. It follows from (27) that

NT(=TN(E) = (F(=6)D(=£)) " F(§)D(&).
Since the left-hand side is a polynomial matrix, F(§)D(§)
must be factored as

FE)D(§) = U)W (&),

where W (€) is a polynomial matrix, and U(§) is a unitary
rational matrix, namely U' (—=£)U(¢) = I. Then, we re-
define F(§) and ¥((,n) as

F(§) = W(€)D(¢),

(¢, n) « (¢ m+ 5 {FQOFMm) — D= T(QOWT(OWmD ™ (n)}.

Note that this new ¥((,n) is still factorizable because
FT(Q)F(n) — D=T(OWT(QW(n)D~*(n) has ¢ + 1 as
a factor of its numerator. Furthermore, since (¢ +
n)DT(()¥(¢,n)D(n) is a polynomial matrix from (27),
we see that DT (¢)¥(¢,n)D(n) is a polynomial matrix.
Thus, we hereafter assume that both DT (¢)¥(¢,n)D(n)

and F(n)D(n) are polynomial matrices.

Next, we define
E(¢m) = DT () (¢, m)D(n), (28)
A(¢,m) = (F(C)D(C) T F(n)D(n). (29)

Since E(¢,n) and A(({,n) are polynomial matrices, the
polynomial QDF’s Q= and Qa satisfy
d
QnT(ysNe (D) :%QE(Z)@) +Qa(0)(1)
VteR, VL€ €(R,RY).  (30)

Hence, for every ¢ € €°(R,R¥) ND, integrating (30) from
—o0 to oo yields

/_°° QNN (O)(t)dt
/ Qa (D) (B)dt+Q=(¢) (o0
- /_ Qa(O)(t)dt > 0. o

In the last inequality, we have used the fact that A > 0.

)—Q=(€)(—o0)

Recall that compact supportness of ¢ € D7I( dt)w is
guaranteed by Proposition 5. Hence, (31) implies that Q%
is average nonnegative. |
Remark 2. We give a remark regarding to Qv and Qa
introduced in the proof of sufficiency. Since Qa(¢)(t) > 0
holds for all ¢t € R and for all £ € € (R, R"), (30) reduces
to a version of dissipation inequality

Qe (1) > SQ=(0)(t) Wt e R, Ve e D™ (dyw
In this case, Q= and Qa respectively serve as a storage
function and a dissipation rate for the QDF (% induced by
a rational matrix in R¥*¥(¢, n). In other words, the system
defined by v = G(<)w, or (13), is dissipative with respec-
tive to the supply rate s = v'Yv = QnTysnm(f) €

Qy (w)-

The next lemma provides a frequency domain condition
for the average nonnegativity.

Lemma 2. Under Assumption 1, there exist ¥ € R¥*¥({,n)
and F' € R**¥(¢) satisfying (25) if and only if

d(A, A) >0 VA €iR\{poles of G(£)}. (32)

Proof: (=) It readily follows from (25) that
D\, A) = (F(\)*F(\) >0 VA €iR\{poles of G(¢)}.
(<) Let G(¢) = N(€)D~1(€) be a right coprime factor-
ization of G(§) over R[¢]. Since det D(A) # 0 holds for all
A € iR\{poles of G(§)}, and since N()) is continuous in
A € C, we obtain
D(A\N) >0 VYA € iR\{poles of G(&)}

S NT(AEN(A) >0 VA €iR.

The latter condition is equivalent to the existence of

polynomial matrices ¥ € R¥*¥[¢, 5] and ' € R**¥[¢] such
that

(C+mE(¢,n) + ET(QF () = NT(QEN(n)
(see Proposition 2 (i )@ v)). Thus, we obtain (25) by

defining ¥(¢,n) = D~ "(Q)¥(¢,n)D " (n) and F(§) =

F(6)D71(¢), and by pre- and post-multiplying the above
equation by D~ T (¢) and D~1(n), respectively. |

Summarizing the discussions in Lemmas 1 and 2, we obtain
the following theorem.

Theorem 1. Under Assumption 1, the following state-
ments are equivalent.

) /Qg > 0 (average nonnegative).

(ii) There exists a symmetric and factorizable rational
matrix U € R¥*¥(¢,n) such that

- <0. (33)

(iii) ®(\, A) > 0 holds for all A € iR\{poles of G(£)} .
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(iv) There exist a symmetric and factorizable rational
matrix ¥ € R¥*¥((,n) and a rational matrix F' €
R$*¥(¢) such that

O(¢,n) = (CHmMECm) +FT(OF(m).  (34)

Moreover, among U’s satisfying (33) or (34), there exists
one for which DT (¢)¥(¢,n)D(n) is a polynomial matrix
for the right coprime factors (N, D) of G(§).

Proof: It is easily seen from Proposition 8 that \i/ - <0
holds iff there exists F' € R**¥(£) satisfying

(¢,n) = (C+mU(C,n) =F(C)F(n).

This implies the equivalence between (ii) and (iv). Also,
(i)<(iv) and (iii)<(iv) are obvious from Lemmas 1 and 2,

respectively. The existence of ¥((,n) for which \i} - <0
and DT (¢)¥(¢,n)D(n) is a polynomial matrix is also clear
from the proof of the sufficiency of Lemma 1. ]

Remark 3. The equivalence between (iii) and (iv), namely
Lemma 2, claims that the para-Hermitian rational matrix
O(—¢,€) € R™¥(€) admits a spectral factorization

O(=¢, §) = FT(=€)F(¢), FeR™ (),
if and only if the condition (iii) is satisfied (This condition
was first proved by Youla (1961)). Hence, the above result
provides a behavioral interpretation to Youla’s spectral
factorization theorem.

Ezample 1 (continued). Since

(- €)= iy
’ (& — RE+ LE?) (& + RE+ LE))
we have
D\, A) = +2>o VA € iR
’ E+RA+LN|

Hence, a spectral factor of ®(—¢, &) exists, and is given by

ple) = — YT

& +RE+ LE¥
It follows that
W(C, ) = (¢, n) = F(OF(n)
’ C+n
36 + 3LCn

TG A RCTLO)(E + Ryt Lip)
Since the right coprime factors of G(§) are given by

D(€) = L + Re + L€,

C
_1(D(¢ 1(% £+ L2
N@_?(D ) 2(% —1§+L§)
the polynomial matrices in 8),(29) are glven by
A(Gn) = (C)F(C)F(n) (n) = RCU-

In addition, the observable (polynomial) image represen-
tation of v = G(&)w is given by
- (.NK;}).) ¢
D(%)

J(V+1I)
o) (b
v
Note that, in this case, the latent variable is exactly

the electrical charge ¢. Hence, by Remark 2, =(¢,n) and

A(¢,n) induce the storage function and the dissipation

rate as
1
= L I=—.
Q=(9) = 554" + 5LI% Qala) pm
In fact, the first and second terms of Q=(g) represent
the energies stored in the capacitor and the inductor,
respectively. O

— RI? dq

Next, we consider the half-line nonnegativity of Q%.
Definition 8. Under Assumption 1, Q% is called half-line
nonnegative. denoted by [ ! Q% > 0, if there holds

0
/ s(t)dt >0 Vs € O%(w), Yw € €°(R,RY) ND. (35)

The half-line nonpositivity is also defined in the same way.

Theorem 2. Under Assumption 1, the following state-
ments are equivalent.

¢
i) / Q% > 0 (half-line nonnegative).

(ii) There exists a symmetric and factorizable rational
matrix ¥ € R¥*¥(¢,n) such that

T-0<0 & ¥>0. (36)

(iii) There exist a symmetric and factorizable ¥ €
R¥*¥({,n) and a rational matrices F', K € R**¥(¢)
satisfying (34) and

U(¢,n) =K (Q)K(n). (37)

Moreover, among ¥’s satisfying (36), there exists one for
which DT (¢)¥(¢,n)D(n) is a polynomial matrix for the
right coprime factors (N, D) of G(€).

‘We omit the proof, since the theorem can be proved almost
in the same way as Theorem 1.

We have the same observation as Remark 2 that, for
U(¢,n) satistying the conditions in Theorem 2, the poly-
nomial QDF Q=(£), Z(C,n) = DT (Q)W(¢,n)D(1) serves as
a “nonnegative” storage function for the system defined

by v = G(4)w and the supply rate s = v' v € Q% (w).

5. CONCLUDING REMARKS

In this paper, we have presented a new and more general
formulation of a QDF in terms of rational functions rather
than polynomials. It has turned out that the rational QDF
defines a set unlike the polynomial QDF. We have also
shown that the notions of nonnegativity, average non-
negativity and half-line nonnegativity can be generalized
for the rational QDF, and have derived their necessary
and sufficient conditions. It remains as future topics to
study the rational QDF along a given behavior and its
application to the Lyapunov stability and the dissipation
theory. It should be noted that the rational QDF has many
important applications in system and control theory: for
example, the dissipation theory for linear systems defined
by rational representations, the stability analysis of inter-
connected systems with rational multipliers, and so forth.
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