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Abstract: This paper proposes a distributed formation algorithm for multi-agent systems with
a relaxed connectivity condition. In our study, velocity information exchange among agents
depends on the group communication topology, and the available position information flows
among agents are determined by a special subgraph of the communication topology. Our
distributed formation algorithm guarantees that once this subgraph is connected at some time
instant, the topology will keep connected thereafter, and the formation objective of a multi-agent
system is proved to achieve in a completely distributed style.

1. INTRODUCTION

The multi-agent formation problem aims at designing
proper distributed control strategies to achieve and main-
tain a pre-specified configuration via local interactions
among agents, where the coupling of agents depends on the
group interaction topology [Caughman et al., 2005]. The
existing representative works were provided in [Caughman
et al., 2005, Fax et al., 2004] and [Leonard et al., 2001,
Do, 2006, Gennaro et al., 2006], etc., where the averag-
ing feedback control algorithms and the nonlinear control
algorithms deduced from artificial potential functions are
adopted, respectively. Almost all of these results rely on
the assumption that the topology is connected for all
time. Similar preconditions are also provided for other
distributed cooperative control problems of multi-agent
systems, such as consensus [Moreau, 2005, Ren and Beard,
2005], flocking [Olfati-Saber, 2006, Tanner et al., 2007].

However, the group topology may evolve over time due
to the motions of agents, and its connectivity relies on
the actual distances between agents. Since almost all of
the algorithms proposed above do not ensure the main-
tenance of connectivity, system stabilization can only be
established for the cases that the connected topology is
satisfied throughout the group evolution. Therefore, efforts
should be made to preserve connectivity of the topology
while achieving the desired collective objective. The past
research on this subject include the geometric connectivity
robustness and its applications [Spanos and Murray, 2004],
transforming connectivity condition into the constraint on
the motion range of agents to solve rendezvous problems of
single integrator dynamic systems [Ando et al., 1999, Corts
et al., 2006], the admissible set that allows the double
integrator to remain inside disks, and the corresponding
double-integrator disk graph [Notarstefano et al., 2006]. Ji
et al. [2005, 2006] have investigated the rendezvous and
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formation problems of multi-agent systems with single in-
tegrator dynamics while preserving the group connectivity.

In this paper, the formation problem of multi-agent sys-
tems with second order dynamic models will be solved
with a relaxed connectivity condition. Firstly, an artificial
potential function is designed by considering both the
formation objective and the connectivity requirement of
the topology, which is similar to [Zavlanos and Pappas,
2007]. Furthermore, the collective potential function is
constructed on a special subgraph of the topology. From
this, a distributed formation algorithm is presented for
each agent in the group. It is proved that the multi-
agent system steered by our distributed algorithm asymp-
totically converges to the goal formation, provided this
special subgraph of the topology is connected at some time
instant.

2. PRELIMINARIES

Consider a multi-agent system with N homogeneous mo-
bile agents, of which each has the dynamics as{

q̇i = pi

ṗi = ui
(1)

where qi ∈ R2 and pi ∈ R2 denote the position and velocity
of the i-th agent, respectively. For clarity, the group state
is described by q = col (q1, · · · qN ) and p = col (p1, · · · pN ).
In order to achieve a pre-specified formation, the control
law ui is composed by

ui = fq
i + fp

i (2)

where fq
i acts as the induced term for achieving the desired

configuration, fp
i is the velocity consensus term and is used

to promote the velocities of agents to a common value.

Assume the communication radius of agents is ∆, then the
communication topology of the multi-agent system can be
described by an undirected graph Gp = (V, Ep), where the
set of vertices V = {1, 2..., N} corresponds to the N agents,
and the edge set is defined by

Ep = {(i, j) | ‖qj (t)− qi (t)‖ < ∆, i, j ∈ V, j 6= i} (3)
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Fig. 1. A group with relative positions determined by h

Thus, the neighbor set of the i-th agent can be described
as

Ni (Gp) = {j ∈ V| (i, j) ∈ Ep} (4)

2.1 Definition of the formation objective

As is well known, the collective objective of formation
problem can be described by the relative positions and
the relative velocities of agents. In our study, the desired
relative positions are uniquely determined by utilizing a
formation vector h = col (h1, h2, · · ·hN ) ∈ RnN , hi ∈ Rn,
which is illustrated by Fig. 1.

Define the goal topology of a multi-agent system as Gg =
(V, Eg) , where the set of vertices satisfies V(Gg) = V(Gp),
the edge set is given by

Eg = {(i, j) | ‖hj − hi‖ < ∆, i, j ∈ V, j 6= i} (5)

Thus, the formation objective of a multi-agent system can
be compactly described as follows by considering both the
relative positions and the relative velocities of agents.

Definition 1. Given a formation vector h = col(h1, h2, ...,
hN ) satisfying Gg = (V, Eg) is connected. Then a multi-
agent system is in the formation h, if the agent states
satisfy {

qj − qi = hj − hi

pj = pi
(6)

for any (i, j) ∈ Eg.

2.2 Some results on graph theory

In this section, we briefly introduce some significant graph
theoretic results used later.

Consider an undirected graph G = (V, E). aij is a pos-
itive coefficient associated with the edge (i, j) ∈ E . The
adjacency matrix of G is denoted by A = [aij ], which
can be used to describe the diagonal degree matrix of G
by D = [dii], where dii =

∑
j∈Ni

aij . The Laplacian matrix

associated with G is defined by
L (G) = L = D −A (7)

It is known that L(G) is always symmetric and positive
semidefinite for undirected graph G and satisfies

zT Lz =
1
2

N∑

i=1

∑

j∈Ni

aij (zj − zi)
2 (8)

where z = col (z1, z2, · · · , zN ).

3. FORMATION CONTROL

3.1 Background

In most past research related to our work, such as [Olfati-
Saber, 2006, Tanner et al., 2007], the distributed control
law ui with form of (2) is often designed by utilizing the
state information from agent i and its neighbour agents,
and is given by

ui = −
∑

j∈Ni(Gp)

∇qi
Vij

︸ ︷︷ ︸
fq

i

+
∑

j∈Ni(Gp)

aij (q) · (pj − pi)

︸ ︷︷ ︸
fp

i

(9)

where Ni (Gp) is given by (4), aij (q) is a positive co-
efficient which indicates how any one of two agents i
and j contributes to the other’s velocity. To simplify the
following analysis, we assume that aij (q) in (9) is uni-
form and smoothly varies from 1 to 0 when the distance
between agents i and j increases from 0 to ∆. Vij is a
continuous potential function and has its unique minimum
when agents i and j are located at a desired distance. Thus,
under the control law ui, the state of agent i changes in the
direction of approaching the desired distances from itself
to its neighbor agents and decreasing the velocity differ-
ence between itself and its neighbor agents. The desired
stable group motion has been proved to achieve under the
assumption that the topology is connected for all time in
above literatures. In the following, a simple proof outline
is proposed towards understanding how connectivity of
the topology plays the crucial role in the multi-agent
cooperative controls, which is also the starting point of
our work.

Design that the continuous potential function Vij always
equals to Vij (∆) when ‖qi − qj‖ ≥ ∆. Then the collective
potential function is always continuous and can be given
by

V =
1
2

N∑

i=1


 ∑

j∈Ni(Gp)

Vij +
∑

j /∈Ni(Gp)

Vij (∆)


 (10)

Important results are established by considering the fol-
lowing Hamiltonian function [Olfati-Saber, 2006]

H = V + K (11)

where V is given by (10), K = 1
2

N∑
i=1

‖pi‖2 is the group

kinetic energy. It has been shown that

Ḣ = V̇ + K̇ = −pT
(
LGp

⊗ In

)
p (12)

where LGp
is the Laplacian associated with the topology

Gp, and ⊗ denotes the Kronecker production. By utilizing
(8), we have

Ḣ ≤ 0 (13)

Denote qj − qi as qji. If the topology Gp is connected
for all time, it is ensured that ‖qji‖ is always bounded.
Besides, if H0 is finite, the nonincreasing characteristic of
H makes ‖pi‖2 ≤ 2K ≤ 2H ≤ 2H0, and further ‖pi‖ ≤
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√
2H0. Thus, the set Ω = {(qji, pi) |H ≤ H0 ¿∞, t ≥ 0}

is a compact invariant set of the multi-agent system. By
utilizing LaSalle’s invariant principle, system state starting
from Ω will converge to the largest invariant set in

E =
{

(qji, pi) ∈ Ω|Ḣ = 0
}

According to (12), Ḣ = 0 implies that

pT
(
LGp ⊗ In

)
p =

1
2

N∑

i=1

∑

j∈Ni(Gp)

aij · (pj − pi)
2 = 0 (14)

where aij is always positive. In order to achieve a stable
goal configuration, all agent velocities in the largest invari-
ant set in E must be synchronized, i.e. p1 = p2 = · · · = pN .
It may be guaranteed by assuming that the topology Gp (t)
is connected according to equation (14).

From the above analysis, it is obvious that the stabilization
of such multi-agent system depends on the connectivity of
the topology. However, the above control laws to steer the
motions of the agents do not guarantee the maintenance
of the connections among the agents, and further can
not preserve the group connectivity. For this reason, we
will reconstruct the potential function Vij in (9) so that
the corresponding connection (i, j) is maintained during
maneuvers.

3.2 A new potential function for preserving connectivity

In this section, we will define a special formation potential
function instead of the general potential functions used in
(9) to ensure that if the topology is connected at some
time instant, its connectivity can be preserved thereafter
and the desired formation objective can be achieved as
time grows. The new potential function is designed for the
edges in Ep (t) ∩ Eg based on the following principles:

i) Vij is always nonnegative and differentiable;

ii) Vij (qi, qj) has a single minimal value zero at qj −
qi = hj − hi;

iii) Vij → +∞, if ‖qj − qi‖ → ∆.

One example of such a potential function is given by

Vij =
‖(qj − qi)− (hj − hi)‖b

σ(‖∆‖σ − ‖qj − qi‖σ

)c , (i, j) ∈ (Ep (t) ∩ Eg) (15)

where b, c are both positive constant, and b ≥ 1, ‖·‖σ =√(
1 + ‖·‖22

)
− 1 denotes a nonnegative σ-norm [Olfati-

Saber, 2006]. An example of Vij is shown in Fig. 2 for
n = 1, b = c = 1.

Except for (i, j) ∈ (Ep (t) ∩ Eg), the potential function Vij

is designed as Vij = 0 for any i and j. Thus, the collective
potential function is essentially constructed on Ep∩Eg. We
now prove that the edges in Eg ∩ Ep can be maintained by
adopting the new potential function (15).
Theorem 1. Consider a multi-agent system steered by the
distributed formation algorithm (9), where the potential
function is given by (15). If the initial Hamiltonian H0

is finite and no new edges are added into Ep ∩ Eg during

Fig. 2. The formation potential function Vij with hj −
hi = 6, ∆ = 10

maneuvers, then all the edges in Ep ∩ Eg are preserved all
the time.

Proof. Consider a multi-agent system steered by (9),
where the potential function is given by (15). It is assumed
that there exists an arbitrarily time interval [0, tk), during
which the edge set Ep ∩ Eg keeps fixed. Then the Hamilto-
nian function of the continuous system (1) is differentiable
and nonincreasing during [0, tk) based on (13). Thus, the
potential function V is bounded by H0:

V ≤ H ≤ H0 ¿∞
However, based on (15) V will increases to infinity when-
ever ‖qj − qi‖ → ∆ for any (i, j) ∈ (Eg ∩ Ep). Thus, the
finite V implies ‖qj − qi‖ will never converge to ∆ for any
(i, j) ∈ (Eg ∩ Ep), i.e. no edges in Ep ∩ Eg are lost during
[0, tk). If no new edges are added into Ep ∩ Eg, the cor-
responding Hamiltonian function is always differentiable
and nonincreasing, which further guarantees that all the
edges in Ep ∩ Eg are preserved for all time. 2

3.3 A new control law based on a subset topology

In Theorem 1, it is assumed that no new edges are added
into Ep ∩ Eg, so that the continuity and differentiability of
the system Hamiltonian function are ensured. In practice,
it is possible that Gp may be switched due to the motions
of the agents. To solve this problem, we will define an edge
set Eq instead of Ep ∩ Eg to model the available position
information flows among agents. Based on this edge set Eq,
the collective potential function of a multi-agent system is
constructed. We define the initial edge set Eq (0) as
Eq(0) = {(i, j)|(i, j) ∈ (Ep(0) ∩ Eg), i, j ∈ V, j 6= i} (16)

When t > 0, the new formed edges in Ep ∩ Eg are
also expected to join into set Eq so that more position
information can be used to pursue the group formation
objective, which however may destroy the differentiability
of the system Hamiltonian function. Therefore, we define
that an edge (i, j) ∈ (Ep ∩ Eg) can be added into Eq only
when

qj (t)− qi (t) = hj − hi (17)

With (17), at the switching time, edge (i, j) has a zero
potential energy and a zero potential energy gradient
according to (15). Besides, all the edges in Eq will never
be lost according to Theorem 1, that is

Eq (t1) ⊆ Eq (t2) , t1 ≤ t2 (18)
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Thus, even if the edge set Ep ∩ Eg is arbitrarily changed,
the corresponding collective potential function constructed
on Eq can be always smooth and differentiable. Thus
the distributed control law of agent i is reconstructed as
follows for the multi-agent formation problem

ui = −
∑

(i,j)∈Eq

∇qi
Vij

︸ ︷︷ ︸
fq

i

+
∑

j∈Ni(Gp)

aij (q) · (pj − pi)

︸ ︷︷ ︸
fp

i

(19)

For clarity, we define the subgraph set of a graph G as
S (G) = {Gsub|V (Gsub) = V (G) , E (Gsub) ⊆ E (G)} (20)

Denote the graph (V, Eq) as Gq. Since when t > 0 just part
of the new formed edges in Ep ∩Eg is added into Eq, it can
be easily find that Gq is a subgraph of Gp (t) ∩Gg, i.e.

Gq ∈ S (Gp (t) ∩Gg) (21)

4. ANALYSIS

In the following, we first introduce a simpler condition of
multi-agent formation problems as follows.
Theorem 2. Consider any Gsub ∈ S (Gg) for a connected
multi-agent system. If Gsub is connected and the agent

states satisfy
{

qj − qi = hj − hi

pj = pi
for all (i, j) ∈ E (Gsub),

then the multi-agent system is in the formation h.

Proof. To prove by contradiction, we assume that the
multi-agent system is not in the formation h. That is,
at least two agents in Gg, for example a and b, satisfy
qa − qb 6= ha − hb or pa 6= pb.

Since Gsub is connected, the relative position of agent a to
b can be expressed as

qa − qb = (qa − qk1) + (qk1 − qk2) + · · ·+ (qkm
− qb)

where all (a, k1) , (k1, k2) , · · · (km, b) ∈ E (Gsub). Since{
qj − qi = hj − hi

pj = pi
is always satisfied for all (i, j) ∈

E (Gsub), then we have{
(qa − qk1) + · · ·+ (qkm

− qb) = ha − hb

pa = pk1 = pk2 = · · · = pkm
= pb

This contradicts the assumption of qa − qb 6= ha − hb or
pa 6= pb. 2

By using Theorem 2 and LaSalle’s invariance principle, we
have the following result.
Theorem 3. Consider a multi-agent system with dynamics
(1) and each agent steered by the distributed control
law (19). Given an initial finite group Hamiltonian H0.
Assume the subgraph Gq is connected at some time instant
ts, ts < ∞, then the multi-agent system asymptotically
converges to the pre-specified formation.

Proof. According to the fact that Eq (t1) ⊆ Eq (t2), t1 ≤ t2
given by (18) and the assumption that the subgraph
Gq (ts) is connected, it can be deduced that Gq (t) is
always connected if t ≥ ts according to Theorem 1. Since
Gq ∈ S (Gp (t)) based on equation(21), Gp (t) is also
connected when t ≥ ts.

From the assumption that H0 is finite and the fact of
Ḣ ≤ 0, the group Hamiltonian H keeps finite for all time.
So we have Vij ≤ V ≤ H0 ¿ ∞ and K ≤ H0 ¿ ∞. The
distance between any two neighbors in Gq (t) is restricted
by ‖qj − qi‖ ≤ V −1

ij (H0) < ∆. For a connected topology
Gq (t), the path which connects agent i and j has length
of no grater than (N − 1)

(
V −1

ij (H0)
)
. On the other hand,

K = 1
2

N∑
i=1

‖pi‖2 ≤ H0 guarantees ‖pi‖ ≤
√

2H0. Then the

set Ω = {(qji, pi) |H ≤ H0, t ≥ 0} is a compact invariant
set of the multi-agent system. From LaSalle’s invariance
principle, system state starting from Ω will converge to
the largest invariant set in E =

{
(qji, pi) ∈ Ω|Ḣ = 0

}
.

According to (12), the group velocity vector satisfies

pT
(
LGp

⊗ In

)
p =

1
2

N∑

i=1

∑

j∈Ni(Gp)

aij · (pj − pi)
2 = 0 (22)

Then for the connected topology Gp (t), t ≥ ts, equation
(22) is valid only when p1 = p2 = · · · = pN = p∗.
The common velocity of agents ensures that qji keeps
constant for any agent i and j in the largest invariant
set in E. Thus, the corresponding potential energy is
invariant, which makes the dynamic energy of the multi-
agent system invariant because of Ḣ = 0. Therefore, in
the largest invariant set in E, the velocities of the agents
keep constant, which follows that

ṗi =−
∑

j∈Ni(Gq)

∇qiVij (qji)

=−
∑

j∈Ni(Gq)


−

b ·
(√

1 + (qj − qi − hji)
2 − 1

)b−1

(√
1 + ∆2 −

√
1 + (qj − qi)

2

)c

· (qj − qi − hji)√
1 + (qj − qi − hji)

2
− (qj − qi)√

1 + (qj − qi)
2

·
c ·

(√
1 + (qj − qi − hji)

2 − 1
)b

(√
1 + ∆2 −

√
1 + (qj − qi)

2

)c+1




= 0, i = 1, · · · , N (23)

based on (15), where hji = hj − hi. Equation (23) is
satisfied for all i = 1, · · ·N when qj − qi − (hj − hi) = 0 is
achieved for each (i, j) ∈ Gq. Therefore, the group states

in the largest invariant set in E satisfy
{

qj − qi = hj − hi

pj = pi

for all (i, j) ∈ Gq. From the facts that Gq is connected and
belongs to S (Gg) deduced by (21), the multi-gent system
asymptotically converges to the pre-specified formation h
by utilizing Theorem 2. 2

Remark 2. From Theorem 3, the formation objective of a
multi-agent system can be achieved under the control law
(19) as long as the initial subgraph Gq (0) is connected.
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Fig. 3. The initial and goal configurations of the multi-
agent system

Fig. 4. The numbers of the edges in Gp and Gq (0) during
maneuvers

5. SIMULATION

In this section, we will provide a simulation of applying the
proposed distributed formation algorithm on a multi-agent
system. We assume the communication radius of agents
is 7.5. The parameter b and c in the potential function
(15) are both 1. The initial and final configurations of the
multi-agent system are described in Fig. 3.a and Fig. 3.b,
respectively. One can easily find that the initial subgraph
Gq (0) is connected.

We illustrate the formation course of the multi-agent
system by Fig. 4 and Fig. 5. From the initial connected
Gq (0), the topology Gp of the driven multi-agent system
keeps connected for all time, which is consistent with the
result proved in previous sections. The numbers of the
edges in Gp and Gq during maneuvers are shown in Fig. 4,
respectively. With the connected topology Gp, the desired
relative states of the agents in the goal formation are
achieved with a consensus agent velocity, which means
that the multi-agent system asymptotically converges to
the pre-specified formation according to Fig. 5.

6. CONCLUSIONS

This paper aims at solving the formation problem of multi-
agent systems. A potential function is designed to steer
the corresponding neighbor agents to the desired relative

Fig. 5. The multi-agent system asymptotically achieves the
desired collective objective

positions while preserving the connection among them.
The velocity and position information flows among agents
are described by the group communication topology and
its special subgraph, respectively. Based on this potential
function and the information networks, a distributed for-
mation algorithm is presented. It is guaranteed that the
multi-agent system asymptotically converges to the pre-
specified formation as long as this subgraph is connected
at some time instant.
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