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Abstract: Attenuation of sinusoidal disturbances with uncertain and arbitrarily time-varying,
yet online measurable frequencies is considered. The disturbances are modeled as the outputs of
an autonomous exogenous system, whose system matrix depends on some uncertain parameters
and is skew-symmetric for all admissible parameter values. A procedure is then developed
for the synthesis of an observer-based controller that uses the online measurements of the
uncertain parameters to guarantee a desired level of attenuation at steady-state in the face
of all admissible parameter variations. The controller is scheduled by the measurements of the
uncertain parameters as well as the matrix-valued outputs of a unit that is also scheduled on
the uncertain parameters. The synthesis procedure is based on solving a convex optimization
problem in which the variables are subject to a set of parameter-dependent matrix inequality
constraints, which can be relaxed into finitely many linear matrix inequalities. The procedure
also provides options for improving the transient response.

Keywords: Robust control, regulation, linear parameter-varying systems, robust linear matrix
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1. INTRODUCTION

Rejection of sinusoidal or periodic disturbances is a com-
mon problem in various engineering systems ranging from
disk drives, Sacks et al. [1996], to CD players, Lee [1998],
Dettori [2001], helicopters Arcara et al. [2000] and steel
casting Manayathara et al. [1996]. With the disturbances
generated by a known autonomous and unstable exoge-
nous system from unknown initial conditions, it is well-
established in the theory of asymptotic regulation (see
Saberi et al. [2000], Byrnes et al. [1997]) when and how
such a problem can be solved in a stationary setting.
In this case, the solution essentially amounts to replicat-
ing in the feedback loop the dynamics of the exogenous
system as required by the Internal Model Principle of
Francis et al. [1974]. The classical asymptotic regulation
theory however does not offer an immediate solution when
the disturbances have a non-stationary and uncertain na-
ture, i.e. when their frequencies or periods can change
in time. Hence, part of the recent interest concerning
sinusoidal/periodic disturbance rejection is on reducing
the sensitivity of the design against changes in the pe-
riod/frequency. This can be realized either by robust con-
troller synthesis techniques, Lee and Chung [1998], Tsao
et al. [2000], Li and Tsao [2001], Steinbuch [2002], Osburn
and Franchek [2004], Kim and Tsao [2004], Steinbuch
et al. [2004], Koroglu and Scherer [2008], or by adaptive
methods, Bodson and Douglas [1997], Bodson [2001], Guo
and Bodson [2005], Serrani et al. [2001] as specialized to
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sinusoidal disturbance rejection. When the frequency is
measurable or estimable online, as is the case -for instance-
in systems with rotational machinery, linear parameter-
varying (LPV) controller synthesis techniques can also be
applied for robust and adaptive non-stationary sinusoidal
disturbance attenuation, Dettori [2001], Du et al. [2003],
Hiittner et al. [2005], Kulkarni et al. [2005], Gruenbacher
et al. [2007]. Within the LPV control framework, it even
becomes possible to systematically handle other perfor-
mance objectives as well, Kéroglu and Scherer [2007].

It was observed in Koéroglu and Scherer [2007] that exact
asymptotic rejection of infinite-energy non-stationary dis-
turbances might not be possible for some plants. Motivated
by this observation and inspired by Hu et al. [2005], we
formulate in Section 2 the attenuation of non-stationary
sinusoidal disturbances based on a generalized notion of
asymptotic regulation, in which the steady-state peak of
the output need not be zero but is required to be bounded
from above. The disturbances are assumed to be generated
by a particular type of autonomous exo-system that is
dependent on a set of uncertain parameters, which are
online measurable and can influence the plant as well. We
first investigate in Section 3 the solvability of the problem
along parallel lines to the works on exact asymptotic
regulation for linear time-varying systems, Zhang and Ser-
rani [2006], Ichikawa and Katayama [2006]. This analysis
reveals that the level of generalized asymptotic regulation
is determined by the solutions of a system of differential
equations, which are required to be bounded. The novel
synthesis procedure developed in this paper is based on
designing a parameter-dependent feedback between the
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variables involved in these differential equations, as well
as suitable initial conditions, and obtaining the solutions
online by using the available values of the uncertain pa-
rameter. We then describe in Section 4 how to construct
an observer-based controller that uses the solutions of the
differential regulator equations to guarantee the desired
level of attenuation. After a brief example synthesis, the
paper is concluded with remarks on possible extensions.

2. PROBLEM FORMULATION

This paper is concerned with the attenuation of multi-
sinusoidal disturbances with uncertain and time-varying
frequencies that are measurable during online operation.
We characterize such disturbances as the outputs of a
parameter-dependent autonomous system of the form

b= Ao(6)v; Ao(0) = —Ac(6)T € R, (1)
where 6 = [ -+ ]T represents the vector of uncertain
parameters, which can vary in time arbitrarily. As a simple
yet sufficiently representative example, let us consider

0 —w
A= [w(t) o(t)yW(t):(Hé(t))wo? (2)

where wg > 0 corresponds to a nominal frequency. With

t t
o(t) = / w(7)dT = wot —i—wo/ §(r)dr, (3)
0 0
it is straightforward to verify for this example that

u(®)] _ [eosto(®) —sin(oe) ] [u@)]
va(t) | [sin(o(t))  cos(¢(t)) | [ v2(0) |
which reveals the motivations behind viewing the sys-
tems described by (1) as the generators of non-stationary
sinusoidal disturbances. Systems that generate multi-
sinusoidal disturbances can be obtained -for instance- by
using block-diagonal system matrices with sub-blocks of
the form given in (2). The uncertain parameters in our
setting basically reflect the deviations of the frequen-
cies from their nominal values and are assumed to vary
in time arbitrarily in a compact region R C R® that
contains the origin. The admissible parameter trajecto-
ries are hence identified as 7 = {d(-) : [0,00) —
R}. Note that, irrespective of the parameter trajectory,
the state of the system in (1) evolves with a constant
norm, i.e. [|[v(t)]|? = v()Tv(t) = |[v(0)]|?, V¢t > 0 (since
dllv(@®)|?/dt = v(t)T He(Ac(6(2)))v(t) = 0, where He A, =

A + AD).

The problem is formulated for a plant whose dynamics
might also depend on the uncertain parameters as

] [A0)[Bo) B@) ] [«
G:|e| =|C:(0)] D:(6) Dic(0) v, (5)
Y C(6) |Dr(8) 0O U

where z(t) € RF denotes the state vector, while u(t) € R
is the vector of control inputs that are to be used to
regulate the outputs e(t) € R” based on the measurements
y(t) € R™. We assume that:

A.1 The parameter dependencies of the system matrices
are all of the form T'(§) = T° + T1(6), with T1(-)’s
being continuous maps that satisfy 7(0) = 0;

A2 (A(0) |B(9)) is quadratically stabilizable by a param-
eter-dependent feedback (3Y > 0, F(:) : e (A() +
B(0)F(9))Y <0,V§ € R);

i A(6) B(0

A3 (&) s (Y Aegag
C(9) C(6) Dex(0)
tectable by a parameter-dependent observer gain
(3X = 0,L(:) : He X(A(6) + L(6)C(5)) <0,V € R).

A controller that is to be scheduled with the online
measurements of the parameters can be realized in its most
general form as

K : [é(t)] _ [AK(Cs[o,t]vt)|BK(5[0at1’t)} F(t)} , (6)

u(t) Ck(00,4,t)|Dx (60,4, 0) | |y(t)

where d)g ;) represents the portion of parameter trajectory
0(+) in the time-interval [0, t]. When the feedback loop is

closed with this controller, the dynamics of the system are
modified to

|:A+BDKC BCK} {z} n [BrJrBDKDCY]U

is quadratically de-

BKC AK f BKDcr

A(Sp0, 15t) X B. (30, 1],t) (7)
€ = [Cr+DrcDKC DrcCK]X + [Dr+DrcDKDcr]Ua

Cr (30, 415t) Dr (910, 4]5t)

where the dependencies of the plant and controller matri-
ces on time and the parameter trajectory are suppressed
to avoid notational clutter. In most parts of the paper, the
explicit time dependencies or the dependencies on the past
parameter trajectories will either be avoided or expressed
as dependencies on only the uncertain parameter for no-
tational simplicity. The problem that we consider in this
paper is to synthesize a parameter-dependent controller of
the form (6), such that:

C.1 Internal Stability: The autonomous closed-loop
formed by G and K (i.e. x(t) = A(J[0,4,t)x(t)) is uni-
formly robustly asymptotically stable (i.e. ||x(t)|| £

(X(t)Tx(t))1/2 is uniformly bounded and ||x(t)|] — 0
as t — oo, Vo(-)€TR);

C.2 Generalized Asymptotic Regulation of Level
K > 0: limsup,_, o |le(®)|| <&|v(0)|], ¥o(-) € Tr.
Remark 1. A larger class of disturbances can be consid-
ered with exo-systems for which there exists a positive-
definite matrix P such that AI'(§)P + PA.(6) = 0,V0 €
R. Such cases can easily be subsumed to our frame-

work through the state transformation v = P20, since
P2 A,(5)P~1/? is then skew-symmetric.

3. CONDITIONS FOR GENERALIZED
ASYMPTOTIC REGULATION

In this section, we investigate the solvability of the gen-
eralized asymptotic regulation problem. For this we first
obtain an alternative realization of the closed-loop of (7)
by a state-transformation of the form s = y + Zv, where
= is a time-varying matrix that satisfies the differential
Sylvester equation

24 E24.(8) — A(0)Z + B.(6) = 0. (8)
Provided that = is bounded, the closed-loop dynamics can
be represented alternatively as

3e = A(6),

e = C(6)s — (Cr(8)2 = Dy(9)) v, (9)

—_—————
A
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where the state-evolution is autonomous. This means that,
if the closed-loop is assured to be stable, the steady-state
behavior of the output will be determined by A. With
® 4_(t,7) denoting the state transition matrix of A.(4(t)),
we can in fact express the output as
e(t) = Cu(6(t))»(t) — A(t)®a,(£,0)0(0).  (10)
Recall that @ 4_(t, 7) is the unique matrix-valued function
that satisfies d(®a, (¢, 7)) /dt = Ae(d(t))Pa,(¢t,7) and
®(7,7) = I. Since A.(9) is skew-symmetric, we have
d(®a,(t, 1) ®a,(t,7))/dt
= @4, (t,7)7He(Ae(3(1)))@a. (t,7) =0,
which means
D (t, ) B (t,7)=Pa (1, 7) DA (r,7) =1, (12)
or equivalently ®4_(¢,7)® 4, (t,7)T = I. We then have
At)a, (1,002, (t,0)"A®)" = AOA®)T, (13)
which implies that ||A(t)®4,(t,0)] = [JA(t)]. We can
thus relate the solvability of the generalized asymptotic
regulation problem to the existence of a bounded solution
to the differential equation (8) with which A satisfies an

asymptotic norm bound, as described precisely in the
following lemma:

(11)

Theorem 2. There exists a linear time-varying controller
which guarantees C.1 and C.2 for a fixed §(-) € Tg, if and
only if there exist bounded II and IT" that satisfy

II = A(§)II — HA(8) + B(6)T — B.(6), (14)
A = Cr(O)IT + Dye(8)T — Dy (6),
lim sup [ADI < & (15)

Proof. In order to prove the necessity of (14) and (15),
we first consider a fixed trajectory 0(-) € 7 and assume
that C.1 as well as C.2 are satisfied by a certain controller
K. We then infer from the stability of 5 = A(d)s that the
unique solution of (8) is bounded for any bounded initial
condition =(0), thanks to A.(J) being skew-symmetric (see
Ichikawa and Katayama [2006]). Assuming a partition of
the form =27 = [HT ET] compatible with A, we thus infer
that there exist bounded II, ¥ and I' that satisfy (14) and

> = AgY — YA, + Bg(CII — D),
I' = CKE-FDK(CH—DCT).

Since ¢ = A(d) s is stable, we have lim;_, ||2¢(t)|| = 0. It
then follows from C.2 that

limsup [le(?)|| = limsup [[A(£)® 4, (£,0)v(0)[| < &[v(0)]],
t—o0 t—oo

which means limsup,_, [|[A(t)®4,(t,0)]] < k. We con-
clude the necessity proof by recalling (13), which implies
[[A(t)® 4, (t,0)]] = ||A()||. The sufficiency of the conditions
will be established with the design of an observer-based
controller in the next section. a

Although the conditions provided by Theorem 2 are exact,
they are typically untractable. In order to derive tractable
conditions as well as a controller synthesis procedure, we
view (14) as a parameter-dependent system with a matrix-
valued state. The state is required to remain bounded and
the matrix-valued output is required to satisfy (15). The
problem is then reformulated as a search for a suitable
initial condition II(0) = II° and a matrix-valued and
bounded input function I'. The initial condition II° is

viewed also as a nominal value for II, which is to be
generated online in forward time as

I(t) = 0% + 1I'(¢), 1I'(0) =0, (16)
by updating the values of II' using the available values
of the uncertain parameter. Since this means that II* will
be at our disposal, we can rely on a parameter-dependent
state-feedback-like synthesis of the form

[ = fF (0)I + ¥(9),

where [ (-) and ¥(-) are to be designed. Introducing

(17)

By(I159(5), 8) = B (8)+ITA(8) —A(§)TI°-B(6) ¥ (6), (18)

Da(HOa\II((s)aé)éDr(é)fcr((s)no7Drc(5)\11(6)7 (19)
we can the represent the system of (14) as
IT'=(A(6)+ B(0)F (8)) II'~IT'Ac (8) — B (TI9W(4), 9), (20)

A= (Cr(6)+Drc(5)r(6)) Hl*Da(H(z\Il(é)a 5)
Based on an analysis of this system, we obtain the follow-

ing key result that will facilitate the solution of the robust
generalized asymptotic regulation problem:

Theorem 3. There exist bounded IT and " with which (14)
and (15) are satisfied for all §(-) € 7g, if there exist:
neER,,IM e R O<P =PT cRF*F =8 =87 ¢ RIX!
and Q : R — R" % ¥ : R — R"*! such that, for all § € R

L(5)2 m'A(é)HB(g)@(é)mP BS(AH< (;I)f@?g) < 0(21)
[ g 0 0

L4(5) 2 He 0 “I;S 0 |>0,(22)
(Ci(8) PD:d5)Q(6) DI (6).0) 1

Such IT and I" can be generated online using the available
values of the uncertain parameter as in Figure 1, where

F(6) =Q(6)P. (23)
When II and I' are scheduled with this system starting
from IT' (0) = 0, we will have at any time instant that

1 T —2nt
[ —S II'(1) H 24, (105207 O (o)

't P

A)TA()<KT + ke 1P (1,0)SP 4, (¢, 0)7,(25)

where ®4_(t,7) represents the state-transition matrix of
the exogenous system (1) for the considered §(-) € Tx.

Proof. We first introduce a matrix-valued function as
V(IT') = (ITY)T P! + S and infer from (21) that, along
the state trajectories of (14) for any §(-) € Tg

d

(1,0 V(T (1) 4,(1,0) =0(1) L (5(1)O(1) <0,
where O(t)T = ¢ [(P*lnl(t)qme (t,0))" =@t O)T]
We thus conclude with IT'(0) = 0 (and hence V(0) = 9)
that V(IT'(t)) < e 27 ® 4 (t,0)SP 4, (¢,0)7, which reads
via the Schur-complement lemma as the inequality of (24).
With || ®4,(¢,0)|| = 1, this clearly implies that II' and
hence II as well as I will remain bounded. On the other
hand, A will respect (25) as follows from

VAT(t)) + kI — kA TA(L) = Q) TL(5(1)Q(t) = 0,

where Q(t)7 = [ (PTY(1))T =T — s AT ). O
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Fig. 1. System for scheduling of IT and T' (I1°, T'°: matrix-
valued constant inputs; A.(d), By(d), ¥(J): matrix-
valued parameter-dependent inputs; A(4), B(9), F (0):
parameter-dependent gain matrices; f : integrator).

Remark 4. Conditions (21) and (22) read as infinitely
many matrix inequalities once the parameter dependencies
of @Q and ¥ are fixed. Such conditions can be rendered
tractable by employing suitable relaxations from the ro-
bust optimization literature (e.g. convex-hull or Pdlya
relaxation when R is a polytope; sum-of-squares relax-
ation if R is described by polynomial matrix inequali-
ties; see Apkarian and Tuan [2000], Scherer [2006] and
the references therein). In this fashion, one can obtain
sufficient conditions in terms of finitely many LMIs by
simply fixing the value of 7. Once sufficient conditions
are relaxed into finitely many LMIs, the best level of
generalized asymptotic regulation achievable according to
these conditions can then be obtained through a line
search over n. When the exogenous system as well as
plant matrices have affine dependence on the uncertain
parameters (i.e. A, = A2+ ALS®1, ...) and R is a polytope

R = {Z?zl ;7 130 ey =105 > 0} with extreme

points {&1...,d9}, one can choose Q and ¥ simply as
matrix variables. In this case, conditions (21) and (22) are
satisfied throughout R if and only if they are satisfied for
all 67,5 = 1,...,q. If, moreover, B and D,. are constant,
one can employ the same approach with @ and ¥ that
have affine parameter dependence. In the case of general
polynomial parameter dependence, we can employ the
multi-convexity approach of Gahinet et al. [1996] or resort
to more advanced relaxation techniques.

Remark 5. In retrospect to the feedback synthesis in (17)
with (23), we realize that the matrix inversion might lead
to numerical troubles. This can be avoided by imposing
a uniform upper bound on the condition number of P or
alternatively on the norm of f (§) at the expense of some
conservativeness. As a means to improve the numerical
reliability of the synthesis, we consider here imposing a
uniform upper bound on ||T'(¢)||. This is also expected to
have curing effects against the undesirable outcomes of
large control inputs, which are in part shaped by T' (see
Figure 1). By a simple adaptation of (22), we can derive a
constraint that guarantees ||T'(¢)|| < o,Vt > 0 as

P 0 Q)
0 ol +S W5 =0, V5 eR.

QR(0) W(s) ol
With a fixed level of x that is known to be achievable,

the feedback synthesis can be constructed as in (17) by
minimizing g subject to some relaxed versions of (21), (22)

(26)

and (26) that are tractable. In order to obtain a uniform
bound on the norm of II as ||TI(¢)|] < A, we can add a
constraint of the form

P 0 P
0 X+ S 117 | =o. (27)
P 1 Al

Remark 6. If a certain level of disturbance attenua-
tion, say k9, is required for the nominal case in which
6(t) = 0,¥t > 0, this can be achieved simply by im-
posing the convex constraints B, (II°, ¥(0),0) = 0 and
| Da(T1°,W(0), 0)|| < ko, at the cost of possible degradation
in the worst-case disturbance attenuation performance in
the face of parameter variations.

4. A SCHEDULED OBSERVER-BASED
CONTROLLER FOR GENERALIZED ASYMPTOTIC
REGULATION

We provide in this section a solution to the robust gen-
eralized asymptotic regulation problem by a scheduled
observer-based controller of the form

{% _ [A(5)+UB(5)~F(5)+E(5)0(5)%Eo(a) ] [5

o) J e

where U = [I;, 0]" and F(.), L(-) are to be designed. This
controller is commonly employed in classical regulation
problems, Saberi et al. [2000], and can also be applied for
regulation in linear time-varying systems, Ichikawa and
Katayama [2006]. Note, however, that it differs from the
standard observer-based controllers in that it replicates
the dynamics of the exo-system as well as that of the plant.
In other words, £ represents the estimate of the combined
vector [:cT vT] T Assuming for a moment that £ is indeed
equal to this combined vector, we can observe by the help
of a state transformation of the form

¢ =z + v, (29)
that, the state and disturbance feedback achieved by u =
F(§)¢ = F(0)x+ F,(0)v will guarantee internal stability as
well as generalized asymptotic regulation, provided that:
(i) ¢ = (A(0) + B(6)F(9))s is stable; (ii) F, = FII - T
with IT and T being related as in (14) and bounded; and
(iii) A satisfies (15). On the other hand, if £ corresponds to
an estimate provided by an observer, the estimation error

(=—E+Ux+[01]" v, (30)

evolves according to ¢ = (A(8) + L(6)C(0)) and can be
steered asymptotically to zero by a suitable choice of L(-).
In this case, we can express the dynamics of the closed-loop

system as
$1 [AO+BEFG)  ~BEFE) | 0]f«
{|= 0 A()+L(§)C(5)| 0] ¢|-(31)
¢] [C(0)+Die(9)F(8) —Dye(0)F(5) [—AJLV

We can clearly guarantee the internal stability of the
closed-loop for all admissible parameter trajectories by
an off-line design of F(-) and L(-) without requiring the
knowledge of IT and I' or uniform bounds on the norms
thereof (cf. Kéroglu and Scherer [2007]). On the other
hand, generalized asymptotic regulation can be achieved
by basing the design of Fo(§) = F(6)II—T on the synthesis
described in Theorem 3.
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Fig. 2. Implementation of the scheduled observer-based
controller (All rectangular blocks, except for the inte-
grator f , represent time-varying gain matrices).

The observer-based design we have thus sketched allows
us to develop the following scheduled controller synthesis
procedure for generalized asymptotic regulation:

Theorem 7. There exists a controller that solves the gen-
eralized asymptotic regulation problem as formulated in
Section 2, if the conditions in Theorem 3 are satisfied
and there exist Y = Y7 € RF*F N : R — R"** and

X = XT e REFDOH i R — REFDXT with which

He ((A(S) + p)Y + B(S)N(5)) < 0,¥6 € R, (32)
Y -0l <0 and [?UII]ko, (33)
9e (X (A(0) + pI) + M(5)C(9)) K 0,¥6 € R, (34)
X —al<0 and [)I( 0{1] =0, (35)

for some p,o,a € R;. A scheduled observer-based con-
troller can then be constructed in terms of
LO)|_ 5

F(0)=N()Y LL(6)= {Le(é)] = XM (6), TT =1 11],(36)

as a controller with realization

& A+BF+IILC TL(De,—CT) |[IL|[&
&= L.C Ac+Le(Doy—CII)| L, || &i |,(37)
m - T |0 ||y
where the parameter dependencies of the terms are sup-
pressed. Implementable as in Figure 2 with the unit in the

dashed box to be scheduled by II and I'" that are obtained
as in Figure 1, this controller guarantees Vé(-) € 7x that

el < (g3 ICOll+a62 (IOl + ady [ICOIE)) e rllbOI, (38)

for some positive scalars ¢1, @2, ¢3 € Ry. Possible choices
for these scalars are: ¢1 = b(f(A + 1) + o), where b =
supser || B(S)|| and f £ supseg | F(8)| whereas A and o
are uniform bounds on ||II(¢)|| and ||T'(¢)|| respectively,
as inherited from (27) and (26); ¢2 = supscg ||Cr(6) +
Dre(@)F ()] and 65 = d(f(r+1) + o), where d =
Supser || Dre(9)]-

Proof. The explicit expressions for the states of the
closed-loop system in (31) are given by

O(t) :/O<I>A+Bp(t,7)3(5(7))F(5(7))@A+zc~(ﬂ 0)¢(0)dr,

where the dependencies of state-transition matrices on the
considered parameter trajectory is suppressed for simplic-
ity. It follows from (34) and the choice of L as in (36) that a
positive-definite function of the form V(¢) = ¢TX¢ satis-
fies d (V(¢(2))) /dt + 2pV(¢(t)) < 0 and hence V(((t)) <
V(¢(7))e2°(t=7) along the trajectories of the closed-
loop system. This reads as <I>A+i@(t,T)TX'<I>A+EC~(t, T) —
e~2/(t=7) X < 0, which implies together with (35) (i.e.
a ' g X 5 al) that [|® 4, ;&(t, 7)|| < ae™?"7),V5(-) €
Tr. Setting ¢(0) = 0, we can establish along similar
lines that || @4, pr(t,7)|| < oe P~ V§(-) € Tx. Using
the bounds on the state transition matrices and applying
the usual norm bounding, we conclude that ||((¢)| <
al|S(O)[le™", [9(1)]| < oag[[¢(0)[te™"* and [ls(t)] <
(a]ls(0)|| + oapy||C(0)||t)e~**, which clearly imply internal
stability as well as (38). With &, = —II¢, &=—[0 I, ]¢, we
can realize the controller of (28) as in (37). O
Remark 8. Fixing p as a sufficiently large value and mini-

mizing o, a will be helpful for synthesizing F' and L reli-
ably as well as for obtaining a desirable transient response.

5. ILLUSTRATIVE EXAMPLE

In this section, we consider a mass-spring damper system
whose dynamics are described by

0 1 0 0 0
1 kb LY Ly L 1
T2 mi mi mi mq my T2
I3 0 0 0 1 0 0 3
18 Rl I T S VR U | Y
e mo mo mo mo | mo  mo 4
y 1 0 0 010 0 u
1 0 —1 0 0 0

where the disturbance affecting the system is assumed to
be of the form d(t) = sin(wo(1l + 6(t))), §(t) € [-5, 5],
as is the first state of (2) for the initial condition v(0) =
[0 —1]". For a set of parameters given by m; = 2,my =
0.5,k; = 100,k; = 150,b = 10,wg = 8, we synthe-
sized a scheduled observer-based controller according to
Theorem 3 and Theorem 7. With parameter-independent
variables, we obtained an upper bound on the minimum
level of k as 0.0646 (for n = 0.0483). We then obtained F,
U and II° all as constant matrices given by

0.0004  0.0000
[ =[-89340 —535 —57 —36], o — 0.0003 —0.0031
— | —1.2747  0.0000 |’

U =[127.51 —10077], —0.0017 10.0755

in a way to guarantee generalized asymptotic regulation
below x = 0.0653, with the particular approach described
in Remark 4. A constant state-feedback and a constant
observer gain are then designed with p = 0.5 as

F=[99.38.1-159.3-5.3], L =[-43.070.6-10.7 144.2 7.7 —11.9]T.

Figure 3 presents the simulation results obtained with this
controller, starting from zero initial plant and controller
states. The disturbance is generated by a particular pa-
rameter trajectory given in Figure 3-a. The parameter
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3. Example simulation: (a) The uncertain parameter,
6, and the measurement, 6,,, used to schedule the
controller; (b) The disturbance and the output.

Fig.

first switches between —0.3 and 0.3 with an increasing
frequency, then increases from -0.3 to 0.3 with a constant
rate and in the last phase it shows a small and fast sinu-
soidal variations around a low frequency sinusoidal curve.
In the first two phases, the controller is scheduled with
exact values of the parameter, whereas in the last phase
the scheduling variable simply chosen to follow the slow
sinusoidal variation, thus averaging out the fast variations
in the uncertain parameter with which the disturbance
is generated. As is visible from Figure 3, the controller
attenuates the disturbance significantly if scheduled with
the correct values of the parameter. On the other hand,
the performance degrades noticeably when there is mea-
surement error.

6. CONCLUDING REMARKS

We have developed a novel procedure to synthesize an
observer-based LPV controller for robust attenuation of
non-stationary sinusoidal disturbances. It is of much in-
terest to develop methods for synthesizing controllers that
guarantee additional performance objectives and in par-
ticular robustness against possible noise that effects the
online measurements of the uncertain parameters.
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