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Abstract: An efficient approach for solving stochastic optimal control problems is to employ
dynamic programming (DP). For continuous-valued nonlinear systems, the corresponding
DP recursion generally cannot be solved in closed form. Thus, a typical approach is to
discretize the DP value functions in order to be able to carry out the calculation. Especially
for multidimensional systems, either a large number of discretization points is necessary or
the quality of approximation degrades. This problem can be alleviated by interpolating the
discretized value function. In this paper, we present an approach based on optimal low-pass
interpolation employing sinc functions (sine cardinal). For the important case of systems with
Gaussian mixture noise (including the special case of Gaussian noise), we show how the
calculations required for this approach, especially the nontrivial calculation of an expected
value of a Gaussian mixture random variable transformed by a sinc function, can be carried out
analytically. We illustrate the effectiveness of the proposed interpolation scheme by an example
from the field of Stochastic Nonlinear Model Predictive Control (SNMPC).

1. INTRODUCTION

For high-quality control of nonlinear heavily noise af-
fected systems, the system and measurement noise has to
be explicitly considered and incorporated in the control.
Stochastic optimal control aims at finding a sequence
of optimal control input policies under consideration of
the noise influence for a given system. Here, the case of
discrete-time systems with continuous state spaces and
discrete control inputs is of special importance. A system
of this kind may be a robot, whose state comprises its pose
and the discrete controls are steering actions.

Stochastic optimal control of this kind forms the basis
for the important field of Stochastic Nonlinear Model
Predictive Control (Weissel et al. (2007a), Weissel et al.
(2007b), Deisenroth et al. (2007)) and the closely related
field of Markov decision processes with continuous-valued
state spaces (Marecki et al. (2007)). Here, the future
system behavior for a given control sequence is evaluated
based on a set of reward functions. The optimal control
sequence that gives the maximum expected reward is
determined and then applied to the system.

The solution to a closed-loop feedback stochastic opti-
mal control problem can be calculated efficiently for sys-
tems with discrete state spaces by employing dynamic
programming (DP). Here, the necessary value function
is calculated recursively employing the so-called Bellman
equation (Bellman (1957)). Its recursive structure leads to
a computational demand that increases just linearly with
the length of the horizon.

In case of nonlinear systems with continuous state space,
the recursive value function calculation cannot be carried
out in closed form. Thus, some kind of value function ap-
proximation is inevitable (Bertsekas and Tsitsiklis (1996)).
A common approach is to discretize the value function at
a set of certain supporting points and then to use interpo-
lation for obtaining an approximate solution of the value
function in-between. By using interpolation, a significantly
lower number of discretization points is necessary to gain
high quality results.

For interpolation, numerous approaches are available.
The most common one is by piecewise defined lower-
degree polynomials, i.e., splines, where the most simple
one is based on linear interpolation, which suffers from
low accuracy (Philbrick, Jr. and Kitanidis (2001)). Using
quadratic (Schumaker (1983)) or cubic (Johnson et al.
(1993), Deisenroth et al. (2007)) splines is also very com-
mon. All these approaches are based on the arbitrary
assumption that the value function behaves according to a
polynomial of employed order. Another approach is based
on the interpolation of the supporting points by Gaussians
as described in (Nikovski and Brand (2003)), which is
computational very demanding due to an inversion of a
large matrix.

In this paper, we propose to use an ideal low-pass recon-
struction (cardinal hold) for interpolation on a regular
grid. This ideal low-pass reconstruction, which is well-
known in signal processing theory, gives the interpolation
with least oscillation possible and provides an upper bound
for the signal frequency of the interpolated signal. Further-
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more, it is the optimal reconstruction in case the sample
distance is sufficiently small and no aliasing occurs, which
is a necessary assumption for any discretization. For the
important case of Gaussian mixture noise, which allows ap-
proximate modeling of any noise density shape, we present
an analytic solution to the Bellman recursion employing
discretization and ideal low-pass reconstruction.

The remainder of this paper is structured as follows: In
the next section, the considered stochastic optimal control
problem, which leads to the discretization, is described.
In Section 3, the applied discretization and the subse-
quent ideal low-pass interpolation is introduced for a one-
dimensional system. The main contribution of the paper,
an analytical solution to the expected value of a Gaussian
random variable transformed by a sinc function, is pre-
sented in Section 4. Then, in Section 5, the solution for one-
dimensional systems is extended to the multidimensional
case for a regular grid and Gaussian mixture noise that
is comprised of axis-aligned components. In Section 6, an
example from the field of Stochastic Nonlinear Model Pre-
dictive Control is used to illustrate the effectiveness of the
proposed interpolation. The paper closes with conclusions.

2. CONSIDERED PROBLEM

In this paper, discrete-time dynamic systems with contin-
uous state space xk and discrete control inputs uk of the
form

xk+1 = ak(xk, uk) + wk (1)
are considered, where xk denotes the vector-valued ran-
dom variable of the system state and ak(·) a nonlinear,
possibly time-variant function. wk denotes the additive
white noise. In the following, the important case of Gaus-
sian mixture noise of the form

wk ∼ fw
k (wk) =

H∑

h=1

ω
(h)
k · N

(

xk − µ(h)
k

;C
(h)
k

)

,

is considered, where N
(
x − µ;C

)
denotes a Gaussian

density with mean µ and covariance matrix C. Employing
Gaussian mixtures to represent the system noise, arbitrary
noise distributions can be realized due to the Gaussian
mixtures’ universal approximation property (Maz’ya and
Schmidt (1996)), where Gaussian noise is a special case
with H = 1 and ω(h) = 1.

For the system (1), an optimal control policy sequence
π∗

0 = {u∗

0(x0), u
∗

1(x1), . . . , u
∗

N−1(xN−1)} for a N -step hori-
zon needs to be found, where the optimality is defined
based on a cumulative reward

gN (xN ) +

N−1∑

k=0

gk(xk, uk) ,

which comprises the step reward gk(xk, uk), depending
on the predicted system states xk and the corresponding
control inputs uk, as well as a terminal reward gN (xN ).
Based on this reward function, the value function

Jk(xk) = max
πk

Ex
k+1:N

{

gN (xN ) +
N−1∑

n=k

gn(xn, un)

}

,

representing the maximum expected future reward can be
defined. Here, the expected value is employed, as only an
uncertain prediction of the system state within the horizon
is available.

If the value function is available, the optimal control
sequence can then be found directly by calculating the
maximizing argument according to

u∗

k(xk) = arg max
u

k

Jk+1(xk+1) ,

with xk+1 ∼ fw
k (xk+1 − a(xk, uk)) for a given xk.

The value function can be calculated efficiently by em-
ploying dynamic programming (DP), a recursive backward
calculation that exploits Bellman’s principle of optimality
(Bellman (1957)) according to

JN (xN ) = gN (xN ) ,

Jk(xk) = max
u

k

{

gk(xk, uk) + Ex
k+1

{
Jk+1(xk+1)|xk

}}

,

k = N − 1, . . . , 0 , (2)

which is possible since the value function only consists of
additive terms (Bellman (1957), Bertsekas (2000)). Using
DP, the computational demand increases just linearly with
the length of the horizon due to the recursive structure of
the calculation.

To employ DP, the recursive backward calculation in (2)
needs to be evaluated, which is typically not possible
for nonlinear systems with continuous state space. A
common approach to overcome this problem is to discretize
the value function Jk(xk). Then, the maximization with
respect to uk as well as the calculation of the conditional
expected value Ex

k+1

{
Jk+1(xk+1)|xk

}
only need to be

performed at discrete points, which allows closed-form
calculations as illustrated in the next section.

3. VALUE FUNCTION DISCRETIZATION AND
INTERPOLATION

For clarity and brevity of presentation, the discretization
and interpolation of a one-dimensional system is described
in the following. The straightforward extension to M -
dimensional systems is described in Section 5.

3.1 Discretization

An approximate closed-form solution to the recursion in
(2) can be found if the value function Jk(xk) is calculated
for a fixed number of equally spaced discretization points

µ
(i)
k = µ

(1)
k + α · (i− 1) for i = 1, ..., L, where α is the grid

spacing. Using this discretization leads to the approximate
value function J̃k(xk)

Jk(xk) ≈ J̃k(xk) =

L∑

i=1

κ
(i)
k · δ(xk − µ

(i)
k ) ,

where δ(·) denotes the Dirac delta distribution and κ
(i)
k

are weighting coefficients.

Employing the discretized value function J̃k(xk) respec-

tively J̃k+1(xk+1) in (2) allows closed-form calculation of

κ
(i)
k = max

uk

{

gk(µ
(i)
k , uk) + Exk+1

{

J̃k+1(xk+1)|µ(i)
k

}}

,

(3)
with
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Exk+1

{

J̃k+1(xk+1)|µ(i)
k

}

=

∫

RM

fw
k (xk+1 − ak(µ

(i)
k , uk)) · J̃k+1(xk+1) dxk+1

=

∫

RM

H∑

h=1

ω
(h)
k · N

(

xk+1 − ak(µ
(i)
k , uk) − µ

(h)
k ;C

(h)
k

)

·
L∑

j=1

κ
(j)
k+1 · δ(xk+1 − µ

(j)
k+1) dxk+1 ,

where the maximization in (3) can be carried out element
by element. Using a discretized value function gives a good
approximation of the true value function if the grid is
sufficiently fine, i.e., the grid spacing α is sufficiently small,
for sampling the noise density fw

k+1(·) with high precision.
If this is not the case, the quality of the approximation
degrades rapidly, which is illustrated exemplarily in the
simulations in Section 6.

3.2 Interpolation

A common approach to overcome this problem is to use
an interpolated version of the approximate value function
J̃k+1(·) instead of using it directly. This allows a substan-
tially wider spacing of the sample points, which is highly
desirable especially for multidimensional systems, as the
number of necessary sample points depends exponentially
on the dimension of the state space M , while the compu-
tational demand for interpolation just depends linearly on
the dimension M .

In case of an equally spaced grid, the ideal low-pass
reconstruction of a sampled signal can be obtained if the
signal is reconstructed with sinc functions (sine cardinal),
whose roots are located at the other sampling points as
illustrated in Fig. 1. This interpolation is the well-known
Whittaker-Shannon interpolation (Zayed (1993)). The sinc
functions used for interpolation are of the form

sinc(x/α) =







1 for x = 0
sin(πx/α)

πx/α
otherwise .

(4)

Using the sinc function leads to an interpolation with least
oscillation, where the signal frequency of the interpolated
signal has an upper bound of

1

2 · α ,

which can be seen directly by calculating its Fourier
transform (6). Using the sinc-interpolated function Ĵk+1

for calculation leads to

Exk+1

{

Ĵk+1(xk+1)|µ(i)
k

}

(5)

=

∫

R

fw
k (xk+1 − ak(µ

(i)
k , uk)) · Ĵk+1(xk+1) dxk+1

=

∫

R

H∑

h=1

ω
(h)
k · N

(

xk+1 − ak(µ
(i)
k , uk) − µ

(h)
k ; c

(h)
k

)

·
L∑

j=1

κ
(j)
k+1 · sinc

(

xk+1 − µ
(j)
k+1

α

)

dxk+1 .

Employing the sum rule results in

x!

Ĵ
(x

)
!

�
(1)
k

�
(2)
k

�
(3)
k

�
(4)
k

�
(5)
k

Fig. 1. Interpolation for five sampling points using the
ideal low-pass reconstruction. The dotted black line
depicts the overall reconstruction, the colored solid
lines represent the sinc functions with their maximum
values at the sampling points.

Exk+1

{

Ĵk+1(xk+1)|µ(i)
k

}

=
H∑

h=1

L∑

j=1

∫

R

ω
(h)
k · N

(

xk+1 − ak(µ
(i)
k , uk) − µ

(h)
k ; c

(h)
k

)

· κ(j)
k+1 · sinc

(

xk+1 − µ
(j)
k+1

α

)

dxk+1 ,

which is the sum of expected values of Gaussian random
variables that are transformed by sinc functions. Here, c =
σ2 denotes the variance of the Gaussians. If this expected
values can be calculated in closed form, which is indeed the
case as shown in the next section, efficient value function
approximation using an ideal low-pass interpolation is
possible.

4. CALCULATION OF THE EXPECTED VALUE

In this section, the main contribution of this paper, an
analytic solution for calculating the expected value of
a Gaussian random variable x with probability density
function

f(x) = N (x − µ;σ2) =
1

σ
√

2π
exp

(

−1

2

(
x − µ

σ

)2
)

transformed by a single sinc function (4), is presented for
the one-dimensional case. In Section 5, this basic case is
extended to the multidimensional case.

Generally, the expected value of a random variable trans-
formed by a function g(x) can be calculated according to

Ex{g(x)} =

∫
∞

−∞

f(x) · g(x) dx .

This can be solved employing Parseval’s relation (Arfken
and Weber (2005) p. 953)

∫
∞

−∞

f(x) · g∗(x) dx =

∫
∞

−∞

F (f) · G∗(f) df ,

where (·)∗ is used to denote the complex conjugate, F (f)
and G(f) are the Fourier transforms of f(x) and g(x)
respectively, which are given by
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f(x) =
1

σ
√

2π
exp

(

−1

2

(
x − µ

σ

)2
)

br

b

F (f) = e−2π2σ2f2 · e− j 2πfµ ,

(Bracewell (1999)), where j =
√
−1 is the imaginary unit,

and

g(x) = sinc(x/α)

br

b

G(f) = α · rect1/α(f) =

{

1 for |f | ≤ 1

2α
0 otherwise ,

(6)

where rect1/α(·) denotes the rectangular function with
width 1/α. Employing that g(x) and G(f) have no imag-
inary part and thus g∗(x) = g(x) and G∗(f) = G(f) this
allows calculating the desired expected value

Ex{g(x)}

=

∫
∞

−∞

F (f) · G(f) df

= α

∫ 1
2α

−
1
2α

exp
{
−2(πσf)2 − j 2πfµ

}
df .

Completing the square with
(

j µ
2σ

)2

results in

Ex{g(x)}

= α

∫ 1
2α

−
1
2α

exp

{

− 2

(
(

πσf + j
µ

2σ

)2

+
( µ

2σ

)2
)}

df .

Substitution of

z =
√

2πσf + j
µ√
2σ

,

dz =
√

2πσ df

leads to

Ex{g(x)} =
α√
2πσ

e−
µ2

2σ2 ·
∫ πσ

√

2α
+j µ

√

2σ

−
πσ
√

2α
+j µ

√

2σ

e−z2

dz . (7)

To solve the resulting integral, which is an integral of e−z2

with complex symmetric bounds −a + j b and a + j b, the
following lemma is necessary.

Lemma 1. The integral of e−z2

with complex-valued but
symmetric bounds −a + j b and a + j b is given by

∫ a+j b

−a+j b

e−z2

dz =
√

π · Re {erf(a + j b)} ,

where Re{·} represents the real part of a complex number
and erf(·) denotes the complex Gaussian error function.

Proof.
∫ a+j b

−a+j b

e−z2

dz =

√
π

2

(

erf(a + j b) − erf(−a + j b)
)

.

Employing the symmetry relations erf(−z) = − erf(z)
(odd) and erf(z∗) = erf∗(z) (Abramowitz and Stegun
(1972) p. 297), leads to

í�� í�� í�� í� � � �� �� ��

í���

�

���

���

���

���

�

� !

E
x
f
g
(x

)g
!

V� ��

V� ��

V� ��

V = 3

Fig. 2. Plot of the calculated expected value for different
µ and σ, where α = π.

∫ a+j b

−a+j b

e−z2

dz =

√
π

2

(

erf(a + j b) + erf(a − j b)
)

=

√
π

2

(

erf(a + j b)
︸ ︷︷ ︸

=:c+j d

+ erf∗(a + j b)
)

,

substituting c + j d := erf(a + j b) finally gives the result

=

√
π

2

(

(c + j d) + (c − j d)
)

=
√

π · c
=

√
π · Re {erf(a + j b)} .

2

The final result

Ex{g(x)} =
α√
2πσ

e−
µ2

2σ2 ·Re

{

erf

(
πσ√
2α

+ j
µ√
2σ

)}

is obtained using Lemma 1 in (7). In Fig. 2, a plot of the
resulting function is shown for different µ and σ. It can
be seen that for small σ the function approaches a sinc
function, while for large σ it approaches a Gaussian. This
is as expected, since for small σ the Gaussian approaches
a Dirac delta distribution. Thus, the integral approaches
the sinc function. For large σ, the effect is inverted, i.e.,
the sinc function approaches a Dirac delta distribution and
thus, the integral approaches the Gaussian.

Remark 1. (Complex error function). The required cal-
culation of the real part of the complex error function
can be performed efficiently by employing the approxi-
mations given in Abramowitz and Stegun (1972), (7.1.23)

and (7.1.29). In case the imaginary part µ/(
√

2σ) of the
argument of the complex error function increases, the
complex error function itself becomes increasingly large,
which prohibits numerical calculation. If the Gaussian part
exp{−µ2/(2σ2)} is directly included in the approximation,
this effect is avoided.
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5. EXTENSION TO MULTIDIMENSIONAL SYSTEMS

In the previous sections, just one-dimensional systems
have been considered. The extension to systems with
M dimensions is straightforward in case of discretiza-
tion with a regular grid and Gaussian mixture noise,
which is comprised of components that are axis-aligned
Gaussians. In the following, vector-valued variables xT

k =
[

x
(1)
k , . . . , x

(M)
k

]

are employed. The discretization points of

the regular grid

κ(i1:M ) · δM
(

xk − µ(i1:M )
k

)

= κ(i1:M ) ·
M∏

m=1

δ
(

x
(m)
k − µ

(m,im)
k

)

are equally spaced in any dimension m according to

µ
(m,im)
k = µ

(m,1)
k + αm · (im − 1) for im = 1, ..., Lm, where

αm is the grid spacing and Lm the number of sample points
in dimension m. δM (·) denotes the M -dimensional Dirac
delta distribution.

The ideal low-pass interpolation can be obtained if M -
dimensional sinc functions

sinc(x;α) =

M∏

m=1

sinc(xm/αm)

are used for reconstruction.

The probability density function of Gaussian mixture noise
that is comprised of axis-aligned components is a weighted
sum of products of Gaussians

fw
k (wk) =

H∑

h=1

ω
(h)
k · N

(

wk − µ(h)
k

;C
(h)
k

)

=

H∑

h=1

ω
(h)
k ·

M∏

m=1

N
(

w
(m)
k − µ

(m,h)
k ; c

(m,h)
k

)

,

where the covariance matrix C
(h)
k is a diagonal matrix

comprising the elements c
(m,h)
k . Using this representation,

any kind of noise density, especially noise with correlated
dimensions, can be realized due to the Gaussian mixtures’
universal approximation property (Maz’ya and Schmidt
(1996)).

Using the above definitions, the calculation of the desired
expected value, which is the multidimensional extension
of (5), can be carried out dimension by dimension

Ex
k+1

{

Ĵk+1(xk+1)|µ(i1:M )
k

}

=

H∑

h=1

L∑

j=1

ω
(h)
k · κ(j)

k+1 ·
M∏

m=1

Ex

{

g(m)
xk+1

(

x
(m)
k+1

)}

,

where x
(m)
k+1 ∼ f

(m)
xk+1

(

x
(m)
k+1

)

.

Proof.

Ex
k+1

{

Ĵk+1(xk+1)|µ(i1:M )
k

}

=

H∑

h=1

L∑

j=1

∫

RM

ω
(h)
k · N

(

xk+1 − ak(µ(i1:M )
k

, uk) − µ(h)
k

;C
(h)
k

)

· κ(j)
k+1 · sinc

(

xk+1 − µ(j)
k+1

;α
)

dxk+1

−5 0 5 10 15
0

0.5

1

x →

g
(x

)
→

−3 −2 −1 0 1 2 3
0

0.5

1

α →

g
(α

)
→

Fig. 3. x and α components of the reward function.

=

H∑

h=1

L∑

j=1

∫

RM

ω
(h)
k · κ(j)

k+1

·
M∏

m=1

N
(

x
(m)
k+1 − a

(m)
k (µ(i1:M )

k
, uk) − µ

(m,h)
k ; c

(m,h)
k

)

︸ ︷︷ ︸

f
(m)
xk+1

(
x
(m)

k+1

)

·
M∏

m=1

sinc
(

(xm
k+1 − µ

(m,j)
k+1 )/αm

)

︸ ︷︷ ︸

g
(m)
xk+1

(
x
(m)

k+1

)

dxk+1

=

H∑

h=1

L∑

j=1

ω
(h)
k · κ(j)

k+1 ·
M∏

m=1

Ex

{

g(m)
xk+1

(

x
(m)
k+1

)}

.

2

6. SIMULATIONS

To illustrate the effectiveness of the proposed interpolation
scheme, we use an example from the field of Stochastic
Nonlinear Model Predictive Control (SNMPC) that is
inspired by the one presented in (Weissel et al. (2007b)).
There, no interpolation is employed, which is, as shown in
that paper, sufficient for the considered setting.

In the considered example system, a miniature walking
robot is supposed to move with constant velocity along
a given trajectory, e.g., along a wall. Additionally, con-
straints like not hitting the wall are modeled with the
reward function. The robot is able to superimpose left
and right turns onto the forward motion. The robot’s
motion can be modeled similar to the motion of a two-
wheeled differential-drive robot, which leads to the non-
linear discrete-time system equation

xk+1 = xk + s · sin(αk) + w
x
k ,

αk+1 = αk + uk + w
α
k ,

where xk = [xk,αk]
T
, with the distance to the wall xk

and its orientation relative to the wall αk. The robot’s
constant step size is s = 1. The noise influence on
the system is described by w

x
k, w

α
k , where w

x
k, w

α
k is

zero-mean white Gaussian noise with standard deviation
σx

w = 0.2 and σα
w = 0.02 ≈ 1◦, respectively. The input

uk ∈ {−0.2, 0, 0.2} is the steering action, i.e., turn
left, go straight, or turn right. Furthermore, the robot is
equipped with sensors for measuring distance y

x
k = xk+v

x
k

and orientation y
α
k = αk + v

α
k with respect to the wall,
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Table 1. Simulation results from
100 Monte Carlo runs each.

simulation average reward computation time

sinc L = 36 34.49 (95.8%) 0.11 sec (0.33%)
grid L = 36 5.23 (14.5%) 0.02 sec (0.05%)

sinc L = 100 34.65 (96.28%) 0.54 sec (1.54%)
grid L = 100 13.14 (36.51%) 0.10 sec (0.29%)

grid L = 1444 34.64 (96.24%) 19.21 sec (55.26%)

grid L = 1936 35.99 (100.00%) 34.77 sec (100.00%)

where the measurements, on which the control is based,
are distorted by zero-mean white Gaussian noise v

x
k, v

α
k

with standard deviation σx
v = 0.2 and σα

v = 0.02 ≈ 1◦,
respectively.

All simulations are performed for an N = 4 step predic-
tion horizon, with a reward function just comprising the
terminal reward gN (xN ,αN ) as depicted in Fig. 3.

In Table 1, the simulation results are given for six sets com-
prising 100 Monte Carlo runs each, where the uniformly
distributed initial values are sampled from the intervals
x0 ∈ [0, 6] and α0 ∈ [−π/4, π/4]. For all six simulation sets,
the same noise realization has been employed. The given
average reward is calculated based on the reward function
according to Fig. 3 for a 40 step SNMPC run. The consid-
ered state space is restricted to x ∈ [−5, 15], α ∈ [−π, π].
Computation times are given for the calculation of the DP
recursion (2) implemented in MATLAB. The simulation
employing a grid with L = 44 × 44 = 1936 components
is used as a ground truth, an increased number of com-
ponents did not increase the quality of approximation
noticeably.

The results show that the sinc interpolation with L = 6×
6 = 36 already leads to a good approximation (an average
of 95.8% of the ground truth reward requireing just 0.33%
of the computation time), where the grid approximation
leads to far inferior results (just an average of 14.5% of the
original reward). If the number of samples is increased to
L = 10× 10 = 100, the computational demand employing
the grid approximation is similar to the case employing the
sinc interpolation with L = 36, but leads to a far inferior
approximation quality (with an average reward of 36%
compared to 95.8%). Even a grid with L = 38×38 = 1444
leads to an approximation quality slightly better than
using the sinc interpolation with L = 6 × 6 = 36, but
requires over 168 times the computation time.

7. CONCLUSIONS

In this paper, the analytic solution of the expected value of
a Gaussian random variable that is transformed by a sinc
function has been presented. This permits approximate
closed-form calculation of the Bellman recursion, which is
an efficient approach to solve stochastic optimal control
problems. Additionally, a straightforward extension to
multidimensional Gaussian mixture random variables has
been derived and applied to an example from the field
of Stochastic Nonlinear Model Predictive Control. Based
on this example, the effectiveness of the proposed optimal
low-pass interpolation scheme has been demonstrated by
Monte Carlo simulations.
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