SLIDING MODE CONTROL OF UNCERTAIN LINEAR
SYSTEMS BASED ON A HIGH GAIN OBSERVER FREE
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Abstract: A model-reference variable structure controller based on a high gain observer
(HGO) is proposed and analyzed. For single-input-single-output (SISO) linear plants with
relative degree larger than one, the switching law is generated using the HGO state while
the modulation function in the control law is generated using signals from state variable
filters free of high gains. This scheme achieves global exponential stability with respect
to a small residual set and does not generate the peaking phenomena.
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1. INTRODUCTION

This paper presents a model-reference variable struc-
ture controller (VSC) that uses simultaneously a high
gain observer (HGO) and state variable filters to im-
plement the control law. A HGO is employed mo-
tivated by its robustness to uncertainties and dis-
turbances (Oh and Khalil, 1997). The peaking phe-
nomena, an usual problem in HGOs which can de-
grade the system performance (Sussmann and Koko-
tovic, 1991), is avoided by means of the following
strategy: (i) The estimated state is used only in the
definition of the sliding surface. This way, the peaking
is confined to the observer. The sign function blocks
the transmission of the peaking to the plant. (ii) The
modulation function in the control law is generated
using signals from state variable filters without high
gains and thus peaking free. (iii) The peaking can be
eliminated from the HGO through an appropriate state
scaling transformation.

The resulting closed-loop control system is shown
to be globally exponentially stable with respect to a
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small residual set and the tracking error can be kept
arbitrarily small.

The Zwe norm of the signal x(t) € R" is defined as
[Xttolleo := SUPty<r<¢ [IX(T)[|. A mixed time-domain
and Laplace transform domain is adopted. The output
signal y of a linear time-invariant system with transfer
function matrix H(s) and input u is denoted by H(s)u.
Pure convolution h(t) «u(t), where h(t) is the impulse
response of H(s), is denoted by H(s) x u.

2. PROBLEM STATEMENT

Let a linear, time-invariant, observable and control-
lable plant be described by

Xp=ApXp+Bplu+d(t)],  y=Cpxp, (1)
where x,€RR" is the state, ucR is the input, ye R is the

output and d € R is an unmeasured input disturbance.
The corresponding input-output model is

N
G(s) =Cp(sl —Ap) Bp= Kp—p(s) ., @

p(s)
where Kp € R is the high frequency gain, Np(s) and
Dp(s) are monic polynomials. The parameters of



the plant are uncertain, i.e., only known within fi-
nite bounds. The following assumptions regarding the
plant are taken as granted: (A1) G(s) is minimum
phase; (A2) G(s) is strictly proper; (A3) the order
of the system (n) is known; (A4) the relative degree
n* of G(s) is known; (A5) the sign of Ky is known
and assumed positive for simplicity; (A6) the distur-
bance d(t) is piecewise continuous and a bound d(t)
is known such that [d(t)| <d(t) < dgyp < +o0, Vt >0.

The reference model is defined by (loannou and Sun,
1996)

ym =Wm(s)r, rym€R. @)
where r(t) is a piecewise continuous and uniformly
bounded reference signal. For plants with relative de-
gree one, Wy (s) must be strictly positive real (SPR)
(Hsu and Costa, 1989). For plants with relative degree
n*>1, (Hsu et al., 1994; Hsu et al., 1997) a monic
Hurwitz polynomial L(s) of degree N :=n* — 1 should
be chosen such that the transfer function Wy (s)L(s)
be SPR. Here the choice of the reference model is
more restrictive since it is required that Wi (s)L(s) =
Km/(s+y), imposed by the HGO structure and the
closed-loop control system design. Hence, the refer-
ence model transfer function is given by

Km
WM (S) L(S) (S+ V) ) (4)

where Ky > 0 is the high frequency gain of the refer-
ence model, y>0, and L(s)(s+y)=s" 4ap: 18" 1+
---+ajS+ap. It should be noted that the zeros of L(s)
are not required to be real. In this aspect the design
of the proposed scheme has more freedom than the
variable structure model-reference adaptive controller
(VS-MRAC) (Hsu et al., 1994; Hsu et al., 1997),
which requires that all the zeros of L(s) be real, since
the operator L(s) is realized loc. cit. through the cas-
cade connection of N variable structure lead filters
with single real zeros.

The control objective is to achieve asymptotic conver-
gence of the output error e(t) :=y(t) — ym(t) to some
small residual neighborhood of zero.

3. CONTROL PARAMETERIZATION

If the plant and the disturbance d(t) are perfectly
known, then a control law which achieves matching
between the closed-loop transfer function and W (s)
is given by

u* = 0"Tw—Wy(s) *d(t), (5)
_1_gTAB)
where the parameter vector is given by
0" =[6]" 657 65 65] , Y

with 65,05 ¢ R"™Y, 65 6; € R and the regressor
vector

w=[o] wyr]". ®)

The state variable filters are given by

_AB) _AG®)
QA=reY ©2TAEY 9)
where A(s)=[s""2,s"3, ... s,1]T and A(s) is an arbi-
trary monic Hurwitz polynomial of degree n — 1.

The matching conditions require that 8; = KrleM
(loannou and Sun, 1996). The signal Wy (s)=d(t) can-
cels the input disturbance d(t) (Cunha et al., 2003).

4. ERROR EQUATIONS

Let X =[x}, , ] ]". Consider a non minimal re-
alization {Ac,B¢,Co} of Wi (s) with state vector Xy.
Then, the state error (Xe:=X—Xp) and the output error
satisfy (Hsu et al., 1994)

Xe = AcXe+BcK [U—Q*TQH'Wd (5)*d(t)] , (10)
e= CoXe, (ll)

where K := (8;)~ = Ky'Kp. From (10)-(11), the
output error can be expressed as

e=Ww(s)K [u— 0T w+Wqy(s)+d(t)] .  (12)

For the control parameterization described above, it is
assumed that

(A7) The control law satisfies the inequality ||ut o||e <
kw”(&LO”m + krd 5 Where kw, krd > 0

This assumption assures that no finite time escape oc-
curs in the system signals (Sastry and Bodson, 1989).

5. VARIABLE STRUCTURE CONTROL

For plants of relative degree n* =1, the VS-MRAC
algorithm proposed by (Hsu and Costa, 1989) based
on output-feedback requires no state observer.

If n* > 1, then the output-feedback VSC cannot be
directly applied, since the reference model is not SPR.
A solution based on the use of prediction error and
variable structure lead filters was presented in (Hsu
et al., 1994; Hsu et al., 1997). In the present paper
an alternative control strategy based on a HGO is
proposed. A natural idea would be to estimate the
plant state, as in the robust stabilization controller of
(Oh and Khalil, 1995). Here, however, the error state
is estimated instead. This way, the reference model
(stable and perfectly known) is used instead of the
plant model (uncertain and possibly unstable) for the
estimator. In (Chang and Lee, 1996), it is recognized
that the design of an observer for the reference model
is easier than the design of an observer for the plant.
A similar approach was proposed by (Oh and Khalil,
1997) for trajectory tracking in nonlinear systems. In
(Oh and Khalil, 1995) and (Oh and Khalil, 1997),
VSC laws are applied where the modulation functions
are globally bounded in order to avoid the peaking



phenomena. However, as a result, only semi-global
stability properties can be guaranteed.

Here, an HGO is employed only to generate the
switching law. The modulation function in the control
law is synthesized using signals from the state filters.
This will lead us to obtain global stability without
peaking phenomena in the plant and control signals.

Consider the minimal order observer canonical form
realization {Ay, Bm, Cm} of the model Wy (s). Then,
the error equations (10)—(11) can be rewritten as

Xe = AmXe+BumK [u—60"T w+Wq(s)+d (t) + 1] ,
e = CwmXe, (13)

where the initial condition x¢(0) and the exponentially
decreasing scalar signal m&(t) are adequate for rep-
resenting the initial condition of the observable but
uncontrollable modes in the error equations (10)—(11).
This signal satisfies |e(t)| < keexp(—Agt)||Xe(0)]|
with appropriate constants ke, Ae > 0.

It is possible to design a matrix S € R™™ which
defines the ideal sliding surface o(xe) =Sxe=0, such
that {Am,Bwm,S} be a realization of the SPR transfer
function Wy (s)L(s). Assuming that an estimate Xe for
Xe i available, then a control law is given by

YUY U=—psgn(Ske), (14)
gnom _ enomTw7 (15)

where 8™ is the nominal value of 6*. The nominal
control u™™ allows the reduction of the modulation
function amplitude if the parameter uncertainty ||6* —
0™ is small. If Xe(t) =xe(t) and the modulation
function p satisfies the inequality

1) [(6™" 6" w+Wa(s) <d®)| . (16)

then the output error e(t) converges exponentially to
zero, as can be concluded by applying Lemma 1 of
(Hsu et al., 1997).

6. HIGH GAIN OBSERVER

Since the state xe is not measured, the control law will
use the state (Xe) estimated by the HGO

%o = AvRe+BMK™™U — [a(e71)—av]6,  (17)
§ =CuRe—e, (18)

with € being the observer output error, K™ be-
ing the nominal value of the gain K and, ay =
[an-_1,...,a1,80] . The coefficients a;j in the observer
feedback vector (Lu and Spurgeon, 1998)

Op—1 ap  apqT

—1\
ae ="

must be chosen such that the characteristic polyno-
mial of the closed-loop observer is Hurwitz, which
is achieved if Ny (s) =s" +ap_18" 2+ --- +ap is
Hurwitz and € > 0. Since it is desired that the uncer-
tainties and disturbances have negligible effects in the

(19)

estimated state Xe, the norm of the observer feedback
vector (||a(g71)|)) shall be large, which imposes that
€ be small.

6.1 Upper bound for the estimation error

Theorem 1 below gives upper bounds for the state es-
timation error %g(t) :=Xe(t) — xe(t) of the HGO. These
bounds are required in the stability proof of the closed-
loop control system. In order to simplify Theorem 1,
a scalar Ay which satisfies the inequality 0 < Ae <
Aa <Aq isintroduced, where A4 is the stability margin
of the polynomial Nq(s) (i.e., Aq :=min;{—0(z;)},
where {z;} are the roots of Ng (zj) =0).

Theorem 1. Consider the observer (17)-(19) and the
error equations (10)—(11). If assumption (A7) is satis-
fied, the signals r(t) and d(t) are uniformly bounded,
the polynomial Ng(s) is Hurwitz and the parameter
€ € (0,1], then 3ky, ..., kg >0 such that the state esti-
mation error (X¢) satisfies the inequalities

. ki . _ha _
Ke(t)]| < =1 I%e(0) e &L tkog [ Xe(0) e+

+e (ks @(t)]| +Kal (20)
IR0 < g [5e(0) e~ ko Xe(0) o+
+£C(t,0), @1)
vt >0, where
C(t,to) = ks||@ ol +Ke. 22)

PROOF. The observer output error equation (18) is
rewritten as € = CyXe. Subtracting (13) from (17), the
state estimation error dynamic equation results

Ko = Ae(£ 1) Re+By [K™U —Krge(t)] (23)
where
Ae(e™t) =Aw—[a(e7h) —am]Cu, (24)
L_J [ Knom lK} U _|_(Knom)7lK

[( —gromyT w—wd(s)*d(tﬂ. (25)

Then, applying the linear scaling transformation
Xe=T (€)%e, T(s):diag{l,s,...,s”*‘l}, (26)
the error equation (23) is rewritten as
£Xe = AeXe + EByi (€) [K™MU — KT (t)],  (27)

where the companion matrix Ae has characteristic
polynomial Ny (s), Bu(g)=10,...,0,e™ ~1TKy and,
consequently, |Bm(€)|| = " ~1Ky. Therefore, the
norm of the state X is bounded by

- - _Aa
[Xe(t)[] < ka[[Xe(0)[e™ ¢

n*

S+ Aq

kg™ [ Xe(0) e+

+ k7

«|U()], vt>0. (28)



Since assumption (A7) is satisfied and the signals
r(t) and d(t) are uniformly bounded, it can be con-
cluded from (25) that 3k, kg >0 such that ||U; o[ <
kJwll @ olle + Kz, V> 0. On the other hand, from
the definition of the transformation (26), one has
IT(e)| =1 and ||T1(g)|| =€, since e (0,1].
Considering these facts, the upper bounds (20) and
(21) for ||%e(t)]| are obtained from (28). O

6.2 Peaking phenomena

The peaking phenomena is evident in the term
_ Kt o _Aa

p(t,e!) = Sgl%(0)le” ¥, (29)
present in the upper bounds for the state estimation
errors (20)—(21). The parameter € should be chosen
sufficiently small in order to reduce the residual es-
timation error (c.f. Section 7) and to speed up the
response of the observer. However, this leads to large
peak amplitudes of the order of 1/&™ 1 in the estima-
tion error during the initial transient.

The peak extinction time, an important concept regard-
ing high gain observers, is introduced below. This con-
cept is based on the dynamics of the state estimation
error (Xe(t)) of an HGO with U(t) =0 and %(t) =0
given by

Zo(t) = Ae(e DRe(t), t>0, (30)

where the Hurwitz matrix Ag(e~1) is defined in (24).

Definition 1. The peak extinction time (t) of the HGO
is the smallest time value such that inequality
[Re(®) | <[[Re(0)]], Vt>te>0, VXe(0), (31)

holds for a fixed value of the parameter € € (0, 1].

The precise computation of the peak extinction time
of an HGO may be difficult. However, a convenient
upper bound te can be obtained from inequalities (20)
and (31) (U(t)=0 and me(t) =0), which gives

Kt 2 -
gn*{le <1, Wit>te>0, (32
where te > te, which leads to
_ *_1
- ”A e[(""—1)Mn(ky)—In(e)] . (33)
a

It can be concluded that the upper bound for the
peaking extinction time is uniformly bounded with
respect to the parameter € € (0,1] and tends to zero
as € — +0, since the values of the parameters k; > 1,
Ag >0and n*>2 are fixed.

7. CONTROLLER FOR PEAKING FREE
SIGNALS IN THE PLANT

A first proposed controller is based on the variable
structure control law (14) and the HGO (17)—(18).

To avoid peaking in the control signal u and in the
plant signals, the state filter signals (9) are used to
generate the modulation function p. However, the
peaking is still present in the estimated state, since this
phenomena is intrinsic in the HGO (17)—(18).

For closed-loop stability analysis purpose, the state
vector is defined as z:= [XJ,)?QT. Theorem 2 below
states the stability properties of the system with all the
error signals equations given by (10)—(11) and (23).
In what follows, all the k’s and A’s denote generic
positive constants, 2#’s are class .#” functions and the
operator norm (||-]|) is induced by the norm Ze.

Theorem 2. For n* > 1, consider the plant (1), the
control law (14)—(15), the state filters (9) and the ob-
server (17)—(18). If the assumptions (A1)—(A6) are
satisfied and the modulation function p satisfies the
inequality (16) and assumption (A7) then, for € >0
sufficiently small, the system composed by the error
equations (10)—(11) and (23) with state z will be glob-
ally exponentially stable with respect to a small resid-
ual set of order ¢, i.e., there exist constants k;,A, >0
and a class .#” function J#x (&) such that, vz(0), vt >0,

2011 < | a2y 120) +7x(8) | e+ Ofe), (39

le(t)] and [[Xe(t)|| < [kz2(0) | +#% (€)]e** +O(e).
(35)

PROOF. See Appendix A. |

The trajectory tracking controller proposed by (Oh
and Khalil, 1997) is also based on VSC and an HGO.
This controller prevents the peaking phenomena in the
plant through the global saturation of the control sig-
nal. However, the results obtained loc. cit. guarantee
only semi-global stability and the finite time conver-
gence of the state of the tracking error equation to
a residual set of order /€. In contrast, the results in
Theorem 2 are stronger, i.e., global stability and expo-
nential convergence of the error states to a residual set
of order €. On the other hand, the approach of (Oh and
Khalil, 1997) also considers nonlinear plants.

8. PEAKING FREE HGO

A second proposed controller is based on a scaled
HGO for the error state (13) given by

=T(&)Xe, T(e):diag{l,e,...,s”**l}. (36)

The peaking free HGO is obtained by using the trans-
formation { =T (&)Xe. When applied in the HGO (17)-
(18), it gives the following observer
£C = Am(€)¢ + £ BuK™™U — [a — au (¢)]6,
€= CMZ —€, (37)



where Ay (&) = €T (6)AmT 1(e), a =T (g)a(e™?)
and am(&) = €T (€)am. This observer is peaking free
since the state estimation error Xe(t) :={(t) — {(t) is
the solution of (27), which is free of peaking, as can
be concluded from the upper bound (28) for the norm
of the state error. In this approach, the sliding surface
is 0(Xe) =0, where 0(Re) := S%e = ST (). The
signal o(T ~1(g){) can exhibit the peaking phenom-
ena since its generation applies the transform matrix
T~(e) which has norm ~"". To avoid peaking, this
signal is scaled adequately as 6(¢):=&" ~1ST ~1(g)<.
Therefore, the control law is given by

U=—psgn (S_(s)f) . (39)

with S(g) :=&" ~1ST~1(g), and the nominal control
(15). For the purpose of closed-loop stability analysis,
the state vector is defined as Z:= [Xg , X¢ | T Theorem 3
states the stability properties of the system with all the
error signals equations (10)—(11) and (27).

u=u"™"+U,

Theorem 3. For n* > 1, consider the plant (1), the
control law (38) and (15), the state filters (9) and
the observer (37). If the assumptions (A1)-(A6) are
satisfied and the modulation function p satisfies the
inequality (16) and the assumption (A7) then, for e >0
sufficiently small, the system composed by the error
equations (10)-(11) and (27) with state z is globally
exponentially stable with respect to a residual set of
order &, i.e., there exist constants k;, A, >0 and a class
¢ function J#x (€) such that, vz(0), vt >0,

le(t)] and ||z(t)]| < [kel|Z(0) || + #x (£)] e +OC(e).
(39)

PROOF. Similar to the proof of Theorem 2, with the
state estimation error given by Xe(t) =T (&)Xe(t). O

9. CONCLUSION

The model-reference VSC for uncertain linear SISO
systems developed in this paper uses simultaneously
a HGO and state variable filters. The estimated state
is used only in the computation of the switching law
while the modulation of the control signal is generated
using the state filters. The proposed scheme is globally
exponentially stable with respect to a small residual
set and free of peaking. This is remarkable, since the
application of the HGO usually results in peaking
(e.g., (Esfandiari and Khalil, 1992; Emelyanov et al.,
1992)), as it was shown in (Oh and Khalil, 1995). Ex-
periments carried out with a positioning servomech-
anism have shown the robustness of the proposed
scheme with respect to input disturbances, unmodeled
dynamics and measurement noise (Cunha, 2004).
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Appendix A. PROOF OF THEOREM 2

Assumption (A7) assures that all the signals can grow
at most exponentially. From the uniform boundedness
of r(t) it follows that ||w|| <km+Kq||Xe||. Therefore,

IXe(t) and [ Xe(t)]] < kese®x[[Xe(0) |-+hez €' 1]

(A1)
holds vt > 0. There exists some class .# function of €
which bounds superiorly the peaking extinction time



te <te given by (33). Then, an upper bound for the
hight hand side of (A.1) valid vt € [0,t¢] is given by

[[Xe(t) || and [[Xe(t)[| < (kes+kea€)|[Xe(0) ||+ Fes(€),
(A2)

which combined to the upper bound (21) for the state
estimation error lead to the inequality (vt € [0,t¢])

. Ki . _Aa
[Re(t)[| < 8n*—1_1llxe(0)||e = '+ £ [keo||Xe(0) || +Kezo] -
(A.3)

Now, an upper bound for the state z valid fort >t :=te
is developed. The instant t; is taken as a new initial
time after the extinction of the peaking in the HGO.
Thereafter,

IRe(t)| < [[[%e(0)]|+& (Kex3[| Xe(0) || +keaz) e et )
+eC(t,ty), Vt>ty. (A.4)

The error equation (13) is rewritten as
Xe = AmXe+BumK [U +dy + 1%(1)] , (A.5)
where dy := (™™ — 6%)T w+Wqy(s) «d(t).

Since the estimated state (Xe(t) =Xe(t) +Xe(t)) is ap-
plied, the control law (14) can be rewritten as

U =—psgn(o(Xe)), (A.6)
0 (Xe) = SXe+ SXe. (A7)

Remembering that {Am,Bwm,S} is a controllable non-

minimal realization of Wy (s)L(s) = (;(JF—MW and K =

K,\;le then, from the dynamic equation (A.5) and the
algebraic equation (A.7), the switching signal o (Xe)
can be represented as

- Kp
ag(Xe) =
where 1 (t) + B(t) = (S}i—F’y) * Th(t) + SXe(t). Through
the application of the upper bound (A.4) for ||%¢||, one
has that, vt >1;,

|70.(t)| < Keaa [[|Ke(0) ||+ Xe(0) || +Ekegz] e Aelt)
1Bty llee < €kCI(L, ). (A.9)

[U+dy )] +m(t)+B(t), (A8)

Since Kp is assumed positive and the modulation
function satisfies p(t) >|dy (t)| (vt >0), the Lemma 2
of (Hsu et al., 1997) can be applied to the system
composed of (A.8) and the control law (A.6), which
results in the upper bound, Vt >t;,

|0 (%e)| and |6(Re)| < Keas [||Z(0)]|+kego] e Aelt10)

where 6 :=0 — m(t) — B(t). Remembering that u=
u™m .+ U, one can note that % in (A.8) operates
in the same signal U +dy in (10). From (A.8) it can
be concluded that U +dy =K, *[G + yG]. Then, the

tracking error can be rewritten from (10) as

Xe = AcXe + BoK [6 +yd] . (A.11)

To eliminate the derivative term &, a variable transfor-
mation Xe:=Xe — BcK G is performed yielding

Xe = AcXe + (Ac 1 y1)BK & . (A.12)

Since A¢ is Hurwitz and the signal & satisfies the upper
bound (A.10), it can be verified that
IXe(t)]] < ke [[[2(0)]|+&kerz] exp [~ Ae(t—t)]
+ekC(t,ty), Vt>tg. (A.13)

Moreover, as described in what follows, vt >1t4,
IXe(t)]|and [Je(t) | < kear [||2(0)[|+ekego] e et10)
+ €ke18c (t7t1> ) (Al4)

[l [l < EKeroC(t,t1) + Keol[2(0) || +km,  (A.15)

Kiea + Kez1[|2(0)
C(t,ty) < I tkey
The inequalities in (A.14) are developed from Xe =
Xe+BcK . Inequality (A.15) is obtained from (A.14),
since ||wl|| <km+Kql/Xel|- Now, from (22) and (A.15),
it can be concluded that C(t,t1) < ekepoC(t,t1) +
ke21|2(0) || +k/oq, from which the upper bound (A.16)
(valid for & < k) can be obtained. The upper bound
for the complete state, Vt > 13,

I2(t)]| < [kezsl|2(0) |+ ekepa] e ") +-gkeasC (8, ),

is obtained through the combination of the upper
bounds (A.4) for ||%e|| and (A.14) for ||Xe||. Then, the
application of the upper bound (A.16) results in

12(8)]] < [keza||z(0) ||+ Ekepale~Aet10) ¢
Kezs+Kez7/|2(0) |

(A.16)

— = (A17
tE 1-— £k922 ’ ( )
Vt >1tq, which can be rewritten as
2(t)]| < [kegs|Z(0) |+ kepa] e A1) 4
+ € [Keog +Keo|[2(0)[], Vt>t1, (A.18)

valid for 0 <& <kg < min(l,kgzlz). Therefore,
[2(t)]| < |kegae et +£ke29} [2(0)[[+O(e),

holds Wt >t3, where the residual term O(¢) is indepen-
dent from the initial conditions. Noting that the initial
time is irrelevant in the development of the above
expressions, the inequality

J2(t) | < [kesoe ™)+ ekemn [z (8)I|+O(e),

holds for any t >tj >ty (i=1,2,3,...). This leads to
the recursive linear inequality

l2(ti+a)ll < Allz(t) ]| +O(e), (A.19)

with A = Kezoexp(—AeT1) + €kez1 and some period
Ti=ti1 —t >0. For 0< & <&* <kgi and choosing
T1 > 0 large enough, A <1 is obtained. Thus, for
£>0sufficiently small, the recursion (A.19) converges
exponentially to a residual set of order €.

The upper bounds (34) and (35) for the norms of the
error signals, valid vt > 0, are finally obtained, since
after t; the state z(t) converges exponentially to a
residual set of order € and, the upper bounds (A.2) for
[[Xel| and (A.3) for [[Xe|| hold for 0<t <t;.



