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Abstract: This paper deals with the design of piecewise linear H∞ filters for
discrete-time piecewise linear systems. Both the system and filter have structures
that change according to their switching rules. The system switching rule is
characterized in terms of a given partition of the system state-space. The filter
switching rule is also characterized in terms of a suitable filter state-space partition
which is determined, jointly with the filter matrices, in order to ensure a prescribed
H∞ performance for the estimation error system. The filter design is based on
a piecewise quadratic Lyapunov function and is given in terms of linear matrix
inequalities (LMIs). Copyright c©2005 IFAC
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1. INTRODUCTION

The discrete-time H∞ filtering problem has been
largely studied over the past decade and a con-
siderable number of important results are now
available; see, for instance, Yaesh and Shaked
(1992) forH∞ filtering for linear systems, Barbosa
et al. (2002), Geromel et al. (2000) and Xie et
al. (1991) for robust H∞ filtering for uncertain
linear systems, de Souza (2003) and de Souza and
Fragoso (2003) for H∞ filtering for Markov jump
linear systems, and Shaked and Berman (1995)
and Xie et al. (1996) forH∞ filtering for nonlinear
systems.

1 This work was supported in part by “Conselho Nacional
de Desenvolvimento Cient́ıfico e Tecnológico - CNPq”,
Brazil, under grants PRONEX 0331.00/00, 30.2317/2002-
3/PQ and 30.5665/2003-0/PQ.

The main purpose of this paper is to study the
problem of H∞ filtering for discrete-time piece-
wise linear systems. This class of systems, which
has been attracting an increasing attention in
the literature (see, e.g. Bemporad et al. (2000),
Feng (2003) and the references therein) is very
appropriate to model plants whose structure is
subject to changes depending on whether the state
belongs to a specific subregion, for instance, when
piecewise linear components are encountered, such
as dead-zone, saturation, relays and hysteresis.
The design of switching observers for piecewise
linear systems has been addressed in Alessandri
and Coletta (2001), Juloski et al. (2002) and Ju-
loski et al. (2003) where both continuous-time and
discrete-time systems have been considered. On
the other hand, the design of piecewise linear H∞
and H2 filters in the continuous-time case has



been recently proposed in Xu et al. (2003). To the
best of the authors’ knowledge, to date the prob-
lem of H∞ filtering for discrete-time piecewise
linear systems has not yet been fully addressed.

In this paper we propose an LMI technique to
solve the H∞ filtering problem for a class of sig-
nals described by a discrete-time piecewise linear
state-space model. The filter to be designed is also
piecewise linear and the corresponding switchings
are based on the filter states. In order to solve the
filtering problem in terms of LMIs, we propose
a new filter parameterization and a congruent
transformation to render the final design condi-
tions affine in the new decision variables. The
proposed design also uses the so-called S-procedure
and scaling matrix variables, which incorporate
information on the partitions of the system and
filter state-spaces, in order to reduce the design
conservatism.

The paper is organized as follows. Section 2
presents the system and the filter models, whereas
the filter design is addressed in Section 3. Finally,
concluding remarks are presented in Section 4.

Notation. Rn denotes the n-dimensional Eu-
clidean space, Rn×m is the set of n × m real
matrices, In is the n × n identity matrix, 0n and
0m×n are the n× n and m× n zero matrices, re-
spectively, coli(In) denotes the i-th column of In,
and diag{· · · } stands for a block-diagonal matrix.
The notation Sk >0, for a real matrix sequence Sk,
means that Sk is symmetric and positive definite
for all integers k≥ 0, and Mº0 (MÂ0), for a real
matrix M , means that the elements of M are non-
negative (positive). `2 denotes the space of square
summable vector sequences over the non-negative
integers with norm ‖xk‖2 := (

∑∞
k=0 x′kxk)

1
2 and

x̃k stands for the one-step-ahead operator defined
by x̃k = xk+1. For a symmetric block matrix,
the symbol ? denotes the transpose of the blocks
outside the main diagonal block and Im stands for
the set of integers {1, . . . , m}. For a polytope X ,
the notation X int denotes its interior.

2. SYSTEM AND FILTER DEFINITIONS

Consider a discrete-time piecewise linear system
with the following characteristics:

X :=
m⋃

i=1

Xi (1)

is the region of interest of the state-space in which
the system dynamics will be represented and the
cells Xi are given polytopes.

The system dynamics in Xi is represented by the
state-space model:

Si : xk+1 = Ai xk + Bidk

yk = Ci xk + Didk

zk = Li xk + Midk

(2)

where xk ∈ Rnx is the state, dk ∈ Rnd is the
noise signal (including process and measurement
noise vectors), which is an arbitrary signal in `2,
yk ∈ Rny is the measurement, zk ∈ Rnz is the
signal to be estimated, and Ai, Bi, Ci, Di, Li and
Mi are given constant matrices of appropriate
dimensions.

Assumptions 1. It is assumed that when the
system state transits from one cell to itself, or to
another cell, say from Xi to Xj , it always moves to
the interior of Xj . Also, let the set Ti ⊆ Im, ∀ i∈
Im represent all admissible one-step transitions
from Xi to itself, or to the interior of another cell
of the system state-space, namely

Ti =
{
j : xk∈ Xi and xk+1∈ X int

j

}
, ∀ i∈ Im (3)

The set {T1, . . . , Tm} will be referred to as the
system transition paths. Moreover, it is assumed
that any cells intersection has empty interior and
is free of sliding modes (Wang et al., 1994). 2

The model Si of (2) represents the system dy-
namics whenever the following condition holds,
hereafter referred to as system switching rule:

{
xk∈ X int

i , if Λi xk + λi Â 0
}

, ∀ i∈ Im (4)

where Λi ∈ Rmi×nx and λi ∈ Rmi are given
matrices and vectors, and mi are given integers.
Note that, in view of (4), the polytope Xi must be
defined as Xi = {x : Λix + λi º 0} .

Remark 1. From the definition of Ti and the sys-
tem equations (2), it follows that a given index
j belongs to Ti if there exist vectors xk and dk

satisfying:

Λixk + λi º 0, Λj(Aixk + Bidk) + λj Â 0.

Note that this is an LMI problem in xk and dk

that can be easily solved. Thus, the transition
paths of the system can be easily determined. See
Bemporad et al. (2000) for a related result. 2

This paper is concerned with designing a discrete-
time piecewise linear filter as well as its switching
rule. To this end, let

X̂ :=
m⋃

i=1

X̂ i (5)

be the region of interest of the filter state-space in
which the filter dynamics will be represented and
the cells X̂ i are given polytopes.

The filter dynamics in X̂ i is described by the state-
space model:

F i : x̂k+1= Aix̂k + Biyk

ẑk= Lix̂k + Miyk
(6)

where x̂k ∈Rnx is the filter state, ẑk ∈Rnz is the
estimate of zk, and Ai,Bi, Li and Mi are matrices
to be determined.



Similarly as for the system state trajectory, the
following assumptions are imposed to the filter
state trajectory:

Assumptions 2. It is assumed that when the
filter state transits from one cell to itself, or to
another cell, say from X̂i to X̂j , it always moves to
the interior of X̂j . Also, let the set U i ⊆ Im, ∀ i∈
Im represent all admissible one-step transitions
from X̂i to itself, or to the interior of another cell
of the filter state-space, namely

U i =
{

j : x̂k∈ X̂ i and x̂k+1∈ X̂
int

j

}
, ∀ i∈ Im (7)

The set {U1, . . . ,Um} will be referred to as the
filter transition paths. Moreover, it is assumed
that any cells intersection has empty interior and
does not contain unstable sliding modes. 2

The model F i of (6) represents the filter dynamics
whenever the following condition holds, hereafter
referred to as filter switching rules{

x̂k∈ X̂
int

i , if Λ̂ix̂k + λ̂i Â 0
}

, ∀ i∈ Im (8)

where Λ̂i ∈ Rmi×nx and λ̂i ∈ Rmi are matrices
and vectors to be determined jointly with the filter
matrices. In the light of (8), the polytope X̂ i must
be defined as X̂ i = {x̂k : Λ̂ix̂k + λ̂i º 0}.
Observe that as the system matrices and switching
rules are given, it is possible to determine in ad-
vance the system transition paths as pointed out
in Remark 1. However, this is not the case of the
filter transition paths because the filter matrices
and switching rules are to be determined. For
this reason it is assumed that the filter transition
paths are given and their choice can be regarded
as degrees-of-freedom in the filter design. A nat-
ural choice is to consider for the filter the same
transition paths as for the system.

It should be remarked that once the filter design
problem is solved, the filter switching rules can
be computed on-line because the signal x̂k will be
available on-line. However, due to the transition
paths constraints (3) and (7) and the presence of
noise in the system, it is not possible to know in
advance the precise cell sequences corresponding
to the system and filter trajectories. As a result,
all possible cell to cell transitions specified in the
system and filter transition paths sets must be
considered in the filter design.

In order to represent the dynamics of the estima-
tion error,

ek := zk − ẑk,

in a compact form, in the sequel we introduce
some notations. Consider the binary variables δik

and αik
, i = 1, . . . ,m, referred to as switching

signals and defined according to (4) and (8) by

δik
:=

{
1, if xk∈ X int

i

0, otherwise , αik
:=

{
1, if x̂k∈ X̂ int

i

0, otherwise

and let the m-dimensional vectors

δk :=
[
δ1k
· · · δmk

]′
, αk :=

[
α1k

· · · αmk

]′
. (9)

With the above notation, the dynamics of the
estimation error can be described by the following
state-space model:

Se : ρk+1 = Â(δk, αk)ρk + B̂(δk, αk)dk

ek = Ĉ(δk, αk)ρk + D̂(δk, αk)dk
(10)

where ρk =
[
x′k x̂′k

]′ and

Â(δk, αk) =
[

A(δk) 0
B(αk)C(δk) A(αk)

]
(11)

B̂(δk, αk) =
[

B(δk)
B(αk)D(δk)

]
(12)

Ĉ(δk, αk) =
[
L(δk)−M(αk)C(δk) −L(αk)

]
(13)

D̂(δk, αk) = M(δk)−M(αk)D(δk). (14)

In the above, A(δk) =
∑m

i=1 Aiδik
, A(αk) =∑m

i=1 Aiαik
and similarly for the remaining matri-

ces. Observe that A(δk)=Ai whenever xk ∈ X int
i

and A(αk) = Ai whenever x̂k ∈ X̂ int

j , or equiva-
lently δk = coli(Im) and αk = colj(Im).

3. H∞ FILTER DESIGN

This paper is concerned with the following fil-
tering problem for the piecewise linear system
described by (2)-(4):
Given a scalar γ > 0 and the filter transition paths
(7), design a piecewise linear filter (6) as well as
its switching rules (8) such that the estimation
error system (10) is exponentially stable and its
H∞ norm is less than γ, namely

‖Se‖∞ := sup
d∈`2

{‖e‖2
‖d‖2 ; d 6≡ 0, ρ0 = 0

}
< γ. (15)

Consider the piecewise quadratic Lyapunov func-
tion candidate

V (ρk, δk, αk) := ρ′kP (δk, αk)ρk (16)

P (δk, αk) :=
m∑

i=1

m∑

j=1

Pijδik
αjk

, Pij > 0 (17)

and its time-variation

∆V (ρk, δk, αk) = Ṽ (ρk, δk, αk)− V (ρk, δk, αk)

Ṽ (ρk, δk, αk) = ρ̃′kP̃ ρ̃k, P̃ = P (δ̃k, α̃k).

It is well known that theH∞ performance require-
ment (15) is fulfilled if there exists a Lyapunov
function V (ρk) such that

∆V (ρk, δk, αk) +
e′kek

γ
− γ d′kdk < 0 (18)

Let the scaling matrix

G(δk, αk) :=
m∑

i=1

m∑

j=1

Gijδik
αjk

where Gij ∈R2nx×2nx , ∀ i, j ∈ Im are nonsingular
matrices to be determined. In addition, let G̃



denote G(δ̃k, α̃k). For notation simplicity, in the
sequel the dependence on k, δk and αk of the
variables and matrices will be omitted.

Next, define

ξ =
[
(G̃−1ρ̃)′ (G−1ρ)′ d′ γ−1e′

]′
(19)

Ψ = diag
{
W̃ , −W, −γInd

, γInz

}
(20)

W = G′PG, W̃ = G̃′P̃ G̃. (21)

Note that ξ is such that

Hξ = 0, H =
[−I2nx G̃−1ÂG G̃−1B̂ 0

0 ĈG D̂ −γInz

]
.

With the above notation, (18) can be rewritten as

ξ′Ψξ < 0, ∀ ξ 6= 0 : Hξ = 0. (22)

By Finsler’s lemma, (22) holds if and only if there
exists a matrix F of appropriate dimensions such
that

ξ′Ψ̄ξ < 0, Ψ̄ = Ψ + FH+H′F ′. (23)

Next, let us choose F as

F ′ =
[

G̃′ 02nx 02nx×nd
0

0 0 0 Inz

]
(24)

which implies that

Ψ̄=




W̃−G̃′−G̃ ? ? ?

G′Â′ −W ? ?

B̂′ 0 −γI ?

0 ĈG D̂ −γI


. (25)

Note that the above choice of F is non-conservative
in the standard H∞ filtering problem for linear
systems without switchings (m = 1 and X1 ≡
Rnx). In this situation ξ′Ψ̄ξ < 0 becomes equiva-
lent to the matrix inequality Ψ̄ < 0, which turns
out to be identical to the well known bounded
real lemma inequality with the change of variable
Wbr =−W + G + G′ and W̃br = −W̃ + G̃ + G̃′.

Observe that Ψ̄ is not affine in the decision vari-
able G and the filter matrices, but it may be
rendered affine via appropriate variables param-
eterizations and a congruent transformation. This
issue will be discussed in the sequel.

First, the matrices Pij , Gij and the filter matrices
Ai,Bi and Li are parameterized in terms of new
decision variables, namely

Z(αk) :=
m∑

i=1

Ziαik
, X(αk) :=

m∑

i=1

Xiαik
(26)

Y(αk) :=
m∑

i=1

Yiαik
, Z(αk) :=

m∑

i=1

Ziαik
(27)

Q(δk, αk)=
m∑

i=1

m∑

j=1

Qijδik
αjk

(28)

S(δk, αk):=
m∑

i=1

m∑

j=1

Sijδik
αjk

(29)

T (δk, αk):=
m∑

i=1

m∑

j=1

Tijδik
αjk

(30)

Specifically, for δk = coli(Im), αk = colj(Im) let

Gij =

[
T−1

ij T−1
ij SijU

−1

RjT
−1
ij (Rj + RjT

−1
ij Sij)U−1

]
(31)

Pij =
[

Inx
R′j

0 R′j

]−1

Qij

[
Inx

0
Rj Rj

]−1

(32)

Aj =(U ′)−1XjR
−1
j , Bj =(U ′)−1Zj , Lj =YjR

−1
j

(33)
where U and Rj are any n×n nonsingular matrices
satisfying U ′Rj = Zj . Next, condition (23) is
rewritten as

ξ′aΨaξa < 0 (34)
where

ξa = N−1ξ, N = diag
{
Ñ , N, Inx , Inz

}
(35)

N(δk, αk) =
[

T (δk, αk) −S(δk, αk)
0nx U

]
(36)

Ñ = N(δ̃k, α̃k) (37)

Ψa = N ′Ψ̄N

=




Ñ ′(W̃− G̃′− G̃)Ñ ? ? ?

N ′G′Â′Ñ −N ′WN ? ?

B̂′Ñ 0 −γI ?

0 ĈGN D̂ −γI


 (38)

Observe that for δk = coli(Im), αk = colj(Im)

N(δk, αk) =
m∑

i=1

m∑

j=1

Nijδik
αjk

, Nij =
[

Tij −Sij

0nx U

]

(39)

GN =
m∑

i=1

m∑

j=1

GijNijδik
αjk

, GijNij =
[

Inx 0
Rj Rj

]

(40)

The interest of the above parameterization is
that (38) becomes affine in the decision variables
of (26)-(30), as it will be shown in the sequel.
Moreover, the congruent transformation N ′Ψ̄N
has the feature that xk and xk+1 are elements of
ξa, which will be fundamental in the filter design.

Let us suppose, without loss of generality, that




xk∈ X int
i and x̂k∈ X̂

int

j ,
for some i∈ Im and j∈ Im

xk+1∈ X int
s and x̂k+1∈ X̂ int

r ,
for some s∈ Ti and r∈ Uj

(41)

In this situation, the matrix Ψa, referred to as
Ψsr

aij
, takes the form



Ψsr
aij

=




Qsr − Ξ1sr
? ? ?

Ξ′2sr
ij

−Qij ? ?

Ξ′3sr
ij

0 −γI ?

0 Ξ4ij Mi−MjDi −γI


 (42)

where

Ξ1sr
=

[
Tsr + T ′sr Z ′r − Ssr

Zr − S′sr Zr + Z ′r

]
(43)

Ξ2sr
ij

=
[

T ′srAi 0
−S′srAi + ZjCi + Xj Xj

]
(44)

Ξ3sr
ij

=
[

T ′srBi

−S′srBi + ZjDi

]
(45)

Ξ4ij
=

[
Li −Yj −MjCi −Yj

]
(46)

On the other hand, notice from (19) and (35) that

ξa =
[
(Ñ−1G̃−1ρ̃)′ (N−1G−1ρ)′ d′ γ−1e′

]′
. (47)

Further, by considering (40), we have

N−1G−1ρ =
[

xk

−xk + R−1x̂k

]
(48)

Ñ−1G̃−1ρ̃ =
[

xk+1

−xk+1 + R̃−1x̂k+1

]
. (49)

Thus, the transformation performed to render Ψa

affine in the decision variable is such that the
elements xk and xk+1 of ρk and ρk+1, respectively,
are also elements of ξa, which is a desired feature.

For each value of (i, j, s, r) from (41), let Lsr
ij , Esr

ij ,
L̂sr

ij and Êsr
ij be symmetric matrices with non-

negative entries. Observe from (4) that for any
xk∈X int

i and xk+1∈ X int
s , the scalar inequalities

(Λixk + λi)′Lsr
ij (Λixk + λi) > 0 and (Λsxk+1 +

λs)′Esr
ij (Λsxk+1 +λs)>0 hold. Similarly, from (8)

it follows that for any x̂k∈X̂
int

j and x̂k+1∈ X̂
int

r ,
then (Λ̂j x̂k+λ̂j)′L̂sr

ij (Λ̂j x̂k+λ̂j)> 0 and (Λ̂rx̂k+1+
λ̂r)′Êsr

ij (Λ̂rx̂k+1 + λ̂r)> 0.

Using the S-Procedure, we have ξ′aΨaξa < 0 satis-
fied for the situation (41) if

ξ′aΨsr
aij

ξa + (Λixk + λi)′Lsr
ij (Λixk + λi)

+ (Λsxk+1 + λs)′Esr
ij (Λsxk+1 + λs)

+ (Λ̂j x̂k + λ̂j)′L̂sr
ij (Λ̂j x̂k + λ̂j)

+ (Λ̂rx̂k+1 + λ̂r)′Êsr
ij (Λ̂rx̂k+1 + λ̂r) < 0 (50)

holds for some symmetric matrices with non-
negative entries Lsr

ij , Esr
ij , L̂sr

ij and Êsr
ij .

Motivated by the structure of the vector ξa in
(47), we shall assume the following particular
structure for the matrix Λ̂i and vector λ̂i of the
filter switching rules (8):

Λ̂i = ΛiR
−1
i , λ̂i = λi (51)

where Ri is the same matrix used to parameterize
the matrix Gij as in (31), i.e. the filter switching
rule of (8) is of the form{
x̂k∈ X̂

int

i , if ΛiR
−1
i x̂k + λi Â 0

}
, i∈ Im (52)

Considering (41), from (48) and (49) we get

Λ̂rx̂k+1 = ΛrΛ0N
−1
sr G−1

sr ρk+1 = ΛrΛ0H1ξa

Λ̂j x̂k = ΛjΛ0N
−1
ij G−1

ij ρk = ΛjΛ0H2ξa

where Λ0 =
[
Inx

Inx

]
and

H1 =
[
I2nx 02nx 02nx×(nd+nz)

]
,

H2 =
[
02nx I2nx 02nx×(nd+nz)

]
.

In order to transform (50) into an LMI, consider
the matrix Ψsr

aij
of (42) and define

ξb =
[
ξ′a 1

]′
, J =

[
In 0n

]
(53)

Ωsr
ij = H ′

1Λ
′
0Λ

′
rÊ

sr
ij ΛrΛ0H1 + H ′

2Λ
′
0Λ

′
jL̂

sr
ij ΛjΛ0H2

+ H ′
3Λ

′
sE

sr
ij ΛsH3 + H ′

4Λ
′
iL

sr
ij ΛiJ (54)

Φsr
ij = H ′

1Λ
′
0Λ

′
rÊ

sr
ij λr + H ′

2Λ
′
0Λ

′
jL̂

sr
ij λj

+H ′
3Λ

′
sE

sr
ij λs + H ′

4Λ
′
iL

sr
ij λi (55)

$sr
ij = λ′iL

sr
ij λi + λ′sE

sr
ij λs + λ′jL̂

sr
ij λj + λ′rÊ

sr
ij λr

(56)
H3 =

[J 0nx×2nx
0nx×(nd+nz)

]
(57)

H4 =
[
0nx×2nx J 0nx×(nd+nz)

]
. (58)

Hence, it can be readily shown that (50) can be
rewritten as ξ′bΓ

sr
ij ξb < 0, where

Γsr
ij =

[
Ψsr

aij
+ Ωsr

ij Φsr
ij

? $sr
ij

]
. (59)

Thus, (50) holds if the following LMIs are feasible:

Γ̄sr
ij < 0, ∀ i, j, s, r as in (41). (60)

The set of decision variables in the above LMIs
are the matrices in (26)-(30), the filter matrix Mi

and the scaling matrices Lsr
ij , Esr

ij , L̂sr
ij and Êsr

ij .

The above development leads to the following
theorem.

Theorem 1. Consider the piecewise linear system
(2) with given transition paths (3) and switching
rules (4). Given a scalar γ >0, there exists a piece-
wise linear filter (6) with given transition paths (7)
and switching rules (52), where the matrices Ri

are to be found, and such that ‖Se‖∞<γ, if there
exist matrices Qij , Sij , Tij , Zj , Xj , Yj , Zj , Mj ,
Lsr

ij º0, Esr
ij º0, L̂sr

ij º0 and Êsr
ij º0 satisfying the

LMIs of (60). Moreover, the filter matrices Ai, Bi

and Li are given by (33), where U and Ri are any
nonsingular matrices satisfying U ′Ri =Zi.

Proof: First, note that by performing appropriate
congruent transformations on (60), it can be easily
shown that the matrices Ri and Tij are nonsingu-
lar and thus the nonsingular matrices U and Ri

such that U ′Ri = Zi are well defined. Hence, the
matrices Nij and GijNij are nonsingular and thus
Gij is a nonsingular matrix as well.

The proof then follows directly from the fact that
(60) implies the desired H∞ condition (15), even



in the presence of switchings from cell to cell
in the system and filter models. Observe from
the definition of the system and filter transition
paths (3) and (7), that i ∈ Ti and j ∈ U j . The
condition Γ̄ij

ij < 0, ∀ i, j ∈ Im ensure that the
error dynamics satisfy (15) whenever the system
and filter trajectories remain inside a cell. On the
other hand, if any admissible cell to cell transition
takes place in one step of time, the condition
Γ̄sr

ij < 0, ∀ i, j ∈ Im and s ∈ Ti and r ∈ U j

ensures that (15) is also satisfied. To complete the
proof observe that, by assumption, no unstable
sliding surfaces exist at any cells intersection.
Note that, this is indeed a necessary condition to
have (60) satisfied for all xk ∈ X and x̂k ∈ X̂ .

∇∇∇
Remark 2. Note that since the LMIs of (60) do
not dependent on the matrix U and as this matrix
can be arbitrarily chosen such that U ′Ri = Zi,
without loss of generality, we can set U = In.
Under this condition, Ri = Zi and the filter
matrices of (33) become:

Ai =XiZ
−1
i , Bi =Zi, Li =YiZ

−1
i (61)

Remark 3. Under the assumption that any inter-
section among the filter cells has empty interior,
the filter model is uniquely characterized through
the filter switching signal in (9). If the filter state
cells obtained from the Theorem 1 do not satisfy
this condition, the filter model corresponding to a
point at any non-empty intersection of cells can be
arbitrarily chosen from the set of cells belonging
to that intersection. For instance, if i, j, s and r

are as in (41) and x̂k+1 ∈ X̂ int

r ∩ X̂ int

q for some
q ∈ Im (q 6= r), the filter model at instant k+1 can
be arbitrarily chosen from the models associated
with either the cell X̂ int

r , or X̂ int

q . This is possible
because the conditions leading to the desired H∞
condition (15) are satisfied for all cells of the filter
state space given by Theorem 1. A natural filter
choice is to use the filter associated with the cell
for which the trace of Γ̄sr

ij is the smallest one.

Remark 4. If the LMIs of (60) are feasible, then
(16)-(18) are satisfied pointwise ∀xk ∈ X and
∀ x̂k ∈ X̂ . Once the filter is given by Theorem 1,
the problem of estimating a region of attraction
of the origin of the estimation error system may
be addressed as in Coutinho and Trofino (2003).

4. CONCLUSIONS

This paper has addressed the problem of H∞
filtering for piecewise linear discrete-time state-
space models. Attention was focused on deriving
LMI conditions for the design of a piecewise lin-
ear filter whose matrices and switching rules are
determined in order to minimize an upper bound
on the H∞ norm of the estimation error system.
An interesting feature of the method is that the

proposed filter parameterization leads, after a con-
gruent transformation, to a performance condition
based on a quadratic form where the system and
filter states appear explicitly. This allows for the
use of the S-Procedure to take the structure of the
cells of the system and filter state-space partitions
into account leading to a less conservative result.
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