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Abstract: This paper focuses on the controller fragility and performance deteri-
oration issues due to inaccuracies in controller implementation. It addresses the
problem of non-fragile adaptive control problem for a class of continuous-time
systems with state-delays and norm-bounded uncertainties against controller gain
variations. Adaptive control schemes are constructed for the case of known gain
pertubation bounds and then extended to accomodate unknown norm-bounded
perturbations. All the developed results are conveniently expressed in LMI format.
A detailed simulation results is presented to demonstrate the developed theory.
Copyright c©2005 IFAC.
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1. INTRODUCTION

Considerable discussions on delays and their sta-
bilization/destabilization effects in control sys-
tems have commanded the interests of numer-
ous investigators in recent years Mahmoud (2000)
and it become quite clear that there are various
sources for delays including finite capabilities of
information processing among different parts of
the system, inherent phenomena like mass trans-
port flow and recycling and/or by product of com-
putational delays. On another research direction
in the course of controller implementation based
on different control design methods (including
weighted H∞, H2, µ and `1 synthesis techniques),
it turns out that the controllers are very sensitive
with respect to errors in the controller coefficients
Keel and Bhattacharyya (1997). The sources for
this include, but not limited to, imprecision in
analogue-digital conversion, fixed word length,
finite resolution instrumentation and numerical
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roundoff errors. By means of several examples, it
is demonstrated Keel and Bhattacharyya (1997)
that relatively small perturbations in controller
parameters could even destabilize the closed loop
system. Such controllers are often termed ”frag-
ile”. Hence, it is considered beneficial that the de-
signed (nominal) controllers should be capable of
tolerating some level of controller gain variations.
This illuminates the controller fragility problem
for which some relevant results are available in
Dorato (1998); Haddad and Corrado (1998) and
further effort to alleviate this problem can also be
found in Mahmoud (2004); Yang and Lin (2000);
Yang and Wang (2001)

The objective of this paper is to contribute to the
further development of non-fragile controllers for
a class of uncertain systems. In the present work,
we focus on the development of nonfragile adap-
tive controllers for a class of linear continuous-
time systems with norm-bounded uncertainties
and controller gain variations. We extend the re-
sults of Mahmoud (2004); Yang and Lin (2000);
Yang and Wang (2001) to uncertain discrete-time



systems with both both types of gain variations.
Necessary and sufficient conditions are developed
for both additive and multiplicative perturbations
such that the resulting closed-loop feedback con-
trol system is quadratically stable for all admis-
sible perturbations and uncertainties. These con-
ditions are conveniently expressed in the form of
linear matrix inequalities (LMIs). The feedback
stabilization schemes are based on guaranteed cost
control and H∞ control approaches. System ex-
amples are provided to illustrate the theoretical
developments.

Notations and Facts: In the sequel, the Eu-
clidean norm is used for vectors. We use W t,
W−1, λ(W ) and ||W || to denote, respectively, the
transpose, the inverse, the eigenvalues and the
induced norm of any square matrix W . We use
W > 0 (W < 0) to denote a positive- (negative-)
definite matrix W with σM (W ) being the max-
imum singular value of W . The Lebsegue space
L2[0, ∞) consists of square-integrable functions
on the interval [0, ∞). The symbol • will be used
in some matrix expressions to induce a symmetric
structure, that is if given matrices L = Lt and
R = Rt of appropriate dimensions, then

[
L + M + • •

N R

]
=

[
L + M + M t N t

N R

]

Fact 1: For any real matrices Σ1 , Σ2 and Σ3

with appropriate dimensions and Σt
3 Σ3 ≤ I, it

follows that

Σ1Σ3Σ2 + Σt
2Σ

t
3Σ

t
1 ≤ α Σ1Σt

1 + α−1 Σt
2Σ2,

∀α > 0.

Fact 2: Let Σ1, Σ2, Σ3 and 0 < R = Rt be
real constant matrices of compatible dimensions
and H(t) be a real matrix function satisfying
Ht(t)H(t) ≤ I. Then for any ρ > 0 satisfying
ρΣt

2Σ2 < R , the following matrix inequality
holds:
(Σ3 + Σ1H(t)Σ2)R−1(Σt

3 + Σt
2H

t(t)Σt
1) ≤

ρ−1Σ1Σt
1 + Σ3

(
R − ρΣt

2Σ2

)−1Σt
3.

2. PROBLEM STATEMENT

A schematic of the problem setup is displayed
in Fig. 1 which shows a plant P subjected to
uncertainties ∆p and a controller K having gain
perturbations ∆c.

We consider the plant P to be represented by the
following class of time-delay systems:

ẋ(t) = A∆x(t) + Bou(t) + A∆dx(t − τ )

y(t) = Cox(t) (1)

where x(t) ∈ <n is the state vector; u(t)<p is the
control input, y(t) ∈ <q is the controlled output,

τ is a constant time-delay and the uncertain
matrices A∆ ∈ <n×n, B∆ ∈ <n×p and A∆d ∈
<n×n, are represented by

[A∆ A∆d] = [Ao Ad] + M∆p(t)[Na Nd] (2)

whre Ao ∈ <n×n, Bo ∈ <n×p, Co ∈ <q×n, Ad ∈
<n×n, M ∈ <n×α, Na ∈ <β×n and Nd ∈ <β×n,
are real and known constant matrices with ∆p(t)
is a matrix of uncertainties and bounded in the
form ∆p(t) ∆t

p(t) ≤ I ∀ t. In the absence of
uncertainties (∆ ≡ 0), system (1) reduces to

ẋ(t) = Aox(t) + Bou(t) + Adx(t − τ )

y(t) = Cox(t) (3)

It is a straightforward task to show that the
nominal state-feedback controller

u(t) = 1/2 Bt
oP x(t) ∆= Ko x(t) (4)

renders system (3) asymptotically stable for ar-
bitrary constant delay τ ∈ [0 → τ∗] if given a
matrix 0 < Q = Qt ∈ <n×n there exists a matrix
0 < P = P t ∈ <n×n such that the LMI




PAo + At
oP PAd PBo

• −Q 0
• • −I


 < 0 (5)

In practical situations, there are at least two
sources of inaccuarcies when implementing con-
troller (4). The first source is obviously due to the
presence of uncertainties in the system matrices
and the second source arises from gain pertur-
bations due to various reasons Dorato (1998);
Haddad and Corrado (1998). Therefore, it is nat-
urally to consider, for a given nominal feedback
controller u(t) = Ko x(t), that the actual imple-
mented controller is assumed to have two-terms:

u(t) = [µ Ko + ∆K(t)] u(t) (6)

where µ is an adjustable gain factor, Ko is the gain
matrix to be determined and ∆K(t) represents
the gain perturbation, which is assumed to be
norm-bounded of the form:



||∆K(t)|| ≤ β (7)

where β > 0 is an upper bound to be dealt with
in the subsequent analysis.

The problem of interest in this paper is to develop
a feedback control scheme that ensures that the
closed-loop system of (1)-(3) is asymptotically
stable. Among the various possible approaches, we
aim at constructing an adaptive scheme to achieve
the cited design objective. Needless to stress the
salient features of adaptive stabilization methods
are well-established Narendra and Annaswamy
(1989).

3. MAIN RESULTS

To achieve our goal, we will proceed in two stages.
In the first stage, we attempt to construct an
adaptive schemes for the uncertain time-delay
system (1) assuming that the gain pertubation
bound is known. Then in the second stage, we
extend the results to accomodate bounded-but-
known gain perturbations.

3.1 Known Perturbation Bound

When the gain perturbation bound is known,
then the purpose of adaptation is to accomodate
the uncertainties of system (1). The following
adaptive scheme is proposed

u(t) = [µ̃ Ko + ∆K(t)]x(t)
˙̃µ = −g µ̃ + xtKt

oµ̃
−1Kox ,

µ̃(0) = µ+ , g > 0 (8)

where K, g > 0 represent, respectively, a control
gain matrix and a growth factor, both will be
determined in the sequel. A convnient Lyapunov
functional V (.) is given by

Vn(x, µ) = xt(t)Px(t) +

t∫

t−τ

xt(s)Qx(s)ds

+ 1/2 µ̃2 (9)

where 0 < P = P t ∈ IRn×n and 0 < Q =
Qt ∈ IRn×n. The following theorem summarizes
the first main result:

Theorem 3.1. System (1) under the adaptive con-
troller (8) is asymptotically stable if for a given
matrix 0 < Q = Qt and a scalar β > 0, there
exist matrices 0 < X = Xt, Y, Z and scalars
ε > 0, % > 0 such that the LMIs




AoX + XAt
o

+Z + Zt

+βBoX

+βXB
t
o

M M XQ L Y Ad

• −εI 0 0 0 0 0
• • −%I 0 0 0 0
• • • −Q 0 0 0
• • • • −εI 0 0
• • • • • −I 0

• • • • • • −Q+

%N
t
dNd




< 0(10)

have a feasible solution. Moreover, the feedback
gain is Ko = Y X−1 .

Proof: Evaluation of the derivative of Vn(x, µ)
along the solutions of system (1)-(2) using adap-
tive controller (8) with some algebraic manipula-
tions yields:

V̇n(x, µ̃) = xt(t)
[
PA∆c + At

∆cP + Q

]
x(t)

+2xtPA∆dx(t − τ )

−xt(t − τ ) Q x(t − τ ) + µ̃ ˙̃µ

= xt(t)
[
PA∆c + At

∆cP + Q

+PA∆dQ−1At
∆dP + Kt

oKo

]
x(t)

−
[
xt(t − τ ) − xt(t)PA∆d

]
Q−1

[
x(t − τ ) − At

∆dPx(t)
]
− gµ̃2

≤ xt(t)
[
PA∆c + At

∆cP + Q

+PA∆dQ−1At
∆dP + Kt

oKo

]
x(t)

∆= xt(t) Ξn x(t) (11)

A∆c = A∆ + µ̃ BoKo + Bo∆K(t)

= [Ao + µ̃ BoKo] + ∆A + Bo∆K(t)

= Ac + ∆A + Bo∆K(t) (12)

From Lyapunov theory, it follows that V̇n(x, µ̃) <
0 is guaranteed if Ξn < 0. By Mahmoud (2000)
with Facts 1-2 and the Schur complements, it is
a straightforward task to show that the stability
condition holds if there exist scalers ε > 0, % > 0
such that :

PA∆c + At
∆cP + Q +

PA∆dQ
−1At

∆dP + Kt
oKo < 0

(13)

or equivalently,

PAo + At
oP + Q + Kt

oKo + εN t
aNa + βPBo +

βBt
oP + µ̃ PBoKo + µ̃ Kt

oB
t
oP + ε−1PMM tP

+%−1PMM tP + PAd[Q− %N t
dNd]−1At

dP < 0

or






PAo + At
oP+

Q + Kt
oKo + εN t

aNa

+βPBo + βBt
oP+

µ̃ PBoKo + µ̃ Kt
oP

PM PM PAd

• −εI 0 0

• • −%I 0

• • • %N t
dNd

−Q




< 0(14)

Using the congruegce transformation T =
diag[X I I I], X = P−1 and defining
Y = Ko, Z = µ̃ BoKoP

−1, L = εP−1, it follows
that Schur complement operations convert (14) to
(10) and thus the proof is completed. ∇∇∇

Remark 3.1. The dynamical relation of µ̃ consists
of two-terms: one is growth factor and the other
is a product of µ̃ and x so as to preserve inter-
coupling between the states and the gain factor.
The selection of the growth factor g > 0 guar-
antees the asymptotic stability of system (8) and
different values will only affect the speed of conver-
gence. This is illustrated by the following example.

3.2 Example 1

This example is motivated by the dynamics of bio-
strata in water-quality studies on the river Nile. A
pilot-scale model of the form (1) is described by:

Ao =



−0.2 0 0

0 −0.9 −0.3
0.8 0 −1


 , Ad =




0 0 0
−0.7 0 0

0 −0.8 0


 ,

Bo =




0.8 0
0.2 0.3
0 0.4


 , Ct

o =




1 0
0 0
0 1




M =



−0.1
0.1
0.3


 , N t

a =



−0.1

0
0.1


 , N t

d =



−0.2

0
0.2




The feasible solution of LMIs (10) is given by

K =



−2.146 0.01
0.157 0
−3.804 −1.626




In Figs. 2-3, the behavior of the output variables
and the gain factor µ̃ are displayed for different
values of g, from which it is clear that relatively-
high values of g tend to yield effective stabiliza-
tion.

3.3 Unknown Gain Perturbation Bound

Now we consider the application of controller (6)
subject to bound (7) where β is unknown. The
following adaptive scheme is then proposed

u(t) = µ̄ Kx(t),
˙̄µ = −g µ̄ + xtKtµ̄−1Kx + β ||x||2,
β̇ = −h β − µ̄ ||x||2 + β−1xtRx,

β(0) = β∗ , µ̄(0) = µ∗ (15)

where h > 0 represents a growth factor. Note
that scheme (15) is constructed in the same way
as scheme (8). A convenient Lyapunov functional
V (.) is given by

Vb(x, µ̄, β) = xt(t)Px(t) +

t∫

t−τ

xt(s)Qx(s)ds

+1/2 µ̄2 + 1/2 β2 (16)

Fig. 2 Plot of Output Response for different
values of g

Fig. 3 Plot of Gain Factor µ̃ for different
values of g

The following theorem summarizes the second
main result:

Theorem 3.2. System (1) under the adaptive con-
troller (15) is asymptotically stable if for given
matrices 0 < Q = Qt, 0 < R = Rt there exist



matrices 0 < X = Xt, Y, L, Z and scalars
g > 0, ε > 0, % > 0 such that the LMIs




AoX

+XAt
o

+Z + Zt

+L + Lt

M M N
t
a Y XQ XR Ad

• −εI 0 0 0 0 0 0
• • −%I 0 0 0 0 0
• • • −σI 0 0 0 0
• • • • −I 0 0 0
• • • • • −Q 0 0
• • • • • • −R 0

• • • • • • • −Q+

%N
t
dNd




< 0(17)

have a feasible solution. Moreover, the feedback
gain is K = Y X−1 and the adjustable factor
µ̄−1 = BoY Z−1.

Proof: An evaluation of the derivative of Vb(x, µ̄, β)
along the solutions of system (1)-(2) using (12)
and adaptive controller (8), yields:

V̇b(x, µ̄, β) = xt(t)
[
PA∆c + At

∆cP + Q

]
x(t)

+2xtPA∆dx(t − τ )

−xt(t − τ ) Q x(t − τ )

+µ̄ ˙̄µ + β β̇

= xt(t)
[
PA∆f + At

∆f P + Q

+PA∆dQ−1At
∆dP + KtK + R

]
x(t)

−
[
xt(t − τ ) − xt(t)PA∆d

]
Q−1

[
x(t − τ ) − At

∆dPx(t)
]
− gµ̄2 − hβ2

≤ xt(t)
[
PA∆f + At

∆f P + Q

+PA∆dQ−1At
∆f P + KtK + R

]
x(t)

∆= xt(t) Ξf x(t) (18)

A∆f = [Ao + µ̄ BoK] + ∆A = Af + ∆A(19)

Following parallel development to Theorem (3.2),
it is readily evident that the stability condition
V̇n(x, µ̃) < 0 holds if there exist scalers ε > 0, % >
0

PA∆f + At
∆f P + Q + PA∆dQ−1At

∆dP + KtK

+R + S < 0 =⇒
PAo + At

oP + Q + KtK + εN t
aNa + µ̄ PBoK

+µ̄ KtBt
oP + ε−1PMM tP + %−1PMM tP

+PAd[Q− %N t
dNd]−1At

dP < 0 ⇐⇒
(20)




PAo + At
oP

+R + Q
+KtK + εN t

aNa

+µ̄ PBoK
+µ̄ KtBt

oP

PM PM PAd

• −εI 0 0
• • −%I 0

• • • −Q

+%N t
dNd




< 0 (21)

Using the congruegce transformation T =
diag[X I I I], X = P−1 and defining
Y = KX, L = µ̄ BoKP−1, it follows that
Schur operations converts (21) to (17) under the
constraint ε−1 σ = 1 and hence the proof is
completed. ∇∇∇

3.4 Example 2

The following example is motivated by the dy-
namics of machining chatter with the matrices of
system (1) given by:

Ao =




0 0 1 0
0 0 0 1

−16 10 0 0
−5 −15 0.02 −0.25


 ,

Ad =




0 0 0 0
0 0 0 0
10 0 0 0
0 0 0 0


 , Bo =




0.2
0

0.5
0.8


 , Ct

o =




1
0
1
0




M =




−0.1
0.2
0.4
−0.5


 , N t

a =




0.1
0

−0.1
0


 , N t

d =




0
0.2
0

−0.2




The feasible solution of LMI (10) is

K = [−0.387 1.245 − 0.336 − 0.804] ,

ε = 1.345.

The system output y and the control input u are
plotted in Fig. 4 for g = 5, h = 4 while the
variation of µ̄ and β are displayed in Fig. 5. In all
cases smooth behavior is recorded which supports
the flexibility of the developed adaptive control
scheme.

4. CONC1USIONS

The problem of non-fragile adaptive control for
a class of continuous-time systems with state-
delays and norm-bounded uncertainties against
controller gain variations has been investigated.
Adaptive control schemes have been constructed
for the case of known gain pertubation bounds
and then extended to accomodate unknown norm-
bounded perturbations. All the developed results
have been expressed in LMI format. A detailed



simulation results has been presented. Extension
of the present methodology to incorporate other
adaptation laws and/or to deal with discrete-time
systems requires additonal research efforts.

Fig. 4 Plot of Output Response and Control Input:
Example 2

Fig. 5 Plot of µ̄ and β: Example 2
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