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Abstract: The design problem of a delayed feedback controller in the sampled-data
setting is considered. Instead of the indirect method via the plant augmentation,
we impose certain interpolation conditions on the free parameter of the stabilizing
controller parametrization to embed the DFC structure into the controller directly.
Since the underlying stabilization problem to be solved is independent of the length
of the delay, the proposed method avoids the computational burden when the
ratio of the periods of the target orbit and the sampling becomes larger. Copyright
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1. INTRODUCTION

Delayed Feedback Control (DFC) was proposed
by Pyragas (Pyragas, 1992) to stabilize unstable
periodic orbits (UPOs) embedded in a chaotic
attractor. One theoretical advantage of the DFC
is that it can stabilize the system to its un-
known unstable equilibrium point or periodic or-
bit (Kokame et. al., 2001a; Kokame et. al., 2001b).

Under the continuous-time delayed feedback, the
resulting closed-loop system becomes a delay-
differential system. Since the corresponding state
space is infinite-dimensional, some difficulties
arise in its analysis and, especially in its synthesis.
Although an exact stability analysis for retarded
systems (Marshall et. al., 1992) can be used for
low order systems, for higher order cases, only suf-
ficient conditions based on the robust stabilization
via rational approximations (differential feedback
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(Kokame et. al., 2000) or Padé approximation)
are available. The continuous-time DFC and re-
lated issues provide mathematically interesting
and challenging problems (Hirata and Kokame,
2003a; Hirata and Kokame, 2003b; Hirata and
Kokame, 2003c; Hirata and Kokame, 2004).

Meanwhile, when it comes to the digital imple-
mentation stage after the design process, the delay
element must be discretized. Therefore, it is nat-
ural to consider the sampled-data DFC from the
practical viewpoint. In contrast to the continuous-
time case, the analysis/synthesis of the discrete-
time DFC is a finite-dimensional problem. This
fact enables relatively thorough treatment as re-
ported in (Konishi and Kokame, 1998; Yamamoto
et. al., 2001; Yamamoto et. al., 2002). They are
based on the well-known technique of the plant
augmentation as used in the LQ-servo design or
the H*® loop shaping. However, when one con-
siders the stabilization of UPO, such an approach
has the following potential drawback: As the ra-
tio of the periods of the target orbit and the
sampling becomes larger, the size of the problem



to be solved also gets larger compared to the
original problem. Strictly speaking, the UPO in
the discrete-time is fictional and not related to a
physical phenomenon. Therefore this problem can
be addressed properly only in the sampled-data
framework.

Recently a novel design procedure for the de-
lay systems is investigated in (Meinsma et. al.,
2002; Mirkin, 2003) and others. They consider the
problem that when a (stabilizing) H*® controller
for delay-free system takes the form of the series
connection of a causal part and pure delay. By
pushing the delay element into the plant side,
one can obtain a controller for the delay system.
We employ a similar idea here and consider the
problem that when a stabilizing controller takes
the form of the series connection of a rational part
and the state difference part. Via the stabilizing
controller parametrization and the interpolation
conditions on the free parameter, we derive a de-
sign method for the sampled-data DFC controller.

2. UNSTABLE PERIODIC ORBIT AND
DELAYED FEEDBACK CONTROL

In the chaos oriented literature related to DFC,
the UPO of nonlinear systems is considered in
general. However, we restrict our attention here to
the UPO generated by linear systems as depicted
in Fig. 1. Let ¥, and X, denote an unstable plant
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Fig. 1. Linear system with UPO

and an external signal generator, respectively.
Both are assumed to be finite-dimensional, i.e.,
can be represented as

x!](o) = mg 7£ Oa
x(0) = xo,

Ty =Agzg, w=Cyxg,

t=Ar+ Bu+w), y=~Cuz,
where max; Re[A\;(4)] > 0 and Re[\;(44)] = 0,
for Vi. We assume that this system has an UPO
in the following sense:

Assumption 1. This system generates a T-periodic
output y(t) and all oscillating modes are solely
coming from X,.

In this situation, the unstable poles of P(s) :=
C(sI — A)~!B must be cancelled out by the zeros
of G(s) := Cy(sI — Ag)~'a). Then there exist

initial conditions x27 xo such that the unstable

modes of ¥, do not appear in y(t).

Obviously, such a cancellation is not allowed due
to the internal stability requirement and infinites-
imally small mismatch of the initial conditions
results in divergence of the states. Hence this orbit
is unstable.

Let wg = 27 /T and wy, denote its harmonics wy =
(k + Dwo, kK = 1,2,---. Note that the frequency
components of w(t) consist of {wy}. Suppose that
there exists a stabilizing output DFC controller
u(s) = C(s)(1 — e T)y(s) = Cls)y(s) with
|C(jwg)| < oo. Then the closed-loop frequency
response from w to y for {wy} are given by

P(jws)
1—Cwr)(1 — e~ 3xT)P(jwy)

= P(jwr),

k = 0,1,---. Thus the closed-loop behaviour
against w(t) is exactly the same as the open-loop
virtual one. Note that this feature is achieved by
the following facts:

a) C:’(s) is a stabilizing controller of P(s).
b) C(s) has zeros? at s = jwy, k=0,1,---.

We consider the counterpart of these requirements
in the case of sampled-data control systems. As
is well-known, a) is equivalent to a discrete-time
stabilization problem. For band-limited external
signals, b) can be replaced by a finite number of
interpolation conditions. Since w(t) is generated
by a finite-dimensional system },, assuming the
band limited signal is not unrealistic. It is a
contrast to the sampled-data H control case
where the input signal may contain arbitrary
frequency component. The detailed procedure is
given in the next section.

3. DESIGN PROCEDURE

Let § and H denote the sampler and the zero-
th order holder with the sampling period h. We
consider a sampled-data feedback configuration in
Fig. 2. To derive a compact formula, let P(s) be a
single-input and p-output plant with the following
n-dimensional state space representation:

- (4]

with (C, A): observable, (A, B): controllable. The
following assumptions are made.

Assumption 2.

a) The sampling period h is non-pathological.

2 This is an interesting contrast to the internal model
principle case, where the poles of the controller plays an
important role to track the external signals.



¥(1)

v

Z P(s)

signal unstable
generator plant

C(z) la—

Fig. 2. Feedback Configuration
b) The target period T is an integer multiple of
the sampling period h, i.e., T'= ¢h, £ € N.
c¢) None of jk(27/T), k = 0,---,£ — 1 corre-
sponds to an eigenvalue of A.

The design problem here is to find a controller
C'(z) with the following properties:

a’) C(z) is a stabilizing controller of P(s) in the
sampled data setting (Fig. 2).

b’) Every root of 1 — 2~% = 0 is a blocking zero
of O(z).

Theorem 3. Let {z;} denote the roots of z/—1 =0
and

h
Ag=e*", By= /eAW@Bdg.
0

Given the feedback gains F, L and a ¢-th stable
polynomial ¢(z):

q2) =2+ 2 gz +

set

R =diag [q(z1) -+~ q(z0) |,

£—1
]-Zl Zl

V=l 3

Ay B4F |0
W(z)=| 0 Ag+ BgF|-L |, (1)
F  —F |0

L0
O 1 —q¢

Letelz[l() 0],64:[0 O]_]GRIXE and

Ag+ BLF +LC  Bres }

Ac = ~B,Cr A, — ByDe,

where

Br =By+ LD, Cr =C + DF, B, =V 'RW.

Choose F and L as

R1 A;+ ByF and A; + LC are stable,
R2 the eigenvalues of A, do not contain {z;}.

Then a stabilizing /-th DFC controller is given by

Alternatively, by extracting the DFC structure
1 —27* C(z) can be expressed as

C(z) = C(2)(1 - 27, (3)
—L
C(z) = Ac B, |, (4)
ey egT—F[F 6[]| 0
where
0 ---01
1 0

AO o )

and T is the unique solution of the Sylvester
equation:

AgT — T A, + €X' [F e = 0. (5)

PROOF. The zero-th order discretized plant of
P(s) is given by

- (445

As is well understood, the closed-loop stability of
the sampled-data systems in Fig. 2 is equivalent
to the stability of the pair (P(z),C(z)) in the
discrete-time sense. Due to Assumption 2-a, the
observability and the controllability are preserved
via this discretization, e.g., (Chen and Francis,
1995). Thus there exist F' and L satisfying R1
and all stabilizing controller parametrization for
P(2) is given by

Co(2) = {U(2) + M(z)Q()} {V(2) + N(2)Q(2)} ",

where VQ(z) € H*(D) and
MU Ad—‘rBdF‘Bd —L
NVI= F I 0
Cr D I

Alternatively, C(#) is given in the LFT form as
Cq = LFT(J,Q) (6)

where



Aq+ BLF + LC|-L By
J= F o I |. (7
—Cr I -D

(See (Zhou et.al., 1996), for example.) Choose
Q(z) as
1

Q(z) = @[ﬁ@)

ri(z) = 7‘51)2271 4+ 4 Tge_l)z + TZ@.

rp(2)]

Then, provided Assumption 2-c¢ 3, one can express
the interpolation condition Cg(z;) = 0, i =
1,...,0 as

MU (z) = Q(z1). (8)

A state space manipulation shows that the left
hand-side of (8) is equal to w(z;) in (1). On the
other hand, the right hand-side of (8) is expressed
as

1 PO
e Z S N ()
’ SCO R ¢))
1 p

Denote the last matrix in (9) by B;. Then by
stacking up the condition (8), we obtain RW =
V B,. Because z; # z; when ¢ # j, the Vander-
monde matrix V is non-singular. Therefore B, is
given by B, = V"!RW. Since Q(z) is realized as

_ | A4|Bq
Q) = | 22fBe).
substitution into (6) yields (2). By R2, the as-
signed zeros are not canceled by the poles of
C(z). The existence of the unique solution of (5)
is guaranteed since A;(Ag) # A;(Ae), Vi, 7, eg.,
Lemma 13.2 of (Kodama and Suda, 1978).

Note 1. The order of the controller (2) is n+£. In
contrast, the design via the plant augmentation
usually gives a controller of the order n + 2/
(including 1—2z~*). Although (3) looks like having
the order n+2/, it is not true since stable pole-zero
cancellation at z = 0 with multiplicity ¢ occurs.

Note 2. Since every complex interpolation data
appears in a pair with its conjugate, the coefficient
matrix B, is always real. Let

I I71[RW
Mpw = {—j[ jl} {RW]’

3 Let 2, be an unstable poles of P. Since P = NM~1,
M (zw) = 0 and hence we cannot assign z, as a zero of CQ
by adjusting @ via U + M Q. Assumption 2-c excludes this
situation. Practically, it guarntees each element of (z;) in
(1) takes finite value.

M= H‘I gﬂ {H

where () denote the complex conjugate. Then one
may solve

Mpw = My B, (10)

instead of RW = VB, for the computational
accuracy. (Since both Mpgrw and My are real
matrices, one can avoid the inverse operation of
the complex matrix.) Because

rank My = rank [MV MRW] =/,

(10) has a unique solution (e.g., Theorem 3.7 in
(Kodama and Suda, 1978)).

4. NUMERICAL EXAMPLES

4.1 Stabilization of Autonomous Oscillation of
Ball & Beam System

Consider a ball & beam system depicted in Fig. 3.
The control input u is the angle reference ¢po¢
of the servo motor and the output y is the po-
sition of the ball z. Thus this is a SISO system.
With the physical dimensions of the experimental
apparatus in our laboratory, its transfer function
is given by P(s) = 5.05/s%. To satisfy Assump-
tion 2-c¢, a minor feedback v = —y/10.1 + @ is
applied. Then the transfer function from @ to y
is P'(s) = 5.05/(s> 4+ 0.5). One can construct an
external signal w*(¢) which generates a periodic
orbit with T = 1.5 for the open-loop system.
However, since P’(s) has poles on the imaginary
axis, the target orbit is not stable. Thus it cannot
be achieved when the initial value error exists.
(Fig. 4). Let h = 0.05 and ¢ = 30. With

@

Fig. 3. Ball & Beam System

q(z) = 2¢ —27¢ eig(Ay + B4F) = {0.6,0.8} and
eig(Aq+LC) = {0.9,0.8}, one can compute C/(z)
by Theorem 3. Fig. 5 shows that the target orbit
is successfully stabilized via DFC. In Fig. 6, the
output of the external signal generator (dashed
line) and DFC input (solid line) are plotted. It
can be seen that the DFC input tends to be zero
as the system enters into a steady state. Note
that if we take the plant augmentation approach,
the dimension of the stabilization problem to be
solved blows up from 2 to 32.
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4.2 Tracking to FEquilibrium Shift of Inverted
Pendulum System

Next example is a SIMO plant, an inverted pendu-
lum system placed on an unknown slope (Hirata
et. al., 2001). As shown in Fig. 7, z, ¢ and 6
denote the cart position, the angle of pendulum
and slope, respectively. Let p, py, [ and I be
the viscous coefficient at the pivot, the center of
gravity, the distance from the pivot to p, and the
moment of inertia around p,, respectively. Since
the cart is driven by a velocity servo unit, the
dynamics from input u to Z can be approximated
by a first order system with gain K, and time
constant T.,. Then a state space model is given by

&t =Ax+ Biju+ By, y=~Cuz, (11)

z 0 1 0 0
Z 0 -T, 0 0
=l 4= 1o o 0o 1
1) 0 miT,/I mlg/I —u/I
10000
¢= {0 010 0] :
0 0
K. oo
Bl - 0 i 32 O )
—mlK, /T —mlg/I

where m = 0.023, [ = 0.2, I = 4ml?/3, g
9.8, K, = 80w, T, = 95. Our objective is to
stabilize this system at its equilibrium point via
the sampled-data DFC without the information
of 6. Note that the target orbit is a biased fixed
point and not periodic in the usual sense. Since the
open-loop system has a pole at s = 0, as in the

previous example, we apply the following minor
feedback:

u=oaz+1i, (12)

with a = 0.1. Thus the system is modified into

@ = Az + Byi + Bo#. (13)

We will design C(z) for h = 0.01, £ = 10 and
q(z) = z* — 0.7°. The gain F is determined so as
to achieve the same pole location as continuous-
time LQ regulator with the following performance
index

oo

J = /xTQx + a' Ru dt,
0

with Q = diag[10® 1 1 1] and R = 1, under the
ZOH discretization. Since L can be interpreted
as an observer gain, by following the rules of
thumb, it is determined so that Ay + LC have
the eigenvalues 10% smaller (faster) than that
of Aq + ByF in magnitude. The time responses
against the step change in the slope angle 0 are
illustrated in Fig. 8 and 9. For comparison, the
result of the case Q(z) = 0 corresponding to the
LQG design is also shown. The LQG controller
yields a steady state error in the cart position as

Fig. 7. Inverted pendulum system on a slope
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a side effect of the equilibrium shift due to the
change in 6. In contrast, there is no such a steady
state error in the DFC case.

5. CONCLUSIONS

A design method of the sampled-data delayed
feedback controller is proposed. It is based on
the stabilizing controller parametrization and the
interpolation conditions on the free parameter
Q(2). Two illustrative examples are shown.

Essentially the MIMO case can be treated along
the same line because the requirement for the
DFC structure is simply given by the blocking
zero conditions. The remaining difficulty is how
to express the controller in a concise state space
form. In addition, it is desired to obtain a realiza-
tion independent formula for SIMO case presented
here.

To improve the intersample behaviour beyond the
mere stability, one should take the performance
measure of the sampled-data control systems such
as H° norm into account. Since the sampled-data
H®° controller is also given in a LFT form, such
an extension may be possible by employing the
Nevanlinna-Pick type interpolation.
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