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1. INTRODUCTION

Application of generalized sampled-data hold func-
tions (GSHF) in control was first introduced by Cham-
mas and Leondes (Chammas and Leondes, 1979). The
advantages of using GSHF’s in control systems in-
stead of conventional zero-order holds (ZOH) were
investigated by Kabamba (Kabamba, 1987). The ap-
plication of sampling in decentralized control systems
was studied in (̈U. Özg̈uner and Davison, 1985). and
the results obtained in (Aghdam and Davison, 1999a)
showed that GSHF controllers can significantly im-
prove the overall performance of certain classes of
decentralized systems.

The results discussed above were all concentrated on
performance improvement in control systems. A new
application of GSHF’s was investigated in (Aghdam
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and Davison, 2002), where it was shown that GSHF
can be used to change the structure of the digraph of
interconnected systems to simplify the control design
problem, and conditions under which GSHF’s can re-
sult in a hierarchical discrete-time equivalent system,
were obtained. It turns out that for a system with a
hierarchical structure, the decentralized control design
problem simplifies, since it reduces to a centralized
control design for each individual subsystem.

The results presented here are a continuation of the
earlier work started in (Aghdam and Davison, 2002),
which studied the conditions under which GSHF’s can
reduce a large decentralized control problem to several
smaller centralized ones by eliminating the interaction
between certain control agents. In order to cover a
set of plants larger than the one defined in (Aghdam
and Davison, 2002), the present development seeks to
minimize the effects of the interconnections instead of
completely removing them.

The paper is organized as follows. Section 2 presents
the conditions under which GSHF’s can minimize the



strength of sets of interconnections to obtain an “ap-
proximate” hierarchical structure–defined in (Aghdam
and Davison, 2002). The existence of global minimiz-
ers is studied in Subsection 2.1 and guidelines for an
optimal rearrangement of the control agents are intro-
duced in Subsection 2.2. Measures for interconnection
strength and the degree of “hierarchicalness” appear
also in Section 2. Section 3 presents numerical exam-
ples and Section 4 briefly discusses the importance of
the results obtained.

2. MAIN RESULT

Consider the following strictly proper continuous-time
decentralized LTI system withm control agents:

ẋ(t) = Ax(t) +
m
∑

j=1

b ju j(t) (1a)

y j(t) = cjx(t), j ∈ m̄ := {1, . . . ,m} (1b)

wherex(t) ∈ Rn is the state vector;u j(t) ∈ Rq j and
y j(t) ∈ Rr j are the control input vector and output
vector of agent #j respectively; andA, b j, andcj are
matrices of appropriate dimensions. Assume that (1)
is controllable and observable.

If the plant (1) is a large-scale interconnected system,
the design of its decentralized controllers can be a
demanding task. However, when certain conditions are
satisfied, GSHF’s can modify its structure so that the
interactions between subsystems are eliminated or, at
least, reduced. Centralized control techniques can then
be applied to each subsystem to attain local control
objectives. Thus, the goal now is to determine if and
how much the interactions between certain control
agents can be reduced by using generalized sampling.

2.1 Minimizing the strength of a set of interconnections

In (Aghdam and Davison, 2002) conditions under
which the interconnections between subsystems can
be completely removed using GSHF’s were discussed.
When these conditions are not satisfied, the question
arises: is it possible to reduce the magnitude of certain
interconnections by applying sampled-data hold func-
tions? The motivation to this question is that systems
with sufficiently weak interconnections often have the
property that decentralized control can still effectively
be applied, using centralized control design methods
applied to the subsytems as illustrated in Example 1
of this paper.

For stable systems, the main results in (Aghdam and
Davison, 2002) can be rewritten in terms of observ-
ability and controllability grammians. To this end,
one may note that the continuous-time controllability
grammians:

W2
cci j
=

∫ ∞

0

(

eAt bi j

) (

eAt bi j

)′
dt

give bases for the controllability subspaces of each
input u j, where j ∈ m̄ (defined in (1b)). Then, by
applying a GSHF to thej-th control input of the
system, one can design the associatedj-th column of
the discrete-time input matrix as a linear combination
of the vectors defining the basis of the continuous-time
j-th controllability subspace.

Proposition 1. If GSHF’s are applied to (1), then the
resulting discrete-time equivalent system, which is
controllable and observable for almost all sampling
periods, can be written as:

x[k + 1] = Adx[k] +
m
∑

j=1

bdju j[k]

y j[k] = cjx[k], j ∈ m̄,

where each column of the discrete-time input matrix
can be expressed as:

bdj =Wccjχ j (2)

andχ j ∈ Rn is defined by the particular GSHF used.

PROOF. From Lemma 1 in (Aghdam and Davison,
1999b), the matricesbdj , j ∈ m̄, can be designed
within the controllable subspaces of (A,b j), j ∈ m̄,
or equivalently as a linear combination of the basis of
such subspaces. Since the columns of the controllabil-
ity grammiansWccj provide bases for such subspaces,
the matricesbdj can be written as given in (2). ¥

Definem distinct integersi1, . . . , i j ∈ m̄. Let Cℓ̄i j
rep-

resent the matrix consisting of thēℓi j =
{

i1, . . . , i j−1
}

rows ofC. In order to reduce the notational burden and
ease understanding of the following developments,
consider independently a given columnj and a pre-
determined indexi j associated with it. Replace the
notation ℓ̄i j with ℓ̄ and keep in mind that, for each
choice ofi j, there is a uniquely defined̄ℓ. By rewriting
Cℓ̄i j

asCℓ̄, one can now define the partial discrete-time
controllability and observability grammians as:

W2
doℓ̄
=

∞
∑

κ=0

(

Cℓ̄A
κ
d

)′ (
Cℓ̄A

κ
d

)

(3)

W2
dci j
=

∞
∑

κ=0

(

Aκdbdi j

) (

Aκdbdi j

)′
(4)

respectively.

Solving the interconnection weakening problem re-
quires the definition of a quantitative measure regard-
ing the strength of the interconnections of the system.
At this point, the notions of Hankel-norm and observ-
ability and controllability grammians are very useful
because of their explicit relationship. The Hankel-
norm of a stable system is given by the square root of
the maximum eigenvalue of the product of the observ-
ability and controllability grammians (Glover, 1984).
Since the magnitude of an eigenvalue is always less



than or equal to the norm of the corresponding matrix,
it turns out that the Hankel-norm of a transfer matrix is
less than or equal to the square root of the norm of the
product of the associated grammians. This means that
the norm of the product of the grammians provides a
measure of the gain, or strength, of the transfer matrix.
One can then define a measure for the strength of a set
of interconnections that links the set of inputsı̄ ⊂ m̄ to
the set of outputs̄o ⊂ m̄ as:

Sō,ı̄(χi j ) = ‖WdoōWdc̄ı (χi j )‖2F , (5)

where, from (2) and (4),Wdc̄ı(χi j ) is given by:

W2
dc̄ı

(χi j ) =
∞
∑

κ=0

(

AκdWcc̄ıχi j

) (

AκdWcc̄ıχi j

)′
,

and‖ · ‖F denotes the Frobenius norm. Such a norm
is defined for a given matrixX as‖X‖F =

√
Tr(XX ′),

where Tr(·) represents the trace operator. Then, in the
particular case when̄ı = i j andō = ℓ̄ =

{

i1, . . . , i j−1
}

,
the interconnection strength is given by:

Sℓ̄,i j
(χi j ) = ‖Wdℓ̄ ,i j (χi j )‖2F (6)

andWdℓ̄ ,i j(χi j ) := Wdoℓ̄Wdci j
(χi j ). Hence, the problem

is to find vectorsχi j , j = 2, . . . ,m that solve:

min
χ′i j
χi j=1
Sℓ̄,i j

(χi j ), χi j ∈ Rn. (7)

The problem (7) has a bounded solution only if a
vectorχi j ∈ Rn exists such that dSℓ̄,i j

/dχi j = 0 and

d2Sℓ̄,i j
(χi j )

d2χi j

= 2















∞
∑

κ=0

Ā′
ℓ̄,κ

Ā ℓ̄,κ















, Pℓ̄,i j

is positive definite with each constant matrix̄A ℓ̄,κ
defined as̄A ℓ̄,κ =Wdoℓ̄A

κ
dWcci j

.

Given that the trivial solutionsχi j = 0, j ∈ {2, . . . ,m}
must be excluded to preserve controllability, it turns
out that the two conditions given above are equivalent
to those stated in (Aghdam and Davison, 2002). This
implies that the strength of certain interconnections
cannot be minimized without affecting other intercon-
nections in the same column of the transfer function
matrix. Nevertheless, it is possible to minimize the
influence of a set of interconnections while preserving
that of the others. This new problem can then be for-
mulated as a constrained optimization problem given
by:

min
χi j∈Rn
Sℓ̄,i j

(χi j ),

s.t.Sℓ̄∗,i j
(χi j ) = ρi j ,

(8)

whereρi j ∈ R+ is a design parameter,̄ℓ∗ = m̄− ℓ̄, and
the constraint function is given by:

Sℓ̄∗,i j
(χi j ) = ‖Wdℓ̄∗ ,i j‖2F (9)

andWdℓ̄∗ ,i j = Wdoℓ̄∗Wdci j
(χi j ). In analogy toCℓ̄ and

(3), Wdoℓ̄∗ is given by

W2
doℓ̄∗
=

∞
∑

κ=0

(

Cℓ̄∗A
κ
d

)′ (
Cℓ̄∗A

κ
d

)

with Cℓ̄∗ =
[

c′i j
. . . c′im

]′ for j = 2, . . . ,m.

The existence of solutions to (8) follows from the
fact that the matrix-norms‖Wdq̄,i j(χi j )‖2, q̄ = ℓ̄, ℓ̄∗ are
quadratic functions and can be rewritten in the stan-
dard formχ′Pq̄,i jχ with Pq̄,i j square and symmetric.
Therefore, they define a nonempty feasible set for any
ρi j > 0. The problem (8) can then be expressed as:

min
χi j∈Rn
χ′i j

Pℓ̄,i j
χi j

s.t.χ′i j
Pℓ̄∗,i j
χi j = ρi j

(10)

where Pℓ̄,i j
and Pℓ̄∗,i j

are positive semidefinite sym-
metric matrices that satisfy ker(Wcci j

) ⊂ ker(Pℓ̄,i j
) and

ker(Wcci j
) ⊂ ker(Pℓ̄∗,i j

).

The optimization problem (10) falls into the terrain
of quadratically constrained quadratic programming
(QQP) and the existence of its global solution has been
thoroughly studied (Moŕe and Sorensen, 1983; Fortin
and Wolkowicz, 2003).

In the case in whichPℓ̄∗,i j
is full rank andρi j is pos-

itive, the optimization constraint in (10) describes a
nonempty ellipsoid in theχi j coordinates and a unitary
sphere in the normalized coordinates. A basic opti-
mization result (Fraleigh and Beauregard, 1995) states
that the maximum and the minimum of a quadratic
function over the surface of the unitary sphere are
given by the largest and the smallest eigenvalues of
the objective function matrix, respectively. Therefore,
the minimum of the objective function can be obtained
by computing the eigenvalues of the matrix equivalent
to Pℓ̄,i j

in the normalized coordinates.

In the case in whichPℓ̄∗,i j
is not full rank, results

from operations research can be used to determine
the existence of a global minimizer. Accordingly, one
must rewrite (8) in the standard form:

min
χi j∈Rn
φℓ̄,i j

(χi j ),

s.t.ϕℓ̄∗,i j
(χi j ) = 0

(11)

whereφℓ̄,i j
(χi j ) = χ

′
i j
Pℓ̄,i j
χi j andϕℓ̄∗,i j

(χi j ) = χ
′
i j
Pℓ̄∗,i j
χi j−

ρi j are semi-convex because bothPℓ̄,i j
and Pℓ̄∗,i j

are
positive semidefinite. Their associated hessians,

Qℓ̄,i j
= ∇2φℓ̄,i j

(χi j ) = 2Pℓ̄,i j

Qℓ̄∗,i j
= ∇2ϕℓ̄∗,i j

(χi j ) = 2Pℓ̄∗,i j
,

yield the condition:

w′Qℓ̄∗,i j
w = 0 ⇒ w′Qℓ̄,i j

w > 0 (12)

which, when satisfied for anyw , 0, ensures that a
global minimizer exists (Moŕe, 1993). An equivalent
condition similar to

rank
[

P′
ℓ̄,i j

P′
ℓ̄∗,i j

]′
= n (13)

appears in (Gander, 1981). Both (12) and (13) are
too restrictive since they require that ker(Pℓ̄,i j

) ∩
ker(Pℓ̄∗,i j

) = {0}, which implies that the discrete-time
equivalent system is completely controllable from
each inputi j (rank(Wdci j

) = n) and that ker(Wdoℓ̄ ) ∩



ker(Wdoℓ̄∗ ) = {0}. The next theorem, also extracted
from (Moré, 1993), provides more complex but less
conservative optimality conditions.

Theorem 1. (Mor é, 1993)Let φℓ̄,i j
: Rn → R and

ϕℓ̄∗,i j
: Rn → R be quadratic functions defined onRn.

Assume that the condition:

min
χi j∈Rn

ϕℓ̄∗,i j
(χi j ) < 0 < max

χi j∈Rn
ϕℓ̄∗,i j

(χi j ) (14)

holds and that∇2ϕℓ̄∗,i j
, 0. A vector χ̂i j is a global

minimizer of problem (11) if and only ifϕℓ̄∗,i j
(χ̂i j ) = 0

and there is a multiplier̂λ j ∈ R such that the Kuhn-
Tucker condition

∇φℓ̄,i j
(χ̂i j ) + λ̂ j∇ϕℓ̄∗,i j

(χ̂i j ) = 0 (15)

is satisfied with

∇2φℓ̄,i j
(χ̂i j ) + λ̂ j∇2ϕℓ̄∗,i j

(χ̂i j ) (16)

positive semidefinite.

The minimum ofϕℓ̄∗,i j
(χi j ) is given by−ρi j , which is

negative by definition. Its maximum value is positive
and unbounded; therefore, (14) is satisfied. In turn, the
conditions (15) and (16) can be rewritten as follows:

(

Pℓ̄,i j
+ λ̂ jPℓ̄∗,i j

)

χ̂i j = 0 (17a)

Pℓ̄,i j
+ λ̂ jPℓ̄∗,i j

≥ 0 (17b)

Wcci j
χ̂i j , 0 (17c)

Wdoℓ̄∗j
χ̂i j , 0, (17d)

where the last two inequalities must be imposed to
prevent loss of controllability and observability. Thus,
if a solution to (17) exists, a global minimizer ˆχi j to (8)
also exists such that no column vectorbdj is zeroed
and such that the conditions of Theorems 1 and 2 in
(Aghdam and Davison, 2002) are not satisfied.

Remark 1. The norm operator is defined only for sta-
ble systems and therefore the measure of strength
Sō,ı̄(χi j ) is meaningful only for stable interconnec-
tions.

Notice that weak interconnections are desirable when,
for example, an already stable large-scale system does
not satisfy the required performance measures. If the
interconnections are strong, then each control agent
would affect the performance of its neighbors. In
contrast, if the interconnections are weak, each local
controller may not significantly affect the operation of
the other agents. The system can then be discretized
with a set of GSHF’s that minimizes the strength of
the desired interconnections in order to isolate the
subsystems; thus, centralized control techniques can
be applied to each control agent. This is possible
because discretization does not affect the stability of
the plant.

2.2 Optimal reordering of the control agents

The extent to which the sampled system will resem-
ble a hierarchical system depends on the numerical
properties of the plant parameters and on the way the
control agents are ordered. Thus, the design proce-
dure must identify, among then! different orders of
the control agents, the most convenient one by first
defining a quantitative measure of “hierarchicalness”.
Such a quantitative metric will then be a function of
the possible orders of the control agentsr̄ ∈ P(m̄),
whereP(·) represents all the possible permutations
of its argument set. For instance, the possible orders
r̄ for a 3-input system are{1,2,3}, {1,3,2}, {2,1,3},
{2,3,1}, {3,1,2}, and {3,2,1}. Each indexi j, j ∈ m̄
takes the value of thej-th element for each of these
ordered sets (for example,i1 = 3, i2 = 2, andi3 = 1
for the order{3,2,1}).

For a given order̄r, define the degree of hierarchical-
ness as:

Ψ(r̄) = min
j=2,...,m

Sℓ̄,i j
(χ̂i j )

Sℓ̄∗,i j
(χ̂i j )
, (18)

whereSℓ̄,i j
(χi j ) andSℓ̄∗,i j

(χi j ) are defined in (6) and (9)
respectively,̄ℓ =

{

i1, . . . , i j−1
}

, ℓ̄∗ = m̄− ℓ̄, andχ̂i j , i j ∈
m̄, are the solutions to the minimization problem (8)
for each of the columns of the transfer function matrix.
According to this metric, if a continuous-time system
has a perfectly hierarchical discrete-time equivalent,
its degree of hierarchicalness would beΨ(r̄) = ∞.
Otherwise, the largerΨ(r̄) is, the closer the discrete-
time equivalent system is to a hierarchical structure.
The definition (18) provides clear guidelines for a con-
trol design procedure, whose first step should consist
of finding the maximal degree of hierarchicalness by
solving the optimization problem:

Ψ̂(r̄) = max
r̄∈P(m̄)

Ψ(r̄). (19)

The best̄r can then be obtained according to the choice
of the m − 1 constantsρi j . Different criteria can be
defined to choose the constants; for example, one can
find measures of strength of the interconnections un-
der the diagonal in each column of the transfer func-
tion matrix as if a ZOH was applied. These measures
can then define values of the associatedρi j so as to
preserve the strength of the interconnections under the
main diagonal of the transfer function matrix. Many
other criteria can be proposed and the properties of the
plant as well as the control objective will determine
which one is the most suitable.

3. NUMERICAL EXAMPLES

Example 1. Consider the continuous-time system rep-
resented by the following matrices:

A =





























−1 0 0

2 −1 −0.3

0 1 −1





























B =





















−2 −1
−1 0
1 2





















C′ =





















1 0
−5 0
1 2























This system is stable and the roots of its characteristic
polynomial are located at{−1 ± 0.5477i,−1}. Assume
that the settling time must be reduced to 3sec. This
can be achieved if the all the poles of the system are
placed ats = −1.5. To this end, one can minimize
S1,2(χi2) and place the system poles by means of cen-
tralized control techniques applied to each individual
subsystem.

Let Wdcz1 be the discrete-time controllability gram-
mian of the pair (A,b1), when a ZOH is used to
sample its control channel. The control channel #2
is to be sampled using a GSHF so as to weaken the
interconnection between input #2 and output #1. A
solution to the optimization problem (8) withT =
0.05sec andρ2 = ‖Wdo2Wdcz1‖F is given byχ2 =

[0.0277 0.0816 0.0528]′.
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Fig. 1. Example 1: Magnitude response for each inter-
connection when the plant is sampled with ZOH
(dashed lines) and GSHF (solid lines).
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Fig. 2. Example 1: Phase response for each intercon-
nection when the plant is sampled with ZOH
(dashed lines) and GSHF’s (solid lines).

The frequency response of the resulting discrete-time
model appears in Figs. 1 and 2, which show that the
GSHF reduces the magnitude of the response of the
transfer functiong12(z) by at least 25dB compared
to the ZOH. The transfer functions of the sampled
system are given by:

g11(z) =
0.2198z2 − 0.3710z + 0.1536

z3 − 2.8530z2 + 2.7138z − 0.8607

g12(z) =
0.0005z2 − 0.0013z + 0.0009

z3 − 2.8530z2 + 2.7138z − 0.8607

g21(z) =
0.0950z2 − 0.1862z + 0.0903

z3 − 2.8530z2 + 2.7138z − 0.8607

g22(z) =
0.1938z2 − 0.3664z + 0.1733

z3 − 2.8530z2 + 2.7138z − 0.8607
.

Consider now the decentralized dynamic feedback:

ũ1(z)
y1(z)

=
−7.6634z2

+ 12.3234z − 5.1337
z3 − 0.1002z2 − 1.4990z + 0.9154

(20a)

ũ2(z)
y2(z)

=
−9.8539z2

+ 16.4820z − 7.1037
z3 − 0.1886z2 − 1.8060z + 1.4296

, (20b)

which was obtained through Kalman filter designs
applied independently to the subsystemsg11(z) and
g22(z) to place their poles atz = e−1.5T . The poles of
the overall discrete-time equivalent closed-loop sys-
tem are given by{0.4661,0.7077 ± 0.2807i,0.8986,
0.9173 ± 0.0317i,0.9526,0.9400 ± 0.0111i} and the
time response to initial conditionsx(0) = [1 1 1]′

appears in Fig. 3 (DT control), together with the re-
sponse of the open-loop system. Fig. 3 also shows
the response of the non-discretized system when con-
trolled with a continuous-time design (CT control)
which is equivalent to the previous one in the sense
that the same weighting matrices were used for the
Kalman filters and that the subsystems’ poles were
placed ats = −1.5. It is clear that the discrete-time de-
centralized controllers (20a) reduce the settling time to
approximately 3sec while the continuous-time design
failed to achieve the same results.
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Fig. 3. Example 1: (a) output response in control
agent #1; (b) output response in control agent #2;
(c) control signal in control agent #1; (d) control
signal in control agent #2.

Example 2. Consider a system with the following ma-
trices:
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
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







−4 0 2 0
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








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

The solution to (19) for this plant is given by the
reordering sequencei1 = 3, i2 = 1, and i3 = 2.
The associated maximum degree of hierarchicalness
is Ψ̂(r̄) = 5.9470× 106 and the minimizers are given
by χ1 = [0.0087 0.0488 0.0901 −0.0269]′ and
χ2 = [0.4570 0.0068 0.4700 0.1819]′.
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Fig. 4. Example 2: Magnitude response of each inter-
connection when the plant is sampled with ZOH
(dashed lines) and GSHF’s (solid lines).
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Fig. 5. Example 2: Phase response of each intercon-
nection when the plant is sampled with ZOH
(dashed lines) and GSHF’s (solid lines).

The frequency response of the discrete-time transfer
functions of the reordered system appears in Figs. 4
and 5. It is noticeable that the gains of the transfer
functions g12(z), g13(z), and g23(z) of the reordered
system are reduced by at least 20dB.

4. CONCLUSIONS

This paper provides conditions under which the inter-
connections of a large-scale system can be weakened
so as to obtain a discrete-time model with a structure
that approaches a hierarchical one. An application to
inteconnection weakening is presented with simula-
tions that show that such a procedure can simplify
the decentralized control design of stable systems. In
general, the results show that GSHF’s can be used
to simplify the design of decentralized controllers for
multivariable systems.
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