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1. INTRODUCTION

In the present paper we address the problem of

H∞ output-feedback control of discrete-time state-

multiplicative linear systems via a new approach, in

both finite and infinite time settings. Systems whose

parameter uncertainties are modelled as white noise

processes in a linear setting have been treated in (Dra-

ganet al., 1997a ; Draganet al., 1997b ; Hinriechsen

et al., 1998) and (Gershonet al., 2001c ) for the

continuous-time case and in (Draganet al., 1998 ;

Bouhtouriet al., 1999) and (Gershonet al., 2001) for

the discrete-time case. Recently, the general problem

of discrete-time output-feedback with stochastic un-

certainties has been treated by (Draganet al., 1998 ;

Bouhtouriet al., 1999) and (Gershonet al., 2001). The

solution in (Draganet al., 1998) includes the finite and

the infinite time horizon problems without transients.

One drawback of (Draganet al., 1998) is the fact that

in the infinite-time horizon case, an infinite number of

Linear Matrix Inequality (LMI) sets should be solved.

Moreover, the fact that in (Draganet al., 1998) the

measurement coupling matrix has no uncertainty is

a practical handicap, for example in cases where the

measurements include state derivatives (e.g. accelera-

tion control of an aircraft or missile). The treatment of

(Bouhtouriet al., 1999) includes the derivation of the

stochastic Bounded Real Lemma (BRL) and concerns

only the stationary case where two coupled nonlinear

inequalities were obtained. An attempt to solve the

output-feedback problem using the adjoint system has

been made in (Gershonet al., 2001). A modified-



Riccati recursion is obtained there which guarantees

a givenH∞ estimation level, while minimizing an

upper-bound on the covariance of the estimation error.

The theoretical justification for using an adjoint sys-

tem in stochastic systems, particularly in theH∞ con-

trol field, is somewhat debatable. In the new approach

that is adopted here, the latter obstacle is removed by

avoiding the use of the adjoint system.

In the present paper we address the problem via two

approaches: In the finite-horizon case we apply the

Difference LMI (DLMI) method for the solution of the

Riccati inequality obtained and in the stationary case

we apply a special Lyapunov function which leads to

an LMI derived tractable solution.

Notation:
We denote byL2(Ω,Rn) the space of square-integrable

Rn− valued functions on the probability space(Ω,F ,P),
whereΩ is the sample space,F is aσ algebra of a sub-

set ofΩ called events andP is the probability measure

onF . By (Fk)k∈N we denote an increasing family of

σ-algebras which is generated byvj , ηj , 0 ≤ j ≤ k.

Fk ⊂ F , whereN is the set of natural numbers. We

also denote bỹl2(N ;Rn) the space of n-dimensional

nonanticipative stochastic processes{fk}k∈N with re-

spect to(Fk)k∈N wherefk ∈ L2(Ω,Rn). By ||.||22 we

denote the standardl2-norm: ||d||22 = (ΣN−1
k=0 dT

k dk)
and by ||fk||2R the productfT

k Rfk. We denote by

|| · || is the standard Euclidean norm and byδij the

Kronecker delta function.

2. PROBLEM FORMULATION

i) Finite-horizon stochasticH∞ output-feedback:
We consider the following system:

xk+1 = (Ak + Dkvk)xk + B1,kwk + B2,kuk,

yk = (C2,k + Fkηk)xk + nk,

zk = C1,kxk + D12,kuk

(1)

where{vk}, {ηk} are independent white noise se-

quences that satisfy:

E{ηkηj} = δkj , E{vkvj} = δkj , E{ηkvj} = 0 (2)

and wherexk ∈ Rn is the state vector,wk ∈ Rp is an

exogenous disturbance,yk ∈ Rq is the measurement

vector,zk ∈ Rm is the objective vector anduk ∈ Rl

is the control input signal. We look for an output-

feedback controller that achieves, for a givenγ > 0,

Jo
∆= E

v,η

{
||zk||22 − γ2[||wk||22 + ||nk||22]

}
+ E

v,η

{
xT

N Q̄NxN

}
− γ2xT

0 Q̄0x0 < 0,
(3)

with Q̄N ≥ 0, Q̄0 ≥ 0 for all nonzero({wk}, x0)
where{wk} ∈ l̃2[0, N − 1] andx0 ∈ Rn. Similarly

to the standard case (Green and Limebeer, 1995), this

problem involves an estimation of an appropriate com-

bination of the states, and the application of the results

of the state-feedback with a proper modification.

ii) Stationary stochasticH∞ output-feedback: Given

the following system:

xk+1 = (A + Dvk)xk + B1wk + B2uk, x0 = 0,

yk = (C2 + Fηk)xk + nk,

zk = C1xk + D12uk

(4)

where the system matricesA,B1, B2, D,C2, F, C1

andD12 are all constant,vk, ηk are given above. We

seek an output-feedback controller that achieves, for a

givenγ > 0,

Jo
∆= E

v,η

{
||zk||2l̃2 − γ2[||wk||2l̃2 + ||nk||2l̃2 ]

}
< 0 (5)

for all nonzero {wk} ∈ l2([0,∞);Rp), {nk} ∈
l2([0,∞);Rq).

3. RESULTS

We bring first the known solution the stochastic state-

feedback problem which constitutes the first stage in

the solution of the dynamic output-feedback problem

(Gershonet al. 2001). We consider the system of

(1), with the measurement equation excluded and we

assume, for simplicity, that fork ∈ [0 N ]:

[CT
1,k DT

12,k]D12,k = [0 R̃k], R̃k > 0. (6)

Considering, for a given scalarγ > 0, the performance

index ofJo in (3) , we have the following Lemma:

Lemma 1: (Gershon et al., 2001) Consider the

system of (1) with the feedback lawuk = Kkxk. Given

γ > 0, a necessary and sufficient condition forJo of

(3) where||nk||22 = 0, to be negative for all nonzero

({wk}, x0) wherewk ∈ l̃2[0 N − 1] andxo ∈ Rn

is that there exists a solutionQk > 0 to the following

equation:

Qk =AT
k M̄kAk+DT

k Qk+1Dk+CT
1,kC1,k

−∆T
1,kΦ−1

k ∆1,k, QN =Q̄N ,
(7)



that satisfiesRk
∆= γ2I − BT

1,kQk+1B1,k > 0 and

Q0 < γ2Q̄0, where:

M̄k
∆= Qk+1[I − γ−2B1,kBT

1,kQk+1]−1,

Φk
∆= BT

2,kM̄kB2,k + R̃k, ∆1,k
∆= BT

2,kM̄kAk.
(8)

If there exists suchQk, then the state-feedback gain is

given by:

Kk = −Φ−1
k ∆1,k. (9)

In the case where the system matrices are all constant,

N → ∞ and the system{A,B2, C1, D12} has no

invariant zeros on the unit circle and(A,B2) is sta-

bilizable, the following result is obtained (Gershonet

al., 2001):

Lemma 2: (Gershon et al., 2001) Consider the

system of (4) with the measurement equation excluded.

Given γ > 0, a necessary and sufficient condition

for Jo of (5),with ||nk||2l̃2 = 0, to be negative for all

nonzero{wk} where{wk} ∈ l2([0,∞);Rp) is that

there exists a matrixP = PT ∈ Rn×n that satisfies

the following LMIs:

P PA
T

0 PD
T

PC
T
1 0

AP Γ(2, 2) B2R̃
−1

0 0 B1

0 R̃
−1

B
T
2 P 0 0 0

DP 0 0 P 0 0

C1P 0 0 0 Il 0

0 B
T
1 0 0 0 γ

2
Ip


> 0(10)

and [
γ
2
Ip B

T
1

B1 P

]
> 0, (11)

where Γ(2, 2) = P + B2R̃
−1BT

2 . In this case

the state-feedback gain isKs = −[BT
2 M̄B2 +

R̃]−1BT
2 M̄A. whereM̄ = P−1[I−γ−2B1B

T
1 P−1]−1.

Proof: See (Gershonet al., 2001) and (Gershonet al.,

2004) for the LMI derivation.

4. FINITE-HORIZON STOCHASTIC

OUTPUT-FEEDBACK CONTROL

The solution of the output-feedback control problem

is obtained below by transforming the problem to one

of filtering, to which the result of the discrete-time

stochastic state-multiplicative BRL is applied. In or-

der to obtain the equivalent estimation problem, the

optimal strategies of both{wk} and{uk} are needed.

These are derived below:

Defining J̃k = xT
k+1Qk+1xk+1 − xT

k Qkxk and sub-
stituting (1) inJ̃k we obtain:

J̃k =[x
T
k (Ak+Dkvk)

T
+u

T
k B

T
2,k]Qk+1[(Ak+Dkvk)xk+(B2,k)uk]

+2[x
T
k (Ak + Dkvk)

T
+ u

T
k (B2,k)

T
]Qk+1B1,kwk

+w
T
k B

T
1,kQk+1B1,kwk−x

T
k Qkxk−γ

2
w

T
k wk+γ

2
w

T
k wk+u

T
k R̃kuk

+x
T
k C

T
1,kC1,kxk − z

T
k zk

= −w
T
k [γ

2
I − B

T
1,kQk+1B1,k]wk + 2[x

T
k (Ak + Dkvk)

T

+u
T
k (B2,k)

T
]Qk+1B1,kwk + u

T
k [R̃k + (B2,k)

T
Qk+1(B2,k)]uk

+2x
T
k (Ak + Dkvk)

T
Qk+1(B2,k)uk + x

T
k [(Ak + Dkvk)

T
Qk+1

(Ak + Dkvk) + C
T
1,kC1,k −Qk]xk − z

T
k zk + γ

2
w

T
k wk.

Taking the expectation with respect tovk we get:

E
v

{
J̃k

}
= E

v
[−w

T
k [γ

2
I−B

T
1,kQk+1B1,k]wk+2[x

T
k A

T
k Qk+1B1,k

+u
T
k B

T
2,kQk+1B1,k]wk + u

T
k [R̃k + B

T
2,kQk+1B2,k]uk

+2x
T

[A
T
k Qk+1B2,k]uk + x

T
k [A

T
k Qk+1Ak + D

T
k Qk+1Dk

+C
T
1,kC1,k −Qk]xk − z

T
k zk + γ

2
w

T
k wk] + E

v
{Ψk}

where

Ψk = 2xT
k DT

k vkQk+1B1,kwk

+2xT
k DT

k vkQk+1B2,kuk + 2xT
k DT

k vkQk+1Akxk

and where E
v
{Ψk} = 0, k = 0, 1, ..., N − 1.

Completing to squares, first forwk and then foruk,

we obtain:
E
v

{
J̃k

}
= −||(wk − w

∗
k)||2Rk

+ ||(uk − u
∗
k)||2Φk

−x
T
k [∆1,kΦ

−1
k ∆

T
1,k− A

T
k Qk+1B1,kR

−1
k B

T
1,kQk+1Ak]xk

+x
T
k [A

T
k Qk+1Ak + D

T
k Qk+1Dk + C

T
1,kC1,k −Qk]xk

−z
T
k zk + γ

2
w

T
k wk + E

v
{Ψk}

whereRk is defined proceeding (7)Φk and∆1,k are

defined in (8),

u∗k
∆= Kkxk, w∗

k
∆= Kxkxk + Kukuk,

Kxk
∆=R−1

k BT
1,kQk+1Ak, Kuk

∆=R−1
k BT

1,kQk+1B2,k

and the controller gainKk is defined in (9).

Rearranging the last equation we obtain:

E
v

{
J̃k

}
= −||(wk − w

∗
k)||2Rk

+ ||(uk − u
∗
k)||2Φk

+x
T
k R̄(Qk)xk − z

T
k zk + γ

2
w

T
k wk + E

v
{Ψk}

whereR̄(Qk) = AT
k M̄kAk+DT

k Qk+1Dk+CT
1,kC1,k−

∆T
1,kΦ−1

k ∆1,k. Taking the sum of both sides of̃Jk,
from zero toN − 1, the following is obtained using

E
v

{
J̃k

}
:

E
v

N−1∑
k=0

{
J̃k

}
= E

v

{
x

T
N QN xN

}
− x

T
0 Q0x0

=

N−1∑
k=0

E
v

{
−||(wk − w

∗
k)||2Rk

+ ||(uk − u
∗
k)||2Φk

}
+ E

v
{Ψk}

+

N−1∑
k=0

E
v

{
x

T
k R̄(Qk)xk

}
+ E

v

{
−||zk||22 + γ

2||wk||22
}



Hence

Jo =

N−1∑
k=0

E
v

{
−||(wk −w

∗
k)||2Rk

}
+ E

v
{Ψk}

+

N−1∑
k=0

E
v

{
||(uk −u

∗
k)||2Φk

}
+ x

T
0 (Q0 − γ

2
Q̄0)x0

+

N−1∑
k=0

E
v

{
x

T
k R̄(Qk)xk

}
.

(12)

Clearly, the optimal strategy foruk is given byuk =
u∗k whereQk that is obtained by

Qk = AT
k Qk+1Ak −∆1,kΦ−1

k ∆T
1,k + DT

k Qk+1Dk

+CT
1,kC1,k + AT

k Qk+1B1,kR−1
k BT

1,kQk+1Ak,

QN = Q̄N ,

satisfiesRk > 0 andQ0 < γ2Q̄0.

The above results are used now to derive a solution to

the output-feedback problem. Denotingrk
∆= wk−w∗

k

and usinguk = Kkx̂k, wherex̂k is yet to be found,

we obtain from (1) that

xk+1 = (Ak + Dkvk + B1,kKxk)xk + B1,krk

+(B1,kKuk + B2,k)Kkx̂k,

yk = (C2,k + Fkηk)xk + nk.

Substituting in (12) we seek for̂xk for which

J
∆= E

v,η

{
ΣN−1

k=0 ||zk||2Φk
−||rk||2Rk

−γ2||nk||22+Ψk

}
−xT

0 S̃x0

is negative for all nonzero({wk}, {nk}, x0) , where

zk = Kk(xk − x̂k) and S̃ = γ2Q̄0 −Q0. (13)

We consider the following state estimator:

x̂k+1 =(Ak+B1,kKxk)x̂k+(B1,kKuk+B2,k)uk

+K0,k(yk−C2,kx̂k), x̂0 = 0.
(14)

Definingek = xk − x̂k we obtain

xk+1 = [Ak +B1,kKxk +B1,kKukKk +B2,kKk]xk

+Dkxkvk + B1,krk − (B1,kKuk + B2,k)Kkek

and

x̂k+1 = [Ak + B1,kKxk + (B2,k + B1,kKuk)Kk]x̂k

+K0,k[(C2,k + Fkηk)xk + nk − C2,kx̂k].

Defining

ξk =
[
xT

k eT
k

]T
and w̃k =

[
rT
k nT

k

]T
,

we obtain the following augmented system:

ξk+1 =Ãkξk+D̃kξkvk+F̃kξkηk+B̃kw̃k,

zk = C̃1,kξk,
(15)

where

Ãk =

[
A11,k −[B1,kKuk + B2,k]Kk

0 Ak + B1,kKxk −K0,kC2,k

]

B̃k =

[
B1,k 0

B1,k −K0,k

]
, D̃k =

[
Dk 0

Dk 0

]
,

C̃1,k =
[
0 Kk

]
, F̃k =

[
0 0

−K0,kFk 0

]
,

and whereA11,k = Ak + (B1,kKuk + B2,k)Kk +
B1,kKxk. Using the above notation we arrive at the

following theorem:

Theorem 1: Consider the system of (1) whereuk =
Kkx̂k and wherex̂k is defined above. Givenγ > 0,

there exists a controller that achieves (3) iff there

exists a solution(P̂k,K0,k) to the following differ-

ence linear matrix inequality (DLMI)(Gershon et al.,

2001b):

P̂k P̂kÃ
T
k 0 P̂kD̃

T
k P̂kF̃

T
k P̂kC̃

T
1,k

ÃkP̂k P̂k+1 γ
−1

B̃1,k 0 0 0

0 γ
−1

B̃
T
1,k I 0 0 0

D̃kP̂k 0 0 P̂k+1 0 0

F̃kP̂k 0 0 0 P̂k+1 0

C̃1,kP̂k 0 0 0 0 I


>0,(16)

with a forward iteration, starting from the following

initial condition:

P̂0 =

[
In

In

]
(γ2Q̄0 −Q0)

[
In In

]
. (17)

Remark 1: We note that the solution of the lat-

ter DLMI proceeds the solution of the finite-horizon

state-feedback of Lemma 1 starting fromQN in (7),

for a given attenuation level ofγ. Once a solution to

the latter problem is achieved, the DLMI of (16) is

solved for the sameγ starting from the above initial

condition.

Remark 2: We note thatP̄0 = E{x0x
T
0 } where

P̄0 = (γ2Q̄0−Q0). The latter suggests that the initial

conditionP̂0 of (17) is

P̂0 = E{

[
x0

e0

] [
xT

0 eT
0

]
} =

[
P̄0 P̄0

P̄0 P̄0

]
,



sincee0 = x0, hence the structure of (17).

Proof: Applying the result of the discrete-time

stochastic BRL (Gershonet al., 2001) to the system

(15) the following Riccati-type inequality is obtained:

−Q̂k+ÃT
k Q̂k+1Ãk+ÃT

k Q̂k+1B̃kΘ−1
k B̃T

k Q̂k+1Ãk

+D̃T
k Q̂k+1D̃k+F̃T

k Q̂k+1F̃k+C̃T
1,kC̃1,k > 0,

Θk = γ2I − B̃T
k Q̂k+1B̃k, Θk > 0.

(18)

By simple manipulations, including the inversion

Lemma, on the latter the following inequality is ob-

tained:
−Q̂k+ÃT

k [Q̂−1
k+1−γ−2B̃kB̃T

k ]−1Ãk+C̃T
1,kC̃1,k

+D̃T
k Q̂k+1D̃k + F̃T

k Q̂k+1F̃k > 0
(19)

DenotingP̂k = Q̂−1
k and using Schur’s complement

the result of (16) is obtained.

5. STATIONARY STOCHASTIC

OUTPUT-FEEDBACK CONTROL

We consider the system of (4). Introducing the follow-

ing Lyapunov function:

Vk = ξT
k Q̃ξk, with Q̃ =

[
Q αQ̂

αQ̂ Q̂

]
, (20)

whereξk is the state vector of (15),Q andQ̂ aren×n

matrices andα ia a scalar. We obtain the following

result

Theorem 2: Consider the system of (15) where

the matricesA,B1, B2, D, C2, F, C1 andD12 are all

constant,uk = Ksx̂k and wherêxk is defined in (14).

Givenγ > 0, there exists a controller that achieves (5)

if there existQ = QT ∈ Rn×n, Q̂ = Q̂T ∈ Rn×n,

Y ∈ Rn×q and a tuning scalar parameterα that

satisfy the following LMIs:

Q αQ̂ Υ(1, 3) Υ(1, 4) 0 0

∗ Q̂ Υ(2, 3) Υ̃(2, 4) 0 0

∗ ∗ Q αQ̂ Υ(3, 5) −γ
−1

αY

∗ ∗ ∗ Q̂ Υ(4, 5) −γ
−1

Y

∗ ∗ ∗ ∗ Ip 0

∗ ∗ ∗ ∗ ∗ Iq

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗

∗ ∗ ∗ ∗ ∗ ∗

−αD
T

Y −D
T

Y F
T

(Q + αQ̂) F
T

Q̂(1 + α) 0

0 0 0 0 Ĉ
T
1

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

Q αQ̂ 0 0 0

∗ Q̂ 0 0 0

∗ ∗ Q αQ̂ 0

∗ ∗ ∗ Q̂ 0

∗ ∗ ∗ 0 Il



> 0,

and [
γ2Ip+q B̃T

B̃ Q̃

]
>0. (21)

where

Υ(1, 3)
∆
= [KT

s,xBT
1 + KT

s (BT
2 + KT

s,uBT
1 ) + AT ]Q,

Υ(1, 4)
∆
= α̃Q̂Υ(1, 3)Q−1, Υ(2, 3)

∆
= −α̃CT

2 Y T

−KT
s [BT

2 + KT
s,uBT

1 ]Q + α̃[KT
s,xBT

1 + AT ]Q̂,

Υ(2, 4)
∆
= α̃[KT

s,xBT
1 + KT

s (BT
2 + KT

s,uBT
1 ) + AT ]Q̂

+[KT
s,xBT

1 + AT ]Q̂− CT
2 Y T ,

Υ(3, 5)
∆
= γ−1[QB1 + α̃Q̂B1], Υ(4, 5)

∆
= γ−1(α̃ + 1)Q̂B1,

Ks,x = R−1BT
1 P−1A, Ks,u = R−1BT

1 P−1B2

and whereP is the solution of (10).

Proof: The proof outline for the above stationary

case resembles the one of the finite-horizon case. Con-

sidering the system of (4) we first solve the stationary

state-feedback problem to obtain the optimal station-

ary strategies of bothw∗
s,k andu∗s,k and the stationary

controller gainKs. Thus we obtain:

u∗s,k
∆=Ksxk, w∗

s,k
∆=R−1BT

1P−1Axk+R−1BT
1 P−1

B2us,k, Ks
∆= −[BT

2 M̄B2 + R̃]−1BT
2 M̄A,

M̄
∆= P−1[I − γ−2B1B

T
1 P−1]−1

whereP is the solution of (10). Using the optimal

strategies we transform the problem to an estimation

one, thus arriving to the stationary counterpart of the

augmented system of (15). Applying the discrete BRL

for the stationary case (see Bouhtouriet al., 1999;

Gershonet al., 2002 ) to the latter system the alge-

braic counterpart of (18) is obtained (see Gershonet

al., 2002) which, similarly to the finite horizon case,

becomes the stationary version of (16). Multiplying

the srtationary version of (16) from the left and the



right bydiag{P̂−1, P̂−1, Ip+q, P̂
−1, P̂−1, Il}, denot-

ing Q̃ = P̂−1, Y = Q̂Ko whereKo is the observer

gain and carrying out the various multiplications the

LMI of Theorem 2 obtained.

6. EXAMPLE

We consider the system of (4) and the objective func-
tion of (5) with the following matrices:

A=

[
0 1

−0.8 1.6

]
, D=

[
0 0

0.08 0.16

]
, B1 =

[
1

−1

]
,

B2 =

[
0

1

]
, D12 =

[
0

.1

]
, C1 =

[
−0.5 0.4

0 0

]
andC =

[
0 1

]
whereF = 0.

We apply the result of Lemma 2 and Theorem 2 where
we solve first for (10) and then for the LMIs of (21)
and obtain for a near minimum ofγ = 7.18 and
α = 0.15 the following results:

Q=

[
0.5950 −0.2184

−0.2184 1.0805

]
, Q̂=

[
8.2663 −3.1948

−3.1948 2.7360

]
,

Ks =
[
0.7790 −0.9454

]
, KoT =

[
1.2273 2.0104

]
.

The resulting closed-loop transfer function, fromwk

to zk, isGz = (−0.9446Z +0.9646)(z2− 0.5350z−
0.3589)−1. We note that for the state-feedback solu-

tion of this problem (see Lemma 2) (where we assume

that there is an access to the states of the system) one

obtains a near minimum attenuation level ofγ = 1.02.

We note also that for the deterministic counterpart of

this example (whereD = 0) we obtain for the output-

feedback case, a near minimumγ of 4.88.

7. CONCLUSIONS

The problem ofH∞-optimal output-feedback control

of finite-horizon and stationary discrete-time linear

systems with multiplicative stochastic uncertainties is

solved. In both problems the solution is carried out

along the standard approach where, using the opti-

mal strategy for the state-feedback case, the problem

is transformed to an estimation one, to which the

stochastic BRL is applied. Unlike the previous works

of (Draganet al., 1998), (Bouhtouri et al., 1999) and

(Gershonet al., 2001), our solution is tractable and

involves an LMI based recursion (DLMI) in the finite

horizon case and two simple LMIs for the stationary

case. We note that in the latter case one has only to

search for a single tuning parameter ofα, a fact that

renders our solution as a simple and easily tractable

one. We note that the stationary solution is based on

a specific selection of a Lyapunov function which

leads to a sufficient solution of the output-feedback

problem. In the example the latter solution is easily

achieved by solving for a set of two LMIs.
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