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Abstract: System theory for numerical analysis has recently become a focus of research. In
this paper we regard dynamics of Newton’s method as a nonlinear feedback system and derive

convergence conditions, based on the internal model principle and systems of Lur’e type. We
then focus our attention on the analysis of the region of absolute stability of Runge-Kutta

type methods. We derive a linear matrix inequality condition which characterizes a relationship
between Runge-Kutta coefficients and the corresponding stability region. We also propose a
new optimization procedure for designing a Runge-Kutta method based on this characterization.
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1. INTRODUCTION

There exist many iterative numerical schemes for
solving linear or nonlinear equations, differential
equations, having different characteristics suited
for varied needs. They are mostly represented
by difference equations, and hold an important
position. In this connection, it is natural that
system theory plays an important role, and nu-
merical analysis has indeed been studied from this
viewpoint, see [Bhaya et al. (2003); Kaszkurewicz
et al. (1995); Schaerer et al. (2001); Wakasa et al.
(2001)] and references therein. This paper starts
by noting the role of the internal model principle
in iterative methods for solving linear equations,
and then aims at analyzing the stability of New-
ton’s and Runge-Kutta methods by placing these
in a system-theoretic framework.

We start by studying the linear equation Ax = b.
We see that we can interpret iterative solution
processes for this equation as tracking problems to
the constant (step) input b [Schaerer et al. (2001);
Wakasa et al. (2001)]. The objective here is clearly
to track b in spite of minor computational or
data errors arising in the process of computation.

The internal model principle plays a crucial role
here. We then generalize this idea to nonlinear
equations, especially to Newton’s method. While
the stability of Newton’s method is considered
in [Bhaya et al. (2003)], only the first order ap-
proximation of the given nonlinear function was
taken into account. In contrast, we view Newton’s
iterative process as a nonlinear feedback system
of Lur’e type [Khalil (1992)]. The internal model
principle again plays an important role here. The
present analysis enables us to relax the conver-
gence region, and the result is compared with
conventional analysis.

In the second half, we turn our attention to nu-
merical integration methods of ordinary differen-
tial equations, particularly the analysis of the ab-
solute stability region of Runge-Kutta type meth-
ods. The absolute stability at a point in the com-
plex plane means that a corresponding linear test
problem is stable. The absolute stability region
governs the step size to guarantee accurate numer-
ical solutions. While this is an important problem,
it is also known to be difficult to describe rela-
tionships between this region and Runge-Kutta
coefficients. Only for some special cases, algebraic
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Fig. 1. Block diagram for iterative methods
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conditions of the coefficients have been obtained
[Scherer et al. (1989)]. We invoke a new gener-
alized Kalman-Yakubovich-Popov (KYP) Lemma
[Iwasaki et al. (2003)], to obtain a more general
characterization of this region in terms of a linear
matrix inequality (LMI). This allows us to design
the coefficients of a Runge-Kutta type method by
optimizing the region of absolute stability.

2. CONVERGENCE OF ITERATIVE
PROCESSES

2.1 Iterative processes for linear equations

Let us start by reviewing iterative processes for
solving linear equations [Schaerer et al. (2001);
Wakasa et al. (2001)]. Let A € R"*" b € R,
and consider the linear equation

Ax =D

for x € R". Suppose that A is nonsingular,
and we wish to generate a sequence xj that
converges to the solution A~!b. Decompose A
as A = D+ FE + F, where D, E and F are
diagonal, strictly lower rectangular and strictly
upper rectangular matrices, respectively. Then the
Jacobi, Gauss-Seidel (GS), and Successive Over-
Relaxation (SOR) methods are given as follows
[Quartteroni et al. (2000)]:

—D Y E + F)xp + D71,

—(D+ E)"YFap + (D + E)" b,

(I4+wD 'E)y"Y (1 —w) —wD 'F}x,
+w(D + wE) ™',

Jacobi: xpyq
GS  : wpp
SOR : Tr+1

where w is relaxation parameter. Let us formulate
these three methods as feedback systems. For
example, we can rewrite the algorithm of the
Jacobi method as xy.1 = z3 + D~ 'e, with the
error signal ey := b — Axy. Similarly, the other
two methods have similar feedback mechanisms

Try1 = o + Leg,

where T is given by (D + E)~! for GS and w(D +
wE)~! for SOR. These are depicted in Fig. 1, with
step input signal u = b.

It is natural to require the following properties:

e For arbitrary b, the method should work, i.e.,
the output yi should track arbitrary b in
order that zj;, converges to the exact solution.

e This must be satisfied robustly, i.e., in spite
of some data errors.

The celebrated internal model principle tells us
that this robust tracking property is satisfied if
and only if the following two conditions hold:
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Fig. 2. Block diagram for Newton’s method with
computational errors

(i) The feedback system is internally stable, and

(ii) The loop transfer matrix contains the inter-
nal model 1/(z — 1).

In Fig. 1, the open-loop transfer matrix clearly
contains 1/(z — 1). Thus x, converges to A~1b if
and only if condition (i) above is satisfied, i.e., all
eigenvalues of I — I'A lie in the open unit disc.
This is consistent with the conventional results
[Quartteroni et al. (2000)]. This also tells us that
why most, if not all, iterative processes assume the
form xx41 = z + correction term: it is a result
of the internal model principle. While the same
equation is also put into a closed-loop feedback
system in [Bhaya et al. (2003)], the integrator
is considered to be a part of the plant and not
the controller; thus the internal model principle
and the resulting robust tracking property is not
explicitly presented in [Bhaya et al. (2003)].

On the other hand, Bhaya et al. discussed
choices of I' which leads to better convergence
properties and the conjugate gradient method
as proportional-derivative control [Bhaya et al.
(2003)]. Some other numerical schemes are also
considered in [Kaszkurewicz et al. (1995); Schaerer
et al. (2001)].

2.2 Newton’s method and Lur’e system

We consider Newton’s method for solving non-
linear equations of a single variable: f(xz) = 0.
We first suppose that f is continuously differen-
tiable function and that f'(z) # 0 for all z € R.
Moreover we assume the existence of a solution,
and denote it by z*. Newton’s method generates a
sequence {xx} which converges to z* with an ad-
equate initial value ¢ [Quartteroni et al. (2000)]:

f(zx)
f'(zx)

where {dy} represents computational errors. We
can similarly describe this dynamics as a non-
linear feedback system as shown in Fig. 2. Here
the convergence of xp to z* means that y, :=
f(zx)/ f'(zx) converges to 0.

In [Bhaya et al. (2003)], stability conditions of
this system have been shown by means of control
Lyapunov functions. However only the first order
approximation of f was considered there.

T4l = Tp — +di, k=0,1,2,.... (1)



We now convert this system to a system of Lur’e
type [Khalil (1992)] for stability analysis. In what
follows, we denote f/f’ by g for simplicity, and
define g(x) := g(z + z*). Notice that g(0) = 0.
Assume that there exist a, b such that

g(z)

a < == <b, forallz#D0. (2)
x

The introduction of § changes the feedback system
as shown in Fig. 3 with step disturbance w = —x*
because yr = g(xx) is equal to gz — 2*). Thus
the objective here is now modified to attenuate
the step disturbance w in Fig. 3. It should be
noted that we have introduced § just for stability
analysis and do not need g to execute Newton’s
method.

Similarly to the case of linear equations in the
previous subsection, the loop transfer function
contains the step signal generator 1/(z—1), which
is necessary to reject the unknown step distur-
bance w according to the internal model principle.
To express this more precisely, we transform the
system in Fig. 3 to an error system. With ¢ defined
above, equation (1) becomes

ex+1 = ex — gleg) + di, (3)
where e := x — x* is the error signal. Equation
(3) can be viewed as a system of Lur’e type as in
Fig. 4, consisting of the linear system 1/(z — 1)
and nonlinear function §. In this error system, we
have to make the error signal e converge to 0.
The following theorem guarantees that xzj does
not diverge due to the computational error dj.
Furthermore, when there exist no computational
errors, numerical solutions converge to the exact
solution.

Theorem 1. Consider the algorithm (1). Suppose
that there exist constants a and b such that

f(z)
(z — %) f'(x)
for all x # x*. Then for any initial value zy and
d € (2, the error e belongs to ¢2. Furthermore, if
d = 0, x; converges to the exact solution z*.

0<a< <b<2, (4)

Proof We show only the first statement. We have
(2) from the assumption (4). According to stabil-
ity analysis for Lur’e system, the first statement
holds if 1/(z + 1 — 1) is stable and

r
— | <1,
z4+1—1|,

where [ = (a+b)/2 and r = (b — a)/2. It can be
shown that this is equivalent to 0 < a <b < 2. m

2.8 Modification of the convergence theorem

Condition (4) may appear a bit restrictive in that
the constants a, b are bounded by 2 and that it is
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Fig. 3. Lur’e system for Newton’s method
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Fig. 4. Error system for Newton’s method

assumed to hold globally. We show two corollaries
of Theorem 1 to remedy this. The first corollary
is concerned with the case that the condition (4)
does not hold for b < 2. Even if b > 2 in (4),
we can make xj converge to z* by introducing a
suitable gain in the iteration process.

Corollary 1. Suppose that there exist a and b
satisfying

f(z)
(@—2) /(@)
Consider the iterative process
fl(zk) ok
f' (k)
with constant L such that 0 < L < 2/b. Then x,
converges to the solution z*.

0<a< <b, forallz#az* (5)

xk+1::17k—L 10,1,2,...

The other corollary deals with local stability.
As is well known, the convergence of Newton’s
method is guaranteed only locally [Quartteroni
et al. (2000)]. This property corresponds to the
fact that condition (4) holds only on a bounded
set of R. We now apply Theorem 1 to enlarge the
domain of convergence.

Corollary 2. Suppose that the solution z* is in
I := [a, O] and that there exist a and b satisfying
(4) for all z € I\{z*}. If we set zg € I and

«, if p, < «
Th41 = xk—;,((xxi)),ikael k=0,1,2,...
ﬁ, if$k>ﬂ

then xj converges to the solution z*.

2.4 Comparison with conventional convergence
condition

Here we discuss the difference between Theorem
2 and the convergence condition based on the
contraction mapping principle. Define ¢ by
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f'(x)
Then Newton’s method is described as zp11 =
¢(xr). According to the contraction mapping
principle, xj converges to the exact solution z* if
the function ¢ is a contraction on a closed interval.

o(x) ==x

Theorem 2. Suppose that the solution z* exists
in a closed interval I and that the function f is
twice continuously differentiable in I. If function
¢ is contractive in I, there exist a and b satisfying
(4) for all z € I\{z*}.

This theorem means that our result includes the
conventional one as a special case. However the
converse does not hold.

3. RUNGE-KUTTA TYPE METHODS
3.1 Absolute stability of Runge-Kutta type methods

Methods of the Runge-Kutta type are widely used
for the numerical integration of the initial value
problem

@(t) = f(t,2(t), x(0) =20 €R™  (6)

with f: R x R™ — R™. The algorithm with step
size h is represented by

S
Tn1 = Tn+ Y biki,
=1

where for i =1,2,...,s

ki=hf |ty +cih,x, + Z aijk]‘ R

Jj=1

and t, = nh. Then z,, is an approximation of the
exact solution z(t,). We refer to the coefficients
a;; and b; as the Runge-Kutta coefficients.

Let us consider the linear test problem
z(0) =x9, ReA<O. (7)

The numerical solution for (7) is given by ([Dekker
et al. (1984)])

Tn+1 = P(Z)CE”, z = h/\a
where P(z) is defined by

T = Az,

P(z):=1+b"2(I — zA) e, (8)
ail a2 -+ Aals b1 1
az1 - a2s b2 !
A= , b= L], e=
aSl ...... aSS bs 1

Since the exact solution is clearly z(t) = exp(At)xo,
numerical solution {z,} must decay. In view of
this, the absolute stability is defined as follows
[Dekker et al. (1984)].

Definition 1. A Runge-Kutta type method spec-
ified as above is absolutely stable at z € C if
|P(z)] < 1. The region of absolute stability is
defined as

R:={z€C : |P(2)| < 1}.

The method is said to be A-stable, if R includes
the open left half-plane.

In order to obtain the numerical solution for (7),
we must choose so small h that hA belongs to R
to guarantee a stable behavior of the numerical
solution against various fluctuations. However we
cannot take h very small, when we consider round-
off errors or deal with so-called stiff systems. The
region R thus characterizes how large the step size
h can be, and hence it is desirable that we have a
large region of absolute stability.

It is however not easy to describe the relationship
between such regions and the Runge-Kutta coef-
ficients. For this problem, Scherer [Scherer et al.
(1989)] derived an algebraic condition on the co-
efficients of A-stable methods. It turned out that
A-stable methods are inevitably implicit Runge-
Kutta schemes that require complicated proce-
dures of solving nonlinear equations. On the other
hand, explicit Runge-Kutta methods, which can-
not be A-stable, are widely used for their simplic-
ity. In view of this, we here attempt to estimate
the region of absolute stability quantitatively, for
those methods which are not necessarily A-stable.

3.2 Problem formulation

Let us formulate the problem. Define the region

Aarc(r1,r2, ) :={2€C : ry <|z| <72, |argz—7| < a}

where r1, 72 and « satisfy 0 < 71 < ry and 0 <
a < 7/2 (Fig. 5). In particular, when o = 0, this
reduces to an interval in the real axis. To estimate
the region of absolute stability, we consider the
following:

Problem 1. For given 0 < 7y <719, 0 < o < 7/2
and the Runge-Kutta coefficients A and b, deter-
mine whether the corresponding region of absolute
stability R includes the region Aupc(r1, 72, @).

To see the meaning of three parameters r1, ro and
«, consider the linear test problem (7) again. We
here take « such that |arg A — 7| < «, ro := h|)|
and sufficiently small ry. If Problem 1 is solvable
and Aupe(r1,72, @) C R for these parameters, then
we have hA € R and corresponding numerical
solutions decay as desired. Furthermore, by a
bisection algorithm on ry, we can compute a
(sub)maximal step size h.



Fig. 5. Region Aue(r1, 72, @)
3.8 LMI conditions of coefficients

Denote K(z) := P(z71) for 2 # 0, i.e.,
K(z) =1+b" (2 — A)~te. (9)

This can be viewed as a proper and rational trans-
fer function. Clearly |P(z)] < 1 in Aac(r1,72, @)
if and only if |K(2)] < 1 in Aac(1/72,1/r1, ).
The latter condition is the bounded-realness of the
system. Since many results on relationships be-
tween bounded-realness and system matrices are
known, it is natural to apply such results to char-
acterization of absolute stability. In particular, a
generalized KYP Lemma [Iwasaki et al. (2003)],
recently obtained for the situations dealing with
a finite frequency range, enables us to characterize
system matrices so that the corresponding system
be bounded-real on a class of curves in the com-
plex plane. We can now give a solution to Problem
1 by using this lemma.

Theorem 3. Let r1, r9, a and the coefficients A
and b be given. Suppose that Aye(1/r2,1/71, )
contains no eigenvalues of matrix A. Then the re-
gion of absolute stability R includes Aayc(r1, 72, @)
if and only if there exist Hermitian matrices P;
and Q; (i = 1,2,3) such that

Qi>0, i=1,2,3

P; —0;
FTll .

Qi — Pl-COS&Qi]F+®<O’l:1’2
Ti

ri2
" -Q3 efja(jPls —7cQ3)
F oy F+0<0
—(Ps +7eQs) - *
rire
where
Ae w’ b 1/1 1
F = = c = — -_— —_— .
rol® {bTO}’T 2(7"1+1"2>
Proof See Appendix. n

3.4 An application

Runge-Kutta methods of high order have some
free parameters in the coefficients A, b and c. As
an application of the result obtained, we propose
a new procedure for designing the Runge-Kutta
coeflicients that maximize the region of absolute
stability. Generally, the stability function P(z) for

Table 1. Result of maximizing ry

« r9
0 99575
/40  9.1174
/6  6.3504
3w/8  5.2513

6 1 Im(2)
|

Fig. 6. Regions of absolute stability: a = 0 (solid),
7/40 (dash), 7/6 (dotted) and 3w /8 (dash-
dotted)

an s-stage explicit Runge-Kutta method of order
p is represented as

b i S
P(z)=) % + Y et (10)

i=0 i=p+1
For a class of such methods, some of v; (i = p +
1,...,s) are free parameters and the coefficients
A, b and c¢ are determined by them. In what
follows we suppose ideally that v; (i = p+1,...,s)
are all free parameters. We denote

=7 Ysoo1 0t Vo1,
and the corresponding region of absolute stability
as R(7). We attempt to find v maximizing R(=y).

According to equation (10), K(z) = P(z7!) =
Ck(ZI — Ak)ilBk + 1 with

01 ---0 0 ~T

1/p!

0 1 .

Ak* ;Bk* ;Ck: :
; 1 0 1/2!

0 - vn 0 1

Notice that « appears only in C%. By replacing
A, e, b" by A, Bg, Ch in Theorem 3, the
pertinent matrix inequalities are characterized by
v, P; and Q; (i = 1,2,3). Furthermore, by using
the Schur complement [Iwasaki et al. (2003)], they
are all transformed to LMIs. Hence we can easily
design « which maximizes R(7y).

We illustrate an example of a 9-stage explicit
Runge-Kutta method of order 7. For the class
of the methods, 75 and 9 are free parameters
[Tanaka et al. (1992)]. We design them by the
procedure mentioned above. We take r; = 0.1 and
a =0, /40, 7/6, 37/8, and maximize ro. The
result is shown in Table 1 and the corresponding
regions are shown in Fig. 6. We see that the larger
« becomes, the greater width the corresponding
region assumes, as expected.

Finally we show the effectiveness of our procedure.
We compute the Runge-Kutta coefficients corre-
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numerical solution
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Fig. 7. Numerical solutions: o = 0 (solid) and
a = 7/40 (dash)

sponding to (sub)optimum ~, for given a. Then
by using these formulas, we obtain numerical so-
lutions for the initial value problem

i {—_12000 4_542)} ot {1()3?10.215] - 2(0) = [1] an
We set the step size h = 0.1. The first component
of the corresponding numerical solutions is shown
in Fig. 7. This figure shows that the solution for
the formula for o = 7/40 converges to the exact
solution, while the solution for o = 0 diverges. In
this case, eigenvalues of the matrix in (11) are
given by A = —70 + 1.45. In fact, hA belongs
to R(7V,/40) but not to R(7g). This example
illustrates the effectiveness of designing a new

numerical scheme with stability issues taken into
account.

4. CONCLUSION

We have derived stability conditions for Newton’s
method based on the stability analysis for systems
of Lur’e type. This result includes as a special
case conventional results based on the contraction
mapping principle. In the second half, we have
given an LMI condition to describe the relation-
ship between the Runge-Kutta coefficients and the
corresponding stability region, by invoking a gen-
eralized KYP lemma. By this characterization, we
can design coeflicients which optimize the region.
It is natural to expect that a much wider variety
of applications still remain to be investigated.
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Appendix A. PROOF OF THEOREM 3

First define A by
A®,T):={z€C : o(2,9) =0, o(z,¥) >0},

oz, 1) = [i}*II[i}.

Note that A(®, ¥) represents curves in the com-
plex plane, when ® and ¥ are chosen appropri-
ately [Iwasaki et al. (2003)]. The following lemma,
a special case of Theorem 3 in [Iwasaki et al.
(2003)], gives system matrices such that corre-
sponding transfer functions are bounded real on
curves A(P, V).

Lemma 1. Given Hermitian matrices ®, ¥ € C2*?2
and K (z) by (9). Suppose that A(®, ¥) represents
bounded curves in the complex plane and that
K(z) is analytic on A(®, V). Then |K(z)| < 1 for
all z € A(®, U) if and only if there exist Hermitian
matrices P and @ satisfying ) > 0 and

F@@P+V®Q)F+0 <0,

where ® means the Kronecker product and F' and
© are defined in Theorem 3.

Now we are ready to prove Theorem 3.

Proof of Theorem 3 Since K(z) is analytic on
Aarc(1/r2,1/r1, &) by the assumption, |K(2)] < 1
on this domain if and only if this holds on its
boundary, according to the maximum modulus
theorem. This boundary consists of two arcs and
two lines, as in Fig. 5. Here these can be repre-
sented in the form of A(®,¥) with adequately
defined matrices ®, ¥. Hence by applying Lemma
1, we obtain Theorem 3. ™



