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Abstract: This paper is yet another demonstration of the fact that enlarging the design space
allows simpler tools to be used for analysis. It shows that several problems in linear systems
theory can be solved by combining Lyapunov stability theory with Finsler’s Lemma. Using
these results, the differential or difference equations that govern the behavior of the system
can be seen as constraints. Thesedynamic constraints, which naturally involve the state
derivative, are incorporated into the stability analysis conditions through the use of scalar
or matrix Lagrange multipliers. Noa priori use of the system equation is required to analyze
stability. One practical consequence of these results is that they do not necessarily require
a state space formulation. This has value in mechanical and electrical systems, where the
inversion of themassmatrix introduces complicating nonlinearities in the parameters. The
introduction of multipliers also simplify the derivation of robust stability tests, based on
quadratic or parameter-dependent Lyapunov functions.
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1. A MOTIVATION FROM LYAPUNOV
STABILITY

Consider the continuous-time linear time-invariant
system described by the differential equation

ẋ(t) = Ax(t), x(0) = x0, (1)

wherex(t) : [0,∞) → Rn and A ∈ Rn×n. Define the
quadratic formV : Rn→ R as

V(x) := xTPx, (2)

whereP∈ Sn. The symbol(·)T denotes transposition
andSn denotes the space of the square and symmetric
real matrices of dimensionn. If

V(x) > 0, ∀x 6= 0,

then matrix P is said to bepositive definite. The
symbol X � 0 (X ≺ 0) is used to denote that the
symmetric matrixX is positive(negative) definite.

1 Mauŕıcio C. de Oliveira is supported by a grant from FAPESP,
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The equilibrium pointx = 0 of the system (1) is said
to be (globally)asymptotically stableif

lim
t→∞

x(t) = 0, ∀x(0) = x0, (3)

wherex(t) denotes a solution to the differential equa-
tion (1). If (3) holds, then, by extension, the system (1)
is said to be asymptotically stable. A necessary and
sufficient condition for the system (1) to be asymptoti-
cally stable is that matrixA be Hurwitz, that is, that all
eigenvalues ofA have negative real parts. According
to Lyapunov stability theory, system (1) is asymptoti-
cally stable if there existsV(x(t)) > 0,∀x(t) 6= 0 such
that

V̇(x(t)) < 0, ∀ẋ(t) = Ax(t), x(t) 6= 0. (4)

That is, if there existsP� 0 such that the time deriva-
tive of the quadratic form (2) is negativealong all
trajectoriesof system (1). Conversely, it is well known
that if the linear system (1) is asymptotically stable
then there always existsP� 0 that renders (4) feasible.
Notice that in (4), the time derivativėV(x(t)) is a func-
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tion of the statex(t) only, which implicitly assumes
that thedynamical constraint(1) has been previously
substituted into (4). This yields the equivalent condi-
tion

V̇(x(t)) = x(t)T (
ATP+PA

)
x(t) < 0, ∀x(t) 6= 0.

Hence, asymptotic stability of (1) can be checked by
using the following lemma.

Lemma 1.(Lyapunov). The time-invariant linear sys-
tem is asymptotically stable if, and only if,∃P∈ Sn :
P� 0, ATP+PA≺ 0.

One might ask whether would it be possible to char-
acterize the set defined by (4) without substituting (1)
into (4)? The aim of this work is to provide an answer
to this question. The recurrent idea is to analyze the
feasibility of sets of inequalities subject todynamic
equality constraints, as (4), from the point of view of
constrained optimization. By utilizing the well known
Finsler’s Lemma (Finsler, 1937) it will be possible
to characterize existence conditions for this class of
problems without explicitly substituting the dynamic
constraints. Equivalent conditions will be generated
where the dynamic constraints appear weighted by
multipliers, a standard expedient in the optimization
literature. The method is conceptually simple, yet it
seems that it has never been used with that purpose in
the systems and control literature so far.

The advantage of substituting the dynamic constraints
in the stability test conditions is the reduced size of
the space on which one must search for a solution.
In the context of the problem of Lyapunov stability
this reduced space is characterized by the statex(t).
In contrast, the space composed ofx(t) and ẋ(t) can
be seen as anenlargedspace. In this paper it will
be shown that the use of larger search spaces for
linear systems analysis provides better ways to ex-
plore thestructureof the problems of interest. This
will often lead to mathematically more tractable prob-
lems. Whereas working in a higher dimensional space
requires the introduction of some extra variables to
search for — which one might think at first sight as
being a disadvantage, — this is frequently accompa-
nied by substantial benefits. The authors believe that
the technique that will be introduced in this work
has the potential to show new directions to be ex-
plored in several areas, such as decentralized con-
trol (Siljak, 1990), fixed order dynamic output feed-
back control (Syrmoset al., 1997), integrating plant
and controller design (Grigoriadiset al., 1996), sin-
gular descriptor systems (Cobb, 1984). In all these
areas, the standard tests based on Lyapunov stability
theory can be tough to manipulate. The introduction of
a different perspective may reveal easier ways to deal
with these difficult problems. Besides, several recent
results can be given a broader and more consistent in-
terpretation. For instance, the robust stability analysis
results (Geromelet al., 1998; de Oliveiraet al., 1999c;

de Oliveiraet al., 1999a; Scherer, 2000) and theex-
tendedcontroller and filter synthesis procedures (de
Oliveiraet al., n.d.; de Oliveiraet al., 1999b; Geromel
et al., 1999) can be interpreted and generalized using
these new tools.

Due to space limitations, this paper has been shortened
to fit the conference format. The interested reader
is refered to de Oliveira and Skelton for a complete
version with all proofs.

2. LYAPUNOV STABILITY CONDITIONS WITH
MULTIPLIERS

Consider the set of inequalities with dynamic con-
straints (4) arising from Lyapunov stability analysis
of the linear time-invariant system (1). Define the
quadratic formV̇ : Rn×Rn→ R as

V̇(x(t), ẋ(t)) := x(t)TPẋ(t)+ ẋ(t)TPx(t), (5)

which is the time derivative of the quadratic form (2)
expressed as a function ofx(t) andẋ(t). Do not explic-
itly substitute ˙x(t) in (5) using (1), and build the set

V̇(x(t), ẋ(t)) < 0, ∀ẋ(t) = Ax(t), (x(t), ẋ(t)) 6= 0. (6)

In the sequel, stability will be characterized by us-
ing (6) instead of (4). This replacement is possible
even though (4) requires only thatx(t) 6= 0 while (6)
requires that(x(t), ẋ(t)) 6= 0. Utilizing an argument
similar to the one found in (Boydet al., 1994), pp. 62–
63, this equivalence between (4) and (6) can be proved
by verifying that the set

V̇(x(t), ẋ(t)) < 0,

∀ẋ(t) = Ax(t), x(t) = 0, ẋ(t) 6= 0 (7)

is empty. But from (5), it is not possible to make
V̇(x(t), ẋ(t)) < 0 with x(t) = 0, which shows that (7) is
indeed empty. Moreover,̇V(x(t), ẋ(t)) is never strictly
negative for all(x(t), ẋ(t)) 6= 0 without the presence of
the dynamic equality constraint (1).

The advantage of working with (6) instead of (4) is
that the set of feasible solutions of (6) can be charac-
terized using the following lemma, which is originally
attributed to (Finsler, 1937) (see also (Uhlig, 1979)).

Lemma 2.(Finsler). Let x ∈ Rn, Q ∈ Sn and B ∈
Rm×n such that rank(B) < n. The following state-
ments are equivalent:

i) xTQ x < 0, ∀Bx = 0, x 6= 0.
ii) B⊥TQ B⊥ ≺ 0.

iii) ∃µ∈ R : Q −µBTB ≺ 0.
iv) ∃X ∈ Rn×m : Q +X B +BTX T ≺ 0.

Lemma 2 has many available proofs in the literature
as, for instance, in (de Oliveira and Skelton, 2001;
Skeltonet al., 1997). In Lemma 2, statementi) is a
constrainedquadratic form, where the vectorx∈Rn is
confined to lie in the null-space ofB. In other words,



vectorx can be parametrized asx = B⊥y, y∈Rr , r :=
rank(B) < n, whereB⊥ denotes a basis for the null-
space ofB. Statementii) corresponds to explicitly
substituting that information back intoi), which then
provides anunconstrainedquadratic form inRr . Fi-
nally, itemsiii ) andiv) give equivalentunconstrained
quadratic forms in the originalRn, where the con-
straint is taken into account by introducing multipliers.
In iii ) the multiplier is the scalarµ while in iv) it is
the matrixX . In this sense, the quadratic forms given
in iii ) and iv) can be identified asLagrangianfunc-
tions. Reference (Hamburger, 1999) explicitly identi-
fies µ as aLagrange multiplierand uses constrained
optimization theory to prove a version of Lemma 2.

Finsler’s Lemma has been previously used in the con-
trol literature mainly with the purpose of eliminating
design variables in matrix inequalities. In this context,
Finsler’s Lemma is usually referred to as Elimination
Lemma. Most applications move from statementiv)
to statementii), thuseliminating the variable (multi-
plier) X . Several versions of Lemma 2 are available
under different assumptions. A special case of item
iv) served as the basis for the entire book (Skeltonet
al., 1997), which shows that at least 20 different con-
trol problems can be solved using Finsler’s Lemma.

Recalling that the requirementV(x(t)) > 0, ∀x(t) 6= 0
can be stated asP� 0, and rewriting (6) in the form(

x(t)T ẋ(t)T
)[

0 P
P 0

](
x(t)
ẋ(t)

)
< 0,

∀
[
A −I

](
x(t)
ẋ(t)

)
= 0,

(
x(t)
ẋ(t)

)
6= 0,

it becomes clear that Lemma 2 can be applied to (6).

Theorem 3.(Linear System Stability). The following
statements are equivalent:

i) The linear time-invariant system (1) is asymptot-
ically stable.

ii) ∃P∈ Sn : P� 0, ATP+PA≺ 0.
iii) ∃P∈ Sn,µ∈ R :

P� 0,

[
−µATA µAT +P
µA+P −µI

]
≺ 0.

iv) ∃P∈ Sn,F,G∈ Rn×n :

P� 0,

[
ATFT +FA ATGT −F +P

GA−FT +P −G−GT

]
≺ 0.

PROOF. Item i) can be stated asP � 0 and (6).
Lemma 2 can be used with

x←
(

x(t)
ẋ(t)

)
, Q ←

[
0 P
P 0

]
, BT ←

[
AT

−I

]
,

X ←
[
F
G

]
, B⊥←

[
I
A

]
.

and (6) to generate itemsii) to iv).

It is a nice surprise that Finsler’s Lemma has been
able to generate itemii) of Theorem 3 which is ex-

actly the standard Lyapunov stability condition given
in Lemma 1. Itemsiii ) and iv) are new stability con-
ditions. SinceA is a constant given matrix, all three
conditions are LMI (Linear Matrix Inequalities) and
the feasible sets of conditionsii), iii ) andiv) are con-
vex sets (see Boydet al. for details). Notice that the
first block of the second inequality in conditioniii )
is µATA� 0, which implies thatµ> 0 andA is nonsin-
gular. This agrees with the fact that Lyapunov stability
requires that no eigenvalues of matrixA should lie on
the imaginary axis.

The multipliersµ, F and G represent extra degrees
of freedom that can be used, for instance, for robust
analysis or controller synthesis. In some cases, not
all degrees of freedom introduced by the multipliers
are really necessary, and it can be useful to constrain
the multipliers. Notice that constraining a multiplier
is usually less conservative than constraining the Lya-
punov matrix (see de Oliveiraet al.). Some constraints
on the matrix multiplier can be enforced without loss
of generality. For instance,X can always be set to
−(µ/2)BT without loss of generality. Besides this
“trivial” choice, some more elaborated options might
be available. For example, choosing the variables in
item iv) to be

F = FT = P, G = εI ,

introduces no conservativeness in the sense that there
will always exist a sufficiently smallε that will en-
able the proof of stability. This behavior is similar to
the one exhibited by the stability condition developed
in (Geromelet al., 1998). In fact, itemiv) is a partic-
ular case of (Geromelet al., 1998), which has been
obtained as an application of the positive-real lemma.

The introduction ofextra variables, here identified
as Lagrange multipliers, is the core of the recent
works (Geromelet al., 1998; de Oliveiraet al., 1999c;
de Oliveiraet al., 1999a), which investigate robust sta-
bility conditions using parameter dependent Lyapunov
functions. A link with these results is provided by
considering that matrixA in system (1) is not precisely
known with values that lie on a convex and bounded
polyhedronA . This polyhedron is described as the
unknownconvex combination ofN given extreme ma-
tricesAi ∈ Rn×n, i = 1, . . . ,N, through

A :=

{
A(ξ) : A(ξ) =

N

∑
i=1

Aiξi , ξ ∈ Ξ

}
,

where

Ξ :=

{
ξ = (ξi) :

N

∑
i=1

ξi = 1, ξi ≥ 0, i = 1, . . . ,N

}
.

If all matrices inA are Hurwitz then system (1) is said
to be robustly stable inA . The following theorem can
be derived from Theorem 3 as an extension.

Theorem 4.(Robust Stability). If at least one of the
following statements is true:



i) ∃P∈ Sn : P� 0, AT
i P+PAi ≺ 0, ∀i = 1, . . . ,N,

ii) ∃F,G∈ Rn×n,Pi ∈ Sn, i = 1, . . . ,N :

Pi � 0,

[
AT

i FT +FAi AT
i GT −F +Pi

GAi−FT +Pi −G−GT

]
≺ 0,

for all i = 1, . . . ,N,

then the linear time-invariant system (1) is robustly
stable inA .

Theorem 4 illustrates how the degrees of freedom
obtained with the introduction of the Lagrange multi-
pliers can be explored in order to generate less con-
servative robust stability tests. Notice that although
the items ii) and iv) of Theorem 3 are equivalent
statements, their robust stability versions provided in
Theorem 4 have different properties. The Lyapunov
function used in the robust stability conditioni) is
quadratic (Barmish, 1985) while the one used in
item ii) is parameter dependent (Feronet al., 1996).
Robust versions of all results presented in this paper
can be derived using the same reasoning. The method-
ology described so far can be adapted to cope with
stability of discrete-time linear time-invariant systems
with no difficulties (see de Oliveira and Skelton).

3. HANDLING INPUT/OUTPUT SIGNALS

At this point, a natural question is if the method
introduced in this paper can be used to handle systems
with inputs and outputs. For instance, consider the
linear time-invariant system

ẋ(t) = Ax(t)+Bw(t), x(0) = 0,

z(t) =Cx(t)+Dw(t). (8)

In the presence of inputs, there is no sense in talking
about stability of system (8) without characterizing
the input signalw(t). Thus, assume that the signal
w(t) : [0,∞)→ Rm is a piecewise continuous function
in L2, that is,

‖w‖L2 :=
(∫ ∞

0
w(τ)Tw(τ)dτ

)1/2

< ∞.

The system (8) will be said to beL2 stable if the output
signalz(t) ∈ Rp is also inL2 for all w(t) ∈ L2. This
condition can be checked, for instance, by evaluating
theL2 to L2 gain

γ∞ := sup
w(t)∈L2

‖z‖L2

‖w‖L2

.

For a linear and time-invariant stable system (8) it can
be shown that

‖Hwz(s)‖∞ := sup
ω∈R
‖Hwz( jω)‖2 = γ∞,

whereHwz(s) is the transfer function from the input
w(t) to the outputz(t), and‖(·)‖2 denotes the maxi-
mum singular value of matrix(·).

Now, define the same Lyapunov functionV(x(t)) > 0,
∀x(t) 6= 0, considered in Section 2, and the modified
Lyapunov stability conditions

V̇(x(t), ẋ(t)) < 0, γ2w(t)Tw(t)≤ z(t)Tz(t),
∀(x(t), ẋ(t),w(t),z(t)) satisfying(8),

(x(t), ẋ(t),w(t),z(t)) 6= 0, (9)

defined for a givenγ > 0. These inequalities appear in
the stability analysis of system (8) under the feedback

w(t) := ∆(t)z(t), ‖D‖2 < γ, ∀∆(t) : ‖∆(t)‖2≤ γ−1.

Following the same steps as in (Boydet al., 1994), pp.
62–63, theS-procedure can be used to generate the
equivalent condition2 , 3

V̇(x(t), ẋ(t)) < γ2w(t)Tw(t)−z(t)Tz(t),
∀(x(t), ẋ(t),w(t),z(t)) satisfying(8),

(x(t), ẋ(t),w(t),z(t)) 6= 0. (10)

Hence, when the above conditions are satisfied it is
possible to conclude that

0 < V(x(t)) =
∫ t

0
V̇(x(τ), ẋ(τ))dτ

<
∫ t

0
γ2w(τ)Tw(τ)−z(τ)Tz(τ)dτ,

which is valid for allt > 0. In particular, takingt→∞,

‖z‖2L2
< γ2‖w‖2L2

,

which implies thatγ > γ∞. In other words, feasibility
of (10) yields an upperbound to‖Hwz(s)‖∞. For the
linear system (8), it is known that

γ∞ = inf γ : (10).

Therefore, if (10) is feasible for some 0< γ < ∞ then
it is possible to conclude that the system (8) isL2

stable. Moreover, the conditions (10) also guarantee
that (8) isinternally asymptotically stable. When the
state space realization of system (8) is minimal, i.e.,
controllable and observable, both notions of stability
coincide. If minimality does not hold, then system (8)
might beL2 stable but not internally asymptotically
stable4 , in which case the set (10) is empty.

A generalized version of (10) can be obtained by
considering constraints on the input and on the output
signals in the form(

z(t)T w(t)T
)[

Q S
ST R

](
z(t)
w(t)

)
≥ 0,

2 In this particular case, theS-procedure produces a necessary and
sufficient equivalent test. This result can also be seen as a version of
Finsler’s Lemma where the constraint is a quadratic form (see Boyd
et al., pp. 23–24).
3 As in (Boyd et al., 1994), p. 63, the functioṅV(x(t), ẋ(t)) is
homogeneous inPso that the scalar introduced with theS-procedure
can be set to 1 without loss of generality.
4 Some uncontrollable or unobservable mode of (8) may not be
asymptotically stable.



whereQ∈ Sp, R∈ Sm, S∈ Rp×m. After applying the
S-procedure this constraint yields the inequality

V̇(x(t), ẋ(t)) <−
(
z(t)T w(t)T

)[
Q S
ST R

](
z(t)
w(t)

)
,

∀(x(t), ẋ(t),w(t),z(t)) satisfying(8),
(x(t), ẋ(t),w(t),z(t)) 6= 0, (11)

In de Oliveira and Skelton, the result of the application
of Finsler’s Lemma on the above condition is given in
the form of a complete theorem.

4. ANALYSIS OF SYSTEMS DESCRIBED BY
TRANSFER FUNCTIONS

So far Finsler’s Lemma has been used to generate
stability conditions for systems given in state space
form. In this section, it will be used on linear time-
invariant systems described by transfer functions. For
simplicity, consider a second-order SISO system rep-
resented by the transfer function

Hwz(s) =
b(s)
a(s)

=
b2s2 +b1s+b0

s2 +a1s+a0
. (12)

The results to be presented can be generalized to cope
with transfer functions of higher order. Asymptotic
stability of this transfer function can be analyzed by
considering the second order differential equation

ẍ(t)+a1ẋ(t)+a0x(t) = 0, ẋ(0) = ẋ0, x(0) = x0. (13)

The stability of this equation can be probed by the
quadratic Lyapunov function

V(x(t)) := x(t)TPx(t), P :=
[

p1 p2

p2 p3

]
� 0,

and the associated stability conditions

V̇(x(t), ẋ(t))< 0,∀(x(t), ẋ(t), ẍ(t)) 6= 0 satisfying(13).

Arguments similar to the ones used in Section 2 can
be used to show that the above conditions andP� 0
fully characterize the stability of (13) or, equivalently,
of the transfer function (12).

Theorem 5.(Stability — Transfer Function). The fol-
lowing statements are equivalent:

i) The linear time-invariant system (12) is asymp-
totically stable.

ii) ∃P∈ S2 : P� 0, ATP+PA≺ 0, where

A :=
[

0 1
−a0 −a1

]
,

iii) ∃P ∈ S2,µ ∈ R : P � 0, U(P)− µaaT ≺ 0,
where

U(P) :=

 0 p1 p2

p1 2p2 p3

p2 p3 0

 , a :=

a0

a1

1

 ,

iv) ∃P∈ S2, f ∈R3×1 : P� 0, U(P)+ faT +afT ≺ 0.

Item ii) of Theorem 5 recovers exactly the standard
Lyapunov stability test that would have been obtained
if item ii) of Theorem 3 had been applied to the
companionstate space realization(

ẋ(t)
ẍ(t)

)
=

[
0 1
−a0 −a1

](
x(t)
ẋ(t)

)
. (14)

On the other hand, itemsiii ) and iv) arepolynomial
stability conditions. Notice that they differ from the
state-spaceconditionsiii ) andiv) given by Theorem 3
for (14).

The input/output results of Section 3 can also be
generalized to cope with transfer functions. Consider
again the simple second-order SISO system (12), and
define the dynamic constraints

ẍ(t)+a1ẋ(t)+a0x(t) = w(t), (ẋ(0),x(0)) = (0,0) ,
b2ẍ(t)+b1ẋ(t)+b0x(t) = z(t). (15)

The analog of the integral quadratic performance con-
ditions (11) can be shown to be given by

V̇(x(t), ẋ(t), ẍ(t)) <−
(
z(t)T w(t)T

)[
q s
s r

](
z(t)
w(t)

)
,

∀(x(t), ẋ(t), ẍ(t),w(t),z(t)) 6= 0 satisfying(15),

where q,s, r ∈ R. The form of the dynamic con-
straint (15) deserves some comments. First, it is based
on thephase-variablecanonical realization (Skelton,
1988), where (12) is realized via

Hwz(s) =
Z(s)
W(s)

, Z(s) = b(s)ξ(s), a(s)ξ(s) = W(s).

Second, in standard state space methods, the second
equation (output equation) of (15) must have the term
ẍ substituted from the first equation. This yields the
standard phase-variable canonical form

ẍ(t)+a1ẋ(t)+a0x(t) = w(t), (ẋ(0),x(0)) = (0,0) ,
c1ẋ(t)+c0x(t) = z(t)−b2w(t)

whereci := (bi−b2ai), i = 0,1. Finsler’s Lemma can
handle both forms without further ado.

This approach can be generalized to cope with higher
order transfer functions. Extensions to general MIMO
systems withm inputs andp outputs are also straight-
forward by considering

Hwz(s) = Z(s)W(s)−1,

Z(s) = N(s)ξ(s), D(s)ξ(s) = W(s). (16)

This factorization can be obtained by computingN(s)
and D(s) as right coprime polynomial factors of
Hwz(s). Another possible generalization of these re-
sults is for systems described by higher ordervector
differential equations as, for instance,vector second-
order systemsin the form

Mẍ(t)+Dẋ(t)+Kx(t) = Bw(t).

A version of Theorems 5 would be able to provide
stability conditions that enables one to take into ac-
count uncertainties onall matrices, including the mass
matrixM.



The complete version of this paper (de Oliveira and
Skelton, 2001) discuss other interesting stability anal-
ysis problems that we have to skip due to lack of space.

5. CONCLUSION

In this paper Lyapunov stability theory has been com-
bined with Finsler’s Lemma providing new stability
tests for linear time-invariant systems. In a new proce-
dure, the dynamic differential or difference equations
that characterize the system are seen as constraints,
which are naturally incorporated into the stability con-
ditions using Finsler’s Lemma. In contrast with stan-
dard state space methods, where stability analysis is
carried in the space of the state vector, the stability
tests are generated in the enlarged space containing
both the state and its time derivative. This accounts
for the flexibility of the method, that does not nec-
essarily rely on state space representations. Stability
conditions involving the coefficients of transfer func-
tions representing linear systems are derived using
this technique. Systems with inputs and outputs can
be treated as well. Alternative new formulations of
stability analysis tests with integral quadratic con-
straints, which contain the bounded-real lemma and
the positive-real lemma as special cases, are provided
for systems described by transfer functions or in state
space. The philosophy behind the generation of these
new stability tests can be summarized as follows:

(1) Identify the Lyapunov stability inequalities in the
enlarged space.

(2) Identify the dynamic constraints in the enlarged
space.

(3) Apply Finsler’s Lemma to incorporate the dy-
namic constraints into the stability conditions.

The dynamic constraints are incorporated into the sta-
bility conditions via three main processes: a) evaluat-
ing the null space of the dynamic constraints, b) us-
ing a scalar Lagrange multiplier or c) using a matrix
Lagrange multiplier. These multipliers bring extra de-
grees of freedom that can be explored to derive ro-
bust stability tests. Quadratic stability or parameter-
dependent Lyapunov functions can be used to test
robust stability.
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