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Abstract: Conceptual and numerical issues related to the spectral factorization of
polynomials and polynomial matrices with complex coefficients are studied in this
report. Such investigation is motivated by the demand for reliable algorithms and
CAD tools capable of solving latest signal processing problems involving complex
polynomials (Ahlen and Sternad, 1993). Basic concepts of the real polynomial
spectral facorization theory are inspected first, and their generalization and necessary
modification for complex polynomials then follows. Efficient numerical methods which
are known to work in the real case are then revisited and their applicability for complex
coefficients is considered. As an immediate result of this research, the pow erful
algorithms proposed in this paper have given rise to several routines implemented
in the Polynomial Toolbox for Matlab (Kwak ernaak and Sebek, 1999) and addressing
the spectral factorization problem. Copyright (© 2002 IFA C
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1. INTRODUCTION

The polynomial spectral factorization is one of the
basic tools in the algebraic theory of linear con-
trol (Kailath, 1980) (Kucera, 1991). All quadratic-
optimal design problems, such as Wiener filtering,
linear-quadratic controller, Kalman filter, LQG
compensator, being solved via the algebraic ap-
proach involv epolynomial spectral factorization
as the crucial computational step (Kailath, 1980)
(Kucera, 1991).

Within the control community there is not so
muc h need to tale polynomial matrices with com-
plex coefficients into account in fact. All the design
problems mentioned abo veinwlve real transfer
functions only if applied to plant or process con-
trol. That is why the great majority of researc h
results on polynomial spectral factorization, in-

L This work has been supported by the Ministry of Educa-
tion of the Czech Republic under contract No. LN0O0B096.

cluding numerical algorithms, concern just the
real case as a rule.

How ever,quite recen tly the polynomial design
methods found a new great field of application
outside the control area: the algebraic approach to
con trol systems design has been used successfully
in mobile communications (Sternad and Ahlen,
1996), (Ahlen and Sternad, 1993). In contrast to
the control systems syn thesis, polynomials and
polynomial matrices with complez coeflicients are
typically required to encompass the overall mobile
communication channel.

Up to the authors’ knowledge, no systematic re-
search has been undertaken to cover the problem-
atic of equations in the ring of polynomials and
polynomial matrices with complex coefficients.
Recently this gap has been partly removed in
the case of linear equations, see (Henrion, et al.,
1999), when the problematic of linear symmetric
polynomial equations in the discrete time case



was considered. In this paper we investigate the
situation in the case of quadratic problems in-
volving complex polynomials. Hence the present
work and the mentioned paper (Henrion, et al.,
1999) can be thought of as two complementary
reports contributing to the new research in the-
ory and algorithms of complex matrix polynomial
equations. Besides their theoretical value, results
of such research find direct practical application in
modern software tools for polynomials and poly-
nomial matrices (Kwakernaak and Sebek, 1999)
dedicated to cope with advanced signal processing
and control design problems.

2. COMPLEX COEFFICIENTS IN MOBILE
COMMUNICATIONS

Basically, there are two reasons for going into
complex computations in signals. First, it often
appears convenient to code the transmitted bit-
stream into complex numbers and send their real
and imaginary parts using the same frequency
range. Such a way, the bandwidth reserved for
the channel is more efficiently exploited. How-
ever, even if the transmitted symbols are real,
the amplitude response of the overall communi-
cation channel can become asymmetrical around
the carrier frequency if interference or multipath
propagation occurs, giving rise to a complex trans-
fer function in the baseband representation. Many
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Figure 2: Scheme of the complete communication channel.
Since the overall transfer function of the communication
channel maps real-valued signals onto complex signals, it
necessarily features complex coefficients.

results on applying polynomial design methods in
filters and equalizers for mobile communications
have been achieved by the Signals and Systems
Group at the University of Uppsala, Sweeden.
Their algorithms based on polynomial approach
for LQ optimal feedforward filters and L(Q optimal
decision feedback equalizers have been applied by
the Ericsson company in their mobile phones and
other gadgets. An interested reader is referred

>

procedures are the linear Diophantine equations
and mainly complex polynomial spectral factor-
izations.

3. BASIC CONCEPTS

Common terms and concepts of the polynomial
spectral factorization theory are discussed in this
section and extended for the complex coefficients
case. Both continuous- and discrete-time polyno-
mials are considered in scalar and matrix case.

3.1 Conjugated Operators

In the problems of signal processing and control
design with quadratic criteria, the conjugation
operator comes into play in addition to standard
operations such as sum and product.

3.1.1. Continuous Time Case For a scalar real
polynomial p(s) = po + p15 + p2s® + -+ + pps”
in the differential operator s it follows that the
adjoint p*(s) of p equals p*(s) = po — p15+p2s% —

<4 (=1)"p,s™ = p(—s) (Kailath, 1980) (Kucera,
1991).

Generalization for matrix and complex coefficients
is now quite natural.

The matrix transpose plays the role of conjugated
operator if the space of real vectors with tradi-
tionally defined scalar product and matrix-vector
multiplication is considered.

Complex numbers can be handled alike. Given
the space C of complex numbers with scalar
product defined by (a, b) = ab where T denotes the
complex conjugate, and with common complex
multiplication, then (az,y) = (z,ay) holds.

Combining the results of previous paragraphs, the
final formulas read:

p*(s) =po —p1s+ -+ (—=1)"pns™ = p(—s) (scalar real)

P*(s) = POT - PlTs 4+ 4 (*1)”P7Ts" = PT(fs) (matrix real)

p () =Po —Pis + -+ (=1)"Pns" = p(=s)

P*(s) = P_OT — P_lTs +o 4+ (71)"HT5" = PT(—35) (matrix complex)

3.1.2. Discrete Time Case Similar steps can be
directly carried out with discrete-time polynomi-
als in the forward-shift operator z:

p"(2) = po +P1271 + Pz =p(zil) (scalar real)

1

(scalar complex)

P )=pPf +P 2"t P = PP
+o+Pae T =pETY)

— =1
p"(2) =Po + P12
P*(z) = P_OT +P_1Tz_1 b4 PRl = PT(z—1) (mat.complex)

(matrix real)

to http://www.signal.uu.se/Publications/ for de-
tailed description of particular procedures. As one
observes, the crucial computational parts of all

(sc. complex)



3.2 Symmetry

A polynomial or a polynomial matrix p is said to
be symmetric if it equals its adjoint p* as it is
defined above.

3.2.1. Continuous Time Case A scalar polyno-
mial p(s) = po + p1s + - -pgs? is continuous-
time symmetric if p; = p; for i = 0, 2,4, etc. and
p; = —p; for i = 1,3,5, ete. In other words, p(s)
is symmetric if its even part p. = po + pas® + -+
is real and odd part p, = p1 + p3s® + - -- purely
imaginary. If in addition only real polynomials are
accepted, p has to consist of even degrees terms
only.

This symmetry of coefficients yields also a sym-
metry of roots. Supposing a number r; is a root of
p(s) and taking the symmetry of p into account,
we receive

0 = p(ri) = p(r:) = p*(ri) = p(=73).
In other words, the roots of p can be divided
into pairs {[r;, —75],i = 1,...,d. Each two roots
associated in a certain pair have opposite real
parts and the same imaginary part. Observe that
for r; on the imaginary axis r; = —7; holds
and related couple degenerates to a single point.
p(s) =1+ js is an instant of such a polynomial.

For matrix polynomials similar results can be
achieved. A complex number r; is said to be
a (finite) root of a polynomial matrix P if
rank(P(r;)) < rank(P(z)) = max,(rank(P(z))).
If A is nonsingular then the finite roots of A equal
the roots of its determinant. Considering these
facts instead of the nullity of p(r;) and taking the
symmetry into account the symmetry of roots can
be proved for polynomial matrices as well.

3.2.2. Discrete Time Case A two-sided polyno-
mial p(z) = E?:,dpizi, where p; are complex
numbers, is discrete-time symmetric if and only if
p; = p_;. For the standard situation of p real we
receive the condition p; = p_;.

The roots of a complex discrete time symmetric
polynomial are distributed in pairs {[r;,7; '],i =
1,...,d} ?. Each two roots associated in a certain
pair have reciprocal magnitudes and the same
phase. For real polynomials we get quadruples
[ria T'; ) Fi; fiil]-

Nevertheless the circumstances that arise if some
roots appear on the bound of stability region
make the situation slightly more complicated now:
Theorem 1: If p(z) = Z?:_dpizi is a discrete
time symmetric scalar polynomial then all its

2 A consequence of this observation is that all roots of p(z)
are nonzero.

roots r; with |r;| # 1 are distributed in pairs
[r;,7; *]. In addition, p(z) can also have an even
number of roots® arbitrarily placed on the unit
circle.

Proof: p(z) can be expressed as p(z) = 2~ %p(z)

where p(z) is a one sided polynomial of even
degree 2d, also symmetric in certain sense. As a
result both p and p must have an even number of
roots in total. Those r;’s with |r;| # 1 form pairs
[ri,7; '] as it has been shown already. Hence the
count of possibly remaining roots with magnitude
equal to one has to be even as well.

The freedom in their location remains to be
shown. In other words, existence of a two-sided
polynomial symmetric in discrete time sense and
having any set of 2k points placed on the unit
complex circle as its roots must be proved. To do it
we take an arbitrary pair of complex roots of unity
r. = el?1 ry = e/?2 and construct a polynomial
a(z) = K(z —r1)(# — r2). One can check that

for K = e 9935 the expression a(z) = 2z ta(z)

becomes a discrete time symmetric two sided poly-
nomial for any combination of ¢1,¢2. Applying
this procedure for all particular |r;| =1 yields the
result. S

3.3 Definitness

Next to the symmetry, definitness of polynomials
at the boundary of the stability region is an
important issue.

If P(s) is a continuous time symmetric polynomial
matrix, real or complex, then for the points s =
jw we get P(s) = P*(s) = PT(—s5) = PT(s).
Hence P(s) is Hermitian on the imaginary axis
and as a result, its eigenvalues are always real.
For this reason the terms of negative/positive
(semi)definitness can be naturally introduced for
complex polynomials as well.

The same conclusions hold in the discrete time
case as well with purely imaginary points s = jw
replaced by z = e/* on the unit circle.

A necessary condition for P symmetric being pos-
itive/negative semidefinite follows.

Theorem 2: If a complex nonsingular polynomial
matrix, symmetric in the discrete or continuous
time sense respectively, is positive or negative
semidefinite on the stability region bound, then
its roots lying on this boundary have even multi-
plicities.

Proof: For scalars the result follows directly. The
concerned symmetric polynomial p attains only
real values on the bound of related stability area
B. If it has no roots on B then it does not achieve

3 Including their multiplicities



zero as its value on B and must be either negative
or positive there through its continuity. However,
if a root r; of p appears on B then the poly-
nomial has to behave as an even power in the
neighborhood of r; (eg. (s — ;)% (s — )%, ...
in the continuous time case) in order to achieve
only either positive or negative values around this
point.

For a nonsingular polynomial matrix A the prob-
lem can be converted to the above scalar case by
considering its determinant a = det(A) which is a
symmetric scalar polynomial. o

4. SPECTRAL FACTORIZATION AND
COMPLEX COEFFICIENTS

Given a symmetric polynomial matrix P, the
spectral factorization problem lies in finding such
a stable polynomial A that A*A = P.

It is a well known fact in the real case that the
spectral factor exists if and only if P is posi-
tive semidefinite on the bound of stability re-
gion (Kailath, 1980) (Kucera, 1991) (Jezek and
Kucera, 1985). However, this necessary and suffi-
cient condition for the spectral factor existence
appears to hold in the complex case as well.
Namely, if the spectral factor exists, one can write
A*A = P. Substituting a point p on the bound of
stability, we receive AT (p)A(p) = P(p) in both
continuous and discrete time cases. Obviously,
P(p) is positive semidefinite for all such p’s. On
the contrary, if P symmetric is positive semidefi-
nite on the stability region bound, it has either
none or coupled roots situated on this bound
according to the Theorem 2. Based on this fact,
existence of spectral factor can be deduced in the
same way as for a real polynomial matrix, see
(Youla, 1961) for instance.

For real scalar polynomials, the spectral factor
is unique up to the sign in the continuous time
case. For polynomial matrices, only multiplying
the spectral factor from the left by a constant
orthogonal matrix preserves the desired factor
properties.

For discrete time real polynomials, the unique-
ness is somewhat more complicated. Observe that
(£z™)*(£2") = 1 for every integer n. Moreover,
no other polynomials exist fulfilling this equation.
To show this, suppose a(z) being a polynomial
of degree d satisfying p(z) = a*(2)a(z) = 1.
Comparing particular degrees we arrive at a set of
equations py = p_p = E?;ok aiapyi = 0(k),k =
0,1,...,d 6(k) = 1 for k = 0,6(k) = 0 otherwise.
Starting with k& = n and proceeding backwards,
we end up with all but one a;’s equal to zero and
the remaining entry being plus or minus one.

Generalizations for the matrix case follows: the
matrix spectral factor being multiplied from the
right by Odiag(z™) keeps its required properties.
Here O is an orthogonal constant matrix of ap-
propriate size, it means OTO = I where I stands
for a unity matrix.

Nevertheless, if we require in addition the set of
roots of p consist of the union of roots of A(z)
and A*(z), no additional factors of the z™ type
are acceptable and the uniqueness relations in the
continuous and discrete time cases become the
same.

Involving complex entries does not bring any sur-
prising issues, just the orthogonality of complex
constant matrices has to be considered - a complex
constant matrix O is said to be orthogonal if
OTO = I. For scalars, multiplying the factor by
any complex root of unity is possible if we relax
the realness condition.

Among the set of spectral factors, one with some
desirable properties can be chosen. Typically tri-
angularity of either leading or trailing coefficient
is required in combination with its realness and
the positiveness of its diagonal entries in the real
case. The factor thus obtained is unique.

5. ALGORITHMS FOR COMPLEX
SPECTRAL FACTORIZATION

We present two numerical algorithms for complex
spectral factorization in this section. While the
former one relies on discrete Fourier transform
(DFT) techniques, the latter method is based on
Newton iterative scheme. Both methods grow up
from existing numerical routines developed for
real polynomial spectral factorization problem.

5.1 DFT and Spectral Factorization

Quite recently a new fast numerical algorithm
based on DFT and addressing the real scalar
discrete time spectral factorization problem has
been published in (Hromcik, et al., 2001) by the
authors of this paper.

In the sequel we review the method in the case
of real symmetric polynomials positive on the
unit circle as it was presented in (Hromcik, et
al., 2001). Considerations concerning involving
complex coefficients then follow.

5.1.1. Real Case The spectral factorization prob-
lem presents solving equation a(z)a(z7!) = p(z)
with the stability constraint on a(z). In order to
solve this equation, logarithm is applied.



The polynomial p(z) to be factored is positive for
|z| = 1 by assumption. As a result, p(z) is analytic
and nonzero in 1 — ¢ < |z| < 1+ ¢ for some
sufficiently small €, and the factor a(z) is analytic
and nonzero in 1 — ¢ < |z| including z = oo.
The single valued branches of the logarithms then
exist: Ina(z) = y(z), Inp(z) = n(z) . Here n(z),
obtained from the given p(z), is also analytic in
1—¢ < |z| < 1+ ¢ and can be expressed as a
symmetric (infinite) power series n(z) = --- +
nz + ng + nz ! + --- . It can be directly
decomposed, n(z) = y(z) + y(z7!) with power
series y(z71) = yo+yrz 7+ = B 4niz T 4
analytic for 1 —e < |z|. Finally, the spectral factor
a(z) is recovered as a(z) = VG = qo a2 +
---. Since y(z) is analytic in 1 — € < |z]|, so is a(z)
and hence it can be expanded according to (2).
Moreover, as a result of exponential function, a(z)
is nonzero in 1 — e < |z|. In other words, it has all
its zeros inside the unit disc and is therefore Schur
stable. Note also that a(z) has to be a (finite)
polynomial (due to the uniqueness of the solution
to the problem which is known to be a polynomial)
though y(z) is an infinite power series.

Based on these considerations, numerical imple-
mentation of the procedure follows. For mutual
conversion between time and frequency domains,
the DFT performed via the FFT algorithm is
used. The resulting procedure is described step-
by-step in (Hromcik, et al., 2001).

5.1.2. Complex Coefficients Case  Almost the
whole procedure can be kept as it is for complex
entries as well. Nevertheless, involving complex
coefficients at the input brings slight modifications
that have to be considered. Inspecting particular
steps of the algorithm gives rise to the following
observations (refer to (Hromcik, et al., 2001) for
details):

Step 2 If the vector of coefficients p is not real,
P is not symmetric. Nevertheless, its realness
is preserved owing to the symmetry of p. More-
over P; > 0 holds by assumption (p(z) is non-
negative on the unit circle).

Step 3 For any X complex,

In(X) = In(|X[e’?) = Y° 4 j2kn

holds where Y° = In|X| + j¢ is the main value
of In(X), ¢ € (—m, ), and k is an integer. This
formula inserted to the presented algorithm
gives rise to N; = In(M;) = NP + j2km.
Nevertheless, the periodic term when passed
through the steps 5-6 vanishes in the step 7
for any k since exp(j2kw) = 1 holds. Hence
the choice of particular branch of In(X) is not
an issue. Taking the main real values of the
logarithms seems to be a reasonable choice in
general. (Hromcik, et al., 2001).

Step 5 Despite the fact that neither of the vec-
tors P and NN are symmetric, the coefficient
vector n features symmetry. Hence splitting n
makes sense in the complex case as well.

All remaining steps are independent on the real
or imaginary nature of the coefficients.

5.2 Newton-Raphson Iterations

First results on the relationship of spectral fac-
torization and the theory of Newton’s method in
general Banach spaces are dated back to the 60’s
(Wilson, 1969). The early works by Vostry con-
cerned scalar discrete-time symmetric polynomi-
als. Generalizations for continuous time symmetry
followed (Vostry, 1975). Finally the method was
proved to work for matrix symmetric polynomials
as well in the paper (Jezek and Kucera, 1985).

However, all these reports take care about polyno-
mials with real coefficients only and the behaviour
of the Newton’s iterations for complex polynomi-
als is an open problem in fact. Hence, in the rest
of this section we pay attention to this case.

5.2.1. Newton’s Method  Solving the spectral
factorization problem is equivalent to finding a
solution to the equation f(A) = A*A— P =0
under the constraint of stability. Applying the
Newton’s scheme, considering df(4A) = A*dA +
(dA)* A, and replacing dA by A; — A;4+1, we come
to the formula

AfAiy + AL Ai =P+ AT4; (1)

for the succeeding iteration A;11. Moreover, sta-
bility and uniqueness of successive A;’s is guar-
anteed in the real case provided the initial Ag
is stable and triangularity of either leading or
constant coefficient of all A;’s is required.

Nevertheless, despite only real matrices have been
considered in the mentioned papers, the proof
itself relies on the theory of complex valued func-
tions. For this reason it is not surprising that
including complex numbers does not change its
main ideas in principle and the method remains
valuable also if complex polynomials are involved.

Hence the only remaining issue is to find the
solution to the symmetric polynomial equation
with complex entries. As we have mentioned al-
ready, this problem was resolved successfully for
the discrete time symmetry when a reliable algo-
rithm based on Sylvester matrices was proposed
in (Henrion, et al., 1999).

We focus on complex continuous time polynomials
in the sequel and develop a numerical method
for related symmetric equation. The polynomial



problem is rephrased in terms of Sylvester con-
stant matrices so that powerful numerical tools of
linear algebra could be utilized directly. Thanks
to this the resulting algorithm features both high
efficiency and reliability. Besides its contribution
to the complex spectral factorization problem, the
proposed method is of its own significance. The
symmetric equations belong to a wider class of
linear polynomial Diophantine equations standing
in the core of almost all polynomial design proce-
dures for linear controllers and filters.

5.2.2. Complex Continuous Time Symmetric Equa-
tion in Scalar Case - an Algorithm  For a(s)
and b(s) scalar the concerned equation a*(s)z(s)+
a(s)z*(s) = b(s) reads

(Go—a1s+ans® =+ (=1)%%G5,5°") (wo + w15+ + 25587 )+

Hlaptarst - +a5es ) (@0 —Frs+Eas® — -+ (—1) " 25,5°")

=bg +bis+---+bsps®’.

By inspection, the considered polynomial equa-
tion is equivalent to the following set of constant
linear matrices for coefficients of z(s):

- a 0 A
—ai ]
- v IVzO-I
1
_ 5 _ .
as(—1) —a [ : J +
_ s z§
as(—1) ~——
5 X
L o as(=1)% |
~
ar
- a0 0 -
a1 —ag
—a1 - ag(=1)° ;0 Zo
1 1
. 5 . = .
T as cai(=1) : :
: T bs
—ag . ——  N——
. s < B
L O - ag(—1)" d
N -~ _
Az

Here 0 is an integer such that 0 > max(da, 0b,dz).
The terms a;, b;, and z; respectively are zeros for
i > da, resp. i > 0b, resp. i > dx.

This set can be rearranged as

Re[A1] Im[A;] [ | Re[As] Im[As] %
—Im[A1] Re[Aq] Im[A2] —Re[Az]

)y
Re[X Re[B
X [lm[[x]]] = [Im[[B]]] @)
—_—— —\—
p.e B

If § satisfies § > 6b then a solution to the
above constant matrix equation exists. Particular
coefficients of z(s) can be directly distilled from
the vector X.

For complex polynomial matrices the problem
of linear symmetric equations becomes far more
complicated. Related issues are now the subject
of further research.

6. CONCLUSION

The spectral factorization of symmetric polyno-
mials with complex coefficients has been stud-
ied. Both scalar and matrix polynomials were
considered as well as continuous and discrete
time cases. Following the theoretical ideas two
algorithms for real spectral factorization have
been reviewed and adopted accordingly to work
for complex polynomials too. These methods are
based on discrete Fourier transform techniques
and the Newton-Raphson iterative scheme respec-
tively. The latter of the routines relies on the
solution to the linear symmetric polynomial equa-
tion with complex coefficients. Since only results
concerning the discrete-time case are known at the
moment, a reliable numerical method for related
complex continuous-time symmetric equation has
been proposed in the paper.
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