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Abstract: This paper presents a comparative study of different existing algorithms for
determining stability domains for linear systems with saturating inputs. Algorithms based on
the solution of LMI problems carried out on the basis of three different saturation models,
namely regions of saturation, differential inclusion, and sector modeling, are analyzed and
compared in terms of their ability to provide large stability domains for the closed-loop
system. The main reasons such algorithms incorporate conservativity are highlighted, this
being the main contribution of this paper. Results are illustrated by means of an example.
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1. INTRODUCTION

Determining asymptotic stability regions for linear
systems subject to control saturation has been stud-
ied by many authors in the last decade. The moti-
vation for these studies comes from the fact that, in
the presence of control saturation, the global stabil-
ity cannot in general be ensured. Furthermore, when
it is possible to compute a global stabilizing control
law (see (Sussmannet al., 1994; Burgat and Tar-
bouriech, 1996)), in general it is difficult to simulta-
neously guarantee good performance and robustness
for the closed-loop system. On the other hand, on the
ground of local stabilization, the exact determination
of the basin of attraction is possible only in very
particular cases. Hence it is important to determine
asymptotic stability regions, in order to approximate
the basin of attraction (Khalil, 1992).

The proposed methods for generating stability re-
gions for linear systems with saturating inputs are
mainly based on the concept of Lyapunov domains,
i.e., domains obtained from piecewise-linear (Gomes
da Silva Jr. and Tarbouriech, 1999a), quadratic (see,

for example, (Henrion and Tarbouriech, 1999; Gomes
da Silva Jr. and Tarbouriech, 1999b; Fong and Hsu,
2000; Hu and Lin, 2000) and references therein) and
Lur’e type (Pittetet al., 1997; Hindi and Boyd, 1998)
Lyapunov functions. In order to take into account the
nonlinear behavior of the closed-loop system and to
obtain testable conditions, the saturation term should
be conveniently represented. The conservativity of
each approach is directly related to both the modeling
method and the structure of the Lyapunov function
used.

The aim of this paper is to present a comparative
analysis of different techniques proposed in the liter-
ature for determining ellipsoidal domains of stability
(quadratic Lyapunov function). The interest for such
domains is mainly motivated by the recent develop-
ments concerning numerical algorithms and software
packages for solving LMIs and convex optimization
problems. If test conditions can be cast as LMI-based
optimization problems where the optimization criteria
can be related, directly or indirectly, to the size of
the domain of stability to be computed (Gomes da
Silva Jr. and Tarbouriech, 1999b), the problem can
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beeasilysolved.Althoughseveralmethodshavebeen
proposed� in this context, we cannoticea lack of criti-
calcomparisonbetweenthedifferentapproaches.Fur-
thermore,in general,the conservativity of the results
is not convenientlyanalyzedor elucidated.This paper
addressestheseissuesasit providesacritical analysis
of somemethodsfor computingellipsoidalregionsof
asymptoticstabilityfor systemswith saturatinginputs.

The paper is organizedas follows. After the state-
ment of the problem, the paper is divided in three
sectionsthatarerelatedto differenttypeof saturation
modeling,namely:regions of saturation,differential
inclusionandsectormodeling.In eachsectionthesuf-
ficientconditionsto besatisfiedandthecorresponding
algorithmsfor determiningthe ellipsoidal regionsof
stability arepresentedanddiscussed.Then,anexam-
ple is workedout in orderto provideanumericalcom-
parisonbetweentheresultsobtainedwith thedifferent
approaches.

Notations:For two vectorsx, y of ℜn, thenotationx �
y meansthatx � i ��� y � i �
	 0, � i � 1 ������� n. A � i � denotes
the ith row of A. For two symmetricmatrices,A and
B, A � B meansthat A � B is pos.definite.diag � x�
denotesa diagonal matrix obtainedfrom vector x.

1m

���� 1 ����� 1����� ℜm, 0m

���� 0 ����� 0����� ℜm. Im is them-
orderidentitymatrix. int denotestheinteriorof a set.

2. PROBLEM STATEMENT

Considerthecontinuous-timelinearsystem

ẋ � t � � Ax� t �"! Bu� t � (1)

wherex � t �#� ℜn, u � t �$� ℜm, A � ℜn� n andB � ℜn � m.
Assumesystem(1) is in closed-loopwith thesaturated
linearcontrollaw

u � t � � sat � Kx � t �%� (2)

wheresat ��&'� denotestheclassicalsymmetricaldecen-
tralizedsaturationfunctiondefinedasfollows:

sat � v� � i � � sign� v � i � � min( ρ � i � *) v � i � )'+
wherei � 1 ��,�-�, m andρ � i � representsthecontrol limit
ontheith input.Dueto thesaturationterm,theclosed-
loopsystemis nonlinear:

ẋ � t � � Ax� t �"! Bsat � Kx � t �%� (3)

Thepolyhedralset

S� K  ρ � ��.( x � ℜn ; � ρ / Kx / ρ +
is the region of linearity of system(3). Inside this
region, the control entries do not saturateand the
behavior of the systemis locally describedby the
linearmodelẋ � t �0�.� A 1 BK � x � t � . We assumethatthe
matrix K is suchthatall theeigenvaluesof � A 1 BK �
are placedin the open left half complex plane, so
that in theabsenceof controlbounds,theclosed-loop
systemwould begloballyasymptoticallystable.

Let P � P��� 0 andc � 0 andconsidertheellipsoidal
set 23� c�0�4( x � ℜn ; x� Px 5 c + .

Definition1. The set 23� c� is a region of asymptotic
stability of system(3) if: � i � the point x � 0 is a
locally asymptoticallystableequilibrium point; � ii �
it is containedin the the region of attractionof the
equilibriumx � 0.

Definition2. Theset 23� c� is contractivewith respect
to system(3) if the function V � x�6� x� Px is strictly
decreasingalongthetrajectoriesof (3) in 23� c� � ( 0 + .
In particular, if 23� c� is contractive, thenit is a region
of asymptoticstability.

In particular, the problemof determiningellipsoidal
regions of stability containedin region S� K  ρ � is
a trivial problem. The interest in this paper is in
the study of conditionsthat allow the determination
of stability regions not containedin the region of
linearity and, in consequence,that take into account
thenonlinearcharacteristicof theclosed-loopsystem,
aspresentedin thenext sections.

3. MODELING BY REGIONSOF SATURATION

Thisrepresentationconsistsin dividing thestatespace
in regions called regions of saturation. Inside each
regionof saturation,thesystem(3) canbemodeledas
anaffine systemor, equivalently, asa systemwith an
additive constantdisturbance(GomesdaSilva Jr. and
Tarbouriech,1999a) (i.e. thesaturatedsystem(3) can
be viewed asan hybrid systemwith piecewise affine
dynamics(JohanssonandRantzer, 1998)).

Let ξ � ℜm be suchthateachentry ξ � i � , i � 1 ������� m,
takes the values1, 0 or � 1 in accordancewith the
saturationfunction(2) asfollows:

ξ 7 i 8 � t � � 9: ;#< 1 if K 7 i 8 x � t �>= < ρ 7 i 8
0 if < ρ 7 i 8@? K 7 i 8 x � t � ? ρ 7 i 8
1 if K 7 i 8 x � t �>A ρ 7 i 8 (4)

There are 3m different vectorsξ: ξ j � ℜm for j �
0 ������� 3m � 1. For each vector ξ j , the state vector
belongsto aspecificregioncalledregionof saturation.
Generically, theregionof saturationassociatedto ξ j is
denotedby

S� Rj B dj �@�DC x E ℜn ; Rjx F dj G (5)

whered j � ℜl j is definedfrom the entriesof ρ and� ρ, andRj � ℜl j
� n is definedfrom therowsof K and� K. We defineξ0 � 0m so that the region associated

with j � 0 correspondsto S� K  ρ � . In all otherregions
thereis at leastonecontrol input that is saturated.If
x � t �H� S� Rj  d j � , definingĀ j � A 1 Bdiag � 1m � ) ξ j ) � K
andv j � Bdiag � ξ j � ρ, themotionof thesystem(3) can
bedescribedby

ẋ � t � � Ā jx � t �"! vj (6)

Theorem1. The function V � x�I� x� Px is a strictly
decreasingLyapunov functionfor thesaturatedsystem
in 23� c� if andonly if the following conditionshold� j  j � 1 ������� 3m � 1 :



� i � xJ�KP � A ! BK �"!L� A ! BK �,J PM x = 0 BN
x E S� K B ρ �"OHP#� c� B x Q� 0� ii � xJ P � Ā jx ! vj �"!L� Ā jx ! vj ��J Px = 0 BN
x E S� Rj B dj �"OHP$� c� B x Q� 0N
j s.t.S� Rj B dj �"O int P#� c�RQ� /0

(7)

The proof of Theorem1 follows directly from (6).
Although it providesa necessaryandsufficient con-
dition for a set 2S� c� to be contractive, it still lacks
of practicalbenefitbecausetheconditions(7)- � i � - � ii �
are not easily solvable with the available numerical
methods.Wepresentnext two sufficientconditionsfor
(7)- � i � - � ii � thatarenumericallymoretractable.

3.1 TestCondition1

Theconditionbelow correspondsto a generalization,
to multi-input systems,of the results proposedin
(FongandHsu,2000).

Proposition1. If thereexists nonnegative scalarsγ j
and τ j � i �  i � 1 ������� l j satisfyingthe following condi-
tions � j  j � 1 ������� 3m � 1,� i � P � A ! BK �"!T� A ! BK ��J P = 0� ii �3U PĀ j ! ĀJ j P < γ j P Pvj < 0 V 5RJ j T Jj

vJ j P < 0 V 5Tj Rj γ j c ! Tj dj W = 0N
j s.t.S� Rj B dj �"O int P#� c�RQ� /0

(8)

with Tj �4� τ j � 1� ����� τ j � l j � � , thentheset 2S� c� is aregion
of stability for thesaturatedsystem(3).

Proof: Relation (8)- � i � implies that relation (7)- � i �
is satisfied. For all regions such that S� Rj  d j �$X
int 2S� c�ZY� /0 thereexistsx satisfying [ x� Px � c 5 0

Rjx � d j 5 0
.

Hence,it follows that a sufficient condition for the
satisfaction of (7)- � ii � is that for somenonnegative
scalarsγ j and τ j � i �  i � 1 ������� l j one verifies, for all
x Y� 0,U x

1 W J U PĀ j ! ĀJ jP < γ j P Pvj < 0 V 5RJ j T Jj
vJ j P < 0 V 5Tj Rj γ j c ! Tj dj W U x

1 W = 0

This conditionsand,in consequence,(7)- � ii � aresat-
isfiedif (8)- � i � is satisfied,thuscompletingtheproof.\
The resultof Proposition1 allows to verify whether
a given ellipsoidal set 2S� c� is contractive or not, in
whichcase,thecondition(8)- � ii � is justanLMI feasi-
bility test.Alternatively, givena contractive set 23� c�
onecantry an homotheticexpansionby interactively
increasingc andtestingcondition(8). The condition
(8) can also be usedto find a contractive set 23� c�
for system(3). In thiscase,however, (8)- � ii � becomes
a BMI sinceP and γ j , j � 1 �&�&�&� 3m] 1, will both be
decisionvariables.Notethatwe cansetc � 1 without
lossof generalityin this case.Solving BMIs usually
requiresemploying somerelaxationmethod(Henrion
and Tarbouriech,1999). A possiblerelaxationalgo-
rithm is asfollows.

Algorithm1. :

(1) Chooseγ j � γ, � j � 1 ������� 3m � 1.
(2) Set c � 1. Fix γ j , j � 1 ������� 3m � 1, obtained

in the previous stepandsearchfor P andTj by
optimizingacriteriononthesizeof 23� c� subject
to theLMI conditions(8)- � i � - � ii �

(3) Fix P obtainedin step 2. Maximize c subject
to conditions (8)- � i � - � ii � with γ j and Tj , j �
1 ������� 3m � 1, asdecisionvariables1 .

(4) Go to step2 to improve the criterion on 23� c�
until a desiredprecisionis achieved.

Note that, � P γ j  Tj � obtainedin step2 consistsin a
feasiblesolution for step 3 with c � 1. Conversely� P c  γ j  Tj � obtainedin 3 is a feasiblesolutionfor step
2 by settingP � P̂ c. Hencethe convergenceof the
algorithmis alwaysensured.

Remark1. Thecondition(7)- � ii � hasbeenturnedinto
condition(8)- � ii � , whichcanbeverifiedasanLMI test
or, in theworsecase,asaBMI. In this transformation,
however, someconservativity hasbeenintroduceddue
to thefollowing facts:

(i) The use of the S-procedure.Indeed, the S-
procedureis only asufficientconditionin thiscasebe-
causethereis morethana singleconstraintinvolved.

(ii) TheLMI test(8)- � ii � impliesthatU x
ζ W J U PĀ j ! ĀJ jP < γ j P Pvj < 0 V 5RJ j T Jj

vJ j P < 0 V 5Tj Rj γ j c ! Tj dj W U x
ζ W = 0

for all � x  ζ �ZY� 0, while it would beenoughto check
thecasewhereζ � 1.

(iii) It is clear that the contractive set 23� c� does
not necessarilyintersectall the regionsof saturation.
Moreover, only the region that doesintersectthe set
needsto be tested.However, if the set 23� c� is being
synthesized,it is not possibleto determine,a priori,
whetherthe searchedellipsoid will intersector not
someof theregionsof saturation.In thiscase,in Algo-
rithm 1 thetestof (8)- � ii � is performedfor all regions
of saturation.Hence,it canhappenthatcondition(8)-� ii � is unnecessarilyverifiedin someregion j.

3.2 TestCondition2

Thisconditionwasmainly inspiredby theresultspre-
sentedin (Johanssonand Rantzer, 1998) for generic
hybridsystems.

Proposition2. If thereexists nonnegative scalarsγ j

andsymmetricmatricesM j � ℜl j
� l j with nonnegative

entriessatisfying the following conditions � j  j �
1 ������� 3m � 1,� i �_� A ! BK �,J P ! P � A ! BK � = 0� ii � U PĀ j ! ĀJ jP ! RJ jM j Rj < γ j P Pvj < RJ jM j dj

vJ j P < dJ jM j Rj γ j c ! dJ j M j dj W = 0N
j s.t.S� Rj B dj �"OHP$� c�RQ� /0

(9)

1 This canbeaccomplishedby increasinginteractively c andtest-
ing (8)- � i � - � ii � asanLMI feasibilityproblem.



then the set 23� c� is a region of stability for the
saturated` system(3).

The proof of Proposition2 is carriedout similarly as
in Proposition1. Thesepropositionsbasicallydiffer
in the strategy the S-procedureis handled.Here the
constraintsare transformedinto quadraticforms be-
fore beingincludedin theLMIs. All remarksandthe
relaxationalgorithmpresentedfor Proposition1 carry
over to Proposition2.

4. DIFFERENTIAL INCLUSION MODELING

This modelinghasbeensuccessfullyusedfor thede-
terminationof regionsof stability (GomesdaSilva Jr.
andTarbouriech,1999b), (Henrion andTarbouriech,
1999)aswell asfor thesynthesisof stabilizingcontrol
laws in presenceof saturatinginputs(GomesdaSilva
Jr. et al., 1997).

Note that the ith entry of the saturatedcontrol law
definedin (2) canbealsowrittenas: � sat � Kx � t ����� � i � �
α � x � t ���"� i � K � i � x � t � where

α � x � t �a�%7 i 8 � minC 1B ρ 7 i 8b
K 7 i 8 x � t � b G (10)

Thecoefficient α � x � t ���"� i � canbeviewedasanindica-
tor of the degreeof saturationof the ith entry of the
control vector. In fact, the smallerthe α � x � t ��� � i � , the
fartherthestatevectoris from theregion of linearity.

DefineD � α � x � t ����� �� diag � α � x � t ����� . Thus,system(3)
canberewrittenas

ẋ � t � �c� A ! BD � α � x � t �%� K � x � t � (11)

It is difficult to performa stability testdirectly from
(11) dueto the presenceof α � x � t ��� . We thusproceed
in deriving a testableconditionfor it.

4.1 Testcondition

Let 0 d α � i � 5 1 be a lower bound to α � t �"� i � and

definethevectorα
��e� α � 1� ��,�,�- α � m� ��� . Thevectorα is

associatedto thefollowing region in thestatespace:

S� K B ρα � �fC x E ℜn ; < ρα F Kx F ρα G (12)

whereρα� i � �� ρ 7 i 8
α 7 i 8 g� i � 1 ������� m.

Considernow all the possiblem-order vectorssuch
that the ith entry takes the value 1 or α � i � . Hence,
thereexistsatotalof 2m differentvectors.By denoting
eachoneof thesevectorsby γ j , j � 1 ������� 2m, define
the following matrices:D j � α �L� D � γ j �T� diag � γ j �
and A j � A 1 BD j � α � K. Note that the matricesA j
are the verticesof a convex polytopeof matrices.If
x � t �L� S� K  ρα � it follows that � A 1 BD � α � t ��� K �f�
Co ( A1  A2 ������� A2m + . Hence,if x � t �h� S� K  ρα � , ẋ � t �
canbe determinedfrom an appropriateconvex linear
combinationof matricesA j at time t, thatis:

ẋ � t � � 2m

∑
j i 1

λ j � x � t �a� A jx � t � (13)

with ∑2m

j j 1λ j � x � t ���0� 1  λ j � x � t ��� 	 0.

It shouldbe pointedout that model (13) represents
the saturatedsystemonly in S� K  ρα � . Actually, if
x � t �k� S� K  ρα � , thepolytopicmodel(13) canbeused
to determineẋ � t � .
Proposition3. If thereexistsavectorα satisfyingthe
following conditions� j � 1 ������� 2m� i � P � A ! BD j � α � K �"!T� A ! BD j � α � K � J P = 0� ii �ml P α 7 i 8 K J7 i 8

α 7 i 8 K 7 i 8 ρ27 i 8gn c oqp 0
N

i � 1B VgVgV B m� iii � 0 = α 7 i 8 ? 1
N

i � 1 B VgVgV B m (14)

then the set 23� c� is a region of stability for the
saturatedsystem.

See (Gomesda Silva Jr. et al., 1997), (Gomesda
Silva Jr. and Tarbouriech,1999b) for a proof. Simi-
larly to Propositions1 and2, the sufficient condition
statedin Proposition3 allows both to test if a given23� c� is contractive andto determinea contractive set
basedon somegeometriccriteria. In the first case,
sinceP andc aregiven, conditions(14)- � i � - � ii � - � iii �
can be easily testedas an LMI feasibility problem
in α. In the secondcase,P and α appearas deci-
sionvariables2 andcondition(14)- � i � becomea BMI
whereas(14)- � ii � - � iii � areLMIs. A possiblerelaxation
schemein thiscaseis asfollows(see(GomesdaSilva
Jr. and Tarbouriech,1999b) and (Henrion and Tar-
bouriech,1999)for moredetails),whoseconvergence
is guaranteedsimilarly asin Algorithm 1.

Algorithm2. :

(1) Chooseα.
(2) Set c � 1. Fix α obtainedin the previous step,

andsearchfor P by optimizingacriterionon the
sizeof 23� c� subjectto theLMI constraintsgiven
by (14)- � i � - � ii � - � ii �

(3) Fix P obtainedin step2. Minimize µ � 1
c subject

to LMI constraintsgivenby (14)- � i � - � iii � with α
asa decisionvariable.

(4) Goto step2 until adesiredprecisionis achieved..

Remark2. The conservativity of the conditiongiven
by Proposition3 is dueto themodelingof thebehavior
of the saturatedsystemby a differentialinclusion.In
fact, (14)- � i � is a necessaryand sufficient condition
for the quadraticstability of the polytopic system
ẋ � t �r� ∑2m

j j 1λ j � t � A jx � t � , � λ j � t � suchthat∑2m

j j 1 λ j � t �r�
1  λ j � t � 	 0. Notice, however, that the trajectories
of this systemincludesall trajectoriesof thesaturated
system(3), but theconverseis not necessarilytrue.

5. SECTORMODELING

This modeling has beenusedfor the determination
of regionsof stability aswell asfor the computation
of stabilizingandperformingcontrol law in presence

2 Wecanconsiderc � 1, without lossof generality.



of saturatinginputs (Pittet et al., 1997), (Hindi and
Bo
s

yd, 1998).

Let usfirst definethenonlinearityψs asfollows:

ψs � Kx � t �a�>� sat � Kx � t �%� < ΩminKx � t � (15)

Fromthisdefinition,theclosed-loopsystem(3) equiv-
alentlyreads:

ẋ � t � �c� A ! BΩminK � x � t �"! Bψs � Kx � t �%� (16)

where Ωmin � ℜm� m is a positive diagonal matrix
chosensuchthat matrix A 1 BΩminK is Hurwitz. By
definition,thenonlinearityψs � Kx � t ��� is decentralized
andsatisfiesthesectorcondition(Khalil, 1992),(Pittet
et al., 1997)

ψs � Kx�,J�Kψs � Kx� < � Ωmax < Ωmin � KxM ? 0 (17)N
x E S� K B ρΩmin ���tC x E ℜn ; < ρΩmin F Kx F ρΩmin G , ρΩmin7 i 8 �
ρ u i v

Ωminu i w i v B i � 1 B V V V B m with Ωmax < Ωmin A 0.

Since (16) involves ψs, it is difficult to perform a
stability testdirectly from it. In thesequelwedevelop
a testablesufficient conditionfor thestabilityof (16).

5.1 TestCondition

Let us considerthat Ωmax is a given diagonalmatrix
suchthatΩmax 	 Im.

Proposition4. If thereexist adiagonalpositivematrix
Ωmin anda positivescalarε satisfyingU � A ! BΩminK �,J P ! P � A ! BΩminK �"! εP x

BJ P !T� Ωmax < Ωmin � K < 2Im W = 0yz
P x

Ωmin7 i { i 8 K 7 i 8 ρ27 i 8
c |} p 0 B N i � 1 B V V V B m

0 = Ωmin7 i { i 8@? 1 B N i � 1 B V V V B m (18)

where ~ is obtainedfrom the symmetryof the matri-
ces,then the set 23� c� is a region of stability for the
saturatedsystem(3).

A proof can be found in (Pittet et al., 1997). The
underlining idea in Proposition4 is the application
of the circle criterion (Khalil, 1992) to system(16),
which alsois themainsourceof conservativity in this
method.Indeed,(18)ensuresthat 2S� c� is acontractive
setfor thesystems

ẋ � t �
��� A 1 BΩminK � x � t ��1 Bψ � t  Kx � t ��� (19)

where ψ is any nonlinearity satisfying the sector
condition ψ � t  Kx����� ψ � t  Kx� � � Ωmax � Ωmin � Kx��5
0 �� x � S� K  ρΩmin �"�� t 	 0. It is clearthattheclassof
nonlinearitiesψ includesψs. However, it alsoincludes
many othernonlinearitieswhich arenot relatedto the
saturatedsystem(16).

Comparedto Proposition3, thestability testin Propo-
sition4 is donevia oneinequalitydescribedin (18)-(i)
insteadof 2m inequalitiesdescribedin (14)-(i). This
meanslesscomputationalburden.

As opposedto all theothertestconditions,(18)cannot
benormalizedin c. As a result,any choiceof c leads
to differentresults,whichmaybeoverly conservative.
A possiblesolutionto this problemis to includec in
a multiobjective criterionon thesizeof 23� c� . For in-
stance,we canchoosea criterionin theform � f � P��1
η 1

c � where f � P� is a termaccountingfor theinfluence
of P on thesizeof 23� c� andη is a positive weighting
constant.Then, different criteria can be tried out in
orderto find thebestsolution.

Similarly to the othercases,condition (18) becomes
a BMI when we are interestedin synthesizingan
contractiveellipsoidalset.In thiscase,wecanusethe
following relaxation algorithm, whose convergence
canbededucedsimilarly asin Algorithm 1:

Algorithm3. :

(1) Choose0 d Ωmin d I and0 d ε.
(2) Fix Ωmin andε obtainedin thepreviousstep,and

searchfor P by minimizing � f � P��1 η 1
c � subject

to theLMI constraintsgivenby (18)- � i � - � ii � - � iii � .
(3) Fix P obtainedin step2. Minimize µ � 1

c subject
to LMI constraintsgiven by (18)- � i � - � ii � - � iii �
with ε, Ωmin andµ � 1

c asdecisionvariables.
(4) Goto step2 until adesiredprecisionis achieved..

6. NUMERICAL EXAMPLE

The goal is to comparethe effectivenessof the al-
gorithmsin synthesizinglarge stability domainsand
to verify the actual effect of the conservative steps
involved in eachalgorithm.We solve the problemof
finding an ellipsoidalasymptoticstability domainby
applyingeachof the methodsdescribedin the paper.
For eachmethod,we searchfor the bestpossibleel-
lipsoid. All the resultsare plotted to allow a visual
comparisonof thesizeof thestabilityregionsobtained
with eachmethod.

Considerthemulti-inputsecondorderlinearsystem:

A � U 0 V 1 < 0 V 1
0 V 1 < 3 W ; B � U 5 0

0 1 W
ρ ��U 5

2 W ; K ��U < 0 V 7283 < 0 V 0338< 0 V 0135 < 1 V 3583 W
For the 1st condition of the regions of saturation
approach,we have appliedAlgorithm 1 considering
as criterion the maximizationof the minor axis of
theellipsoidalregion (i.e. minimizationof thegreater
eigenvalueof P). Theoptimalvaluewasobtainedfor

γ � 0 � 25 which is P � 10� 3 U 0 V 5886 0V 0023
0 V 0023 0V 2800 W ; c � 1

No solution was found with 2nd condition of the
regionsof saturationapproach.

For thepolytopicmodelingapproach,we alsoconsid-
eredthe maximizationof the minor axis of the ellip-
soidalregionin theapplicationof Algorithm 2. Initial-
izing α � 1m, we obtainedα ��� 0 � 0275 0 � 0034� and

P � 10� 4 U 0 V 1608 0 V 0001
0 V 0001 0 V 1592 W ; c � 1



−250 −200 −150 −100 −50 0 50 100 150 200 250
−300

−200

−100

0

100

200

300

x1

x2

Fig. 1. Regionsof saturation1st condition (dashed);
polytopic approach (solid); sector approach
(dash-dotted)

In thesectormodelingapproach,we have considered
in step2 of Algorithm 3, thecriterion100µ 1 σmax� P�
to be minimizedwith µ � 1

c . ConsideringΩmax � I2
and startingwith Ωmin � I2 and ε � 0 we obtained
c � 6 � 9782 � 103, ε � 9 � 1709 � 10] 5 andthefollowing

P � U 0 V 1302 0 V 0020
0 V 0020 0 V 1261 W ; Ωmin � U 0 V 0296 0

0 0V 0055 W
Figure1 depictsthe ellipsoidsobtainedwith the dif-
ferent approaches.Note that the ellipsoid obtained
with thepolytopicapproachis slightly biggerthanthe
oneobtainedwith thesectorapproach.It is important
to notice that the systemhastwo other equilibrium

points at � x1

x2 � ����� 257� 931� 7 � 931 � . The set obtained

with the regionsof saturation1st conditionis signif-
icantly smallerthan the setsobtainedwith the other
approaches.

7. CONCLUDING REMARKS

Threediferent methodsto synthesizeellipsoidal re-
gionsof asymptoticstability for linear systemswith
inputsaturationhavebeencompared.All themethods
weregivenin termsof LMI/BMI tests.

Themainsourcesof conservativenesscanbesumma-
rized as follows. (i) Regionsof saturation modeling.
Key stepsin the developmentof the test conditions,
including the useof the S-procedure.(ii) Differential
inclusion modeling. Stability is ensuredfor the dif-
ferential inclusion. Even though it encompassesthe
dynamicsof thesaturatedsystem,it alsoincludesdy-
namicsthat arenot inherentto the saturatedsystem.
(iii) Sectormodeling. The circle criteria guarantees
stabilityfor all nonlinearitiessatisfyingthesectorcon-
dition ratherthanonly for thesaturationnonlinearity.

In theproblemof synthesizinga contractiveellipsoid,
the testconditionsareBMIs for all methodsconsid-
ered,leadingto adifficult problemto solve.Thecom-
parativeresultsprovidedhavebeenobtainedby means
of relaxationmethods.

The sectormodelingleadsto the smallestnumberof
LMIs. A singleLMI playstherole of 2m LMIs in the
differential inclusion modelingand 3m LMIs in the

modelingby regionsof saturation.On theotherhand,
this schemedoesnot allow normalizationof the level
setof the Lyapunov function,asopposedto all other
testconditionspresented.This factmayhavesensible
implicationsin theconservativenessof theresults.

8. REFERENCES

Burgat, C. and S. Tarbouriech(1996). Stability and
control of saturatedlinear systems.In: Non-
Linear Systems(A.J. FossardandD. Normand-
Cyrot,Eds.).Vol. 2. Chapman& Hall.

Fong,I.K.. andC.C.Hsu(2000).Statefeedbackstabi-
lizationof singleinputsystemsthroughactuators
with saturationanddeadzonecharacteristics.In:
Proc.of IEEE-CDC2000. Sydney, Australia.

GomesdaSilvaJr., J.M.,A. Fischman,S.Tarbouriech,
J. M. Dion and L. Dugard (1997). Synthesis
od statefeedbackfor linear systemssubjectto
control saturationby an lmi-basedapproach.In:
Proc.of the2ndIFAC-ROCOND. Budapest,Hun-
gary. pp.229–234.

GomesdaSilva Jr., J.M. andS. Tarbouriech(1999a).
Polyhedralregions of local asymptoticstability
for discrete-timelinear sytemswith saturating
controls.IEEE-TAC 44, 2081–2086.

GomesdaSilva Jr., J.M. andS. Tarbouriech(1999b).
Stability regions for linear systemswith satu-
rating controls.In: Proc. of ECC’99. Karlsrhue,
Germany.

Henrion, D. and S. Tarbouriech(1999). LMI relax-
ationsfor robust stability of linear systemswith
saturatingcontrols.Automatica35, 1599–1604.

Hindi, H. and S. Boyd (1998). Analysis of linear
systemswith saturationusing convex optimiza-
tion. In: Proc.of 37thIEEE-CDC. Tampa,USA.
pp.903–908.

Hu, T. andZ. Lin (2000).Onenlargingthebasinof at-
tractionfor linearsystemsundersaturatedlinear
feedback.Systems& Control Letters 40(1), 59–
69.

Johansson,M. and A. Rantzer(1998). Computation
of piecewise quadratic lyapunov functions for
hybridsystems.IEEE-TAC 43(4), 555–559.

Khalil, H. K. (1992).NonlinearSystems. MacMillan.
Pittet, C., S. TarbouriechandC. Burgat (1997).Sta-

bility regions for linear systemswith saturating
controlsvia circle and popov criteria. In: Proc.
of 36th IEEE-CDC. SanDiego, USA. pp. 4518–
4523.

Sussmann,H.J., E.D. Sontagand Y. Yang (1994).
A general result on the stabilization of lin-
ear systemsusingboundedcontrols.IEEE-TAC
39(12),2411–2425.


