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Abstract: In this paper we describe a two-degree of freedom (T-DOF) configuration of a
generalized predictive control (GPC) and an application for an NOx decomposition process
of a combined cycle power plant. T-DOF GPC that is designed with feedforward signals,
measurable disturbance signals and a reference signal is able to prevent an undesirable action
that is caused by the feedforward control. We also describe that the present T-DOF GPC is
a similar to the controller with the minimal order observer. We show experimental results
accomplished on a commercial power plant.
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1. INTRODUCTION ¢
It is well known that there is a difficulty to regulate a “ Py (s)
dead time process with a disturbance. A feedforward
control which uses a measurable disturbance signal d__| Ps(s)
is an effective method to reduce the error caused by

the disturbance. It is also effective to use the reference _.
. . . Fig. 1. Plant
signal for a quick response to a setpoint change. These

methods are used widely in process control fields with 5154 is able to prevent an undesirable action which is

a proportional and integral controller (PI controller) ca,sed by the feedforward control. We also describe
(Seborget al. 1989) and are regarded as a kind of T- {na¢ the present T-DOF GPC is a similar to the state
DOF control (Skogestad and Postlethwaite 1996).  feedback control with a minimal order observer.

Generalized predictive control (GPC) (Bitmeetchl. Finally we show experimental results accomplished
1990)(Clarkeet al. 1987) (Clarke and Mohtad 1989) ;1 4 commercial power plant.

has several applications in process control. A GPC

design is able to make a suitable feedback property for

a process with a dead time, since it retains a process

mod.eI.. The cpnventlonal GPC design doeg not include 2. CONTROL DESIGN
explicitly a disturbance signal, because it regards a

disturbance as an unmesurable noise. . .
We consider a SISO plant with a measurable and

In this paper we describe a two-degree of freedom (T- unmeasurable disturbance shown as Fig.1, whese
DOF) configuration of a generalized predictive control an outputu is an inputd is a measurable disturbance
(GPC). T-DOF GPC that is designed with feedforward and¢ is an unmeasurable disturbance. A conventional
signals, measurable disturbance signals and a refer-GPC is designed by using only the plaRt(s) as
ence signal has good properties described above and-ig.2, wherer is a reference.



GPC

Fig. 4. GPC design with a extended model

In order to use a disturbance feedforward, a usual
configuration of a controller is shown as Fig.3, where
Pr is a feedforward control. In this configuration GPC
does not contain the disturbance sigdabnd there-
fore GPC and the feedforward control work indepen-
dently. Figure 4 shows a GPC design with a distur-
bance feedforward. In this case the GPC is designed
based on the extended plant which contdtsP, and

Pp.

We write a plant model of Fig.4 by using the relation
v =1u+ Pd,

y=Pi(s)(u+ Pp(s)d) + Py(s)d+ ¢
=Pi(s)u+ (P1(s)Pr(s) + P2(s))d+ & (1)
The discrete time model of equation (1) is written by

B(z"H)Au(t —1)
+D(z7Yd(t).

A Ny(t) =
2
where we use the same symbg)sv andd for discrete

time signals for simplicityA(z~1), B(z~!), D(z71)
are polynomials of !,

A HY=1+a;z7 +---+ anﬂz*(”ﬂ)

B(zY)=bo+ bz + - 4 bz (")

Diz"Y=dy+diz"" + -+ dpz™ ",
Aisl—z

Ho

We define the ponnomlalE (z7H0F; (710G, (2~
S;(z71)0 M; (=10 N;j(2~ 1) from the following
Diophantine equations.
T(z) = Ej(z" YA + 2 Fi(= 1)
Bj(z")B(z™) =T(z71)G;(z7") +2775;(z7)
Bi(z")D(z™") = T(z")M;(z™") + 27 N;(=71)
whereT'(z71) is a filter polynomial with coefficients
to,t1, -+ ,t,. The coefficients of these polynomials

can be explicitly written (Masudat al. 1999). We
define a lower triangular toeplitz matriXy,

1 0 ---0
ay 1

Ta=| . (a; = 0if i > n + 2).
an --- ai ]_

1),

Then the coefficients of the polynomials;(z~

Gi(z7h), F;(z71), S;(2~') are obtained,
o] F 1
€1 1 a1 .
=T, ) (t; =0ifi>n+1)
_eN_ _tN_
(90 ] [bo |
g1 b1 ]
=1t (b; =0if i > n)
LIN | b |
fo €j
f.l =Tx ej.+1
T];_ €j+n
Sé 1 b]' . b1 €o
51 bjt1 ba el
sfkl bj+n 1 bn €j—1
tj bt 90
tit1 ta g1
ljtn—1 tn] L9j—1

The coefficients of the polynomial&;(>~!) and
G;(z71) are independent gf Similar expressions for
polynomialsM;(z~') and N, (2 ~") can be derived.

The j-step ahead predictigitt + j) of y(t) is

JE+ D) = G a4 - Dby @)

whereh;(t) is

hi(t) = ﬁ (B (= Hy(t) + S; (=) Aut — 1)
N (L) - ()

Performance index is defined by,



Ne oo . . w(t + 1) = Lw(t) + Ey(t) + FAu(t)
J=§{(y(t+ﬁ) —r(t+7)) #(t) = Rw(t) + Vy(t). (11)
FAAu(t +j — 1)} (5) wherei(t) is an estimation of the state(t). The j-

step ahead predictiof(t + j) of y(t) from the state
wherer(t + j) is the j-steps ahead setpoint. The future space model (10) is,

control actionAu(t +j —1)0j5 =1,--- , Np which
minimizes the performance index is obtained by the
equationd.J/0AG = 0.

Ad=-AN+G'G) G (h—7)  (6) + XJ: CPImKAu(t+i—1). (12)
whereh = [hy(t) --- hy, (O)]T, 0 = [u(t) --- u(t+ =t
Np —=1)|%, 7 =[r(t) --- r(t+ Np—1]",Gisa  Thenthe control\i = [Au(t)--- Au(t+ Np — 1)]¥

Np x Np lower triangular toeplitz matrix and itsk which minimize the performance index (5) is,

elementis the ~(i—*)th coefficient of the polynomials
oy Poly Ad = —(A\T+GLGs) 'GL(hs —7)  (13)

gt +75)= CPJ":E(t)

whereGg is an Np x Np lower triangular toeplitz

In the case of a setpoint feedforward, we write a plant ) : . o
b P matrix and it'si, j element iCP* 7 K,

model by using a relation = u + Ppr,

CK o - 0
y="Pi(s)(u+ Pp(s)r) +¢ CPK CK
Gs = (14)
=P (s)u+ P1(s)Pr(s)r +¢£. @ B
We can express a similar formula as equation (2) from cpNr—t ... CPK CK

equation (7). Itis a same procedure as above to derive

. - hs is aNp vector and theé th element iCPiz(t),
a control law in the case of the setpoint feedforward.

cP
cp? |
3. INTERPRETATION OF THE DESIGN hs =1 . |2 (15)
METHOD —

In this section we describe that the proposed GPC Theorem 1. (Masudaet al. 1999)G g
design is equivalent to the state feedback with a min- Thej th element ofs
imal order observer with the disturbance signal or the

setpoint signal.

is equal toG.
is equal toh; of equation (9).

. . This result can be extended to the GPC design con-
Interpretation of GPC by a state space design has beenigereq in the previous section. We write a state space
discussed (Leet al. 1994)(Ling and Lim 1996). Ref- 1, corresponding to equation (2),

erence (Masudet al. 1999) states the equivalence be-
tween a state space design and the polynomial design

of the usual GPC. We summarize the result shortly. z(t + 1) = Pz(t) + KAu(t) + Rd(t)
In this case the plant model does not include the y(t) = Ca(t). (16)
disturbance, A minimal order observer becomes,
A(z7Hy() = B(z"H)Au(t — 1) (8) w(t + 1) = Lw(t) + By(t) + FAu(t) + Vd(t)
Then equation (4) becomes, &(t) = Rw(t) + Vy(t). 17)
1 Thenz(t) in equation (15) is exchanged by the output
(=~ (E.(z1 of the observer (17).
h] (t) T(zfl) (EJ (Z )y(t) ( )
+3;(z7H)Au(t — 1)) . (9)  Theorem2. G is equal toG. The j-th element of 5

. . ) is equal toh; of equation (4).
Equations (3)(5)(6) are same as in the previous sec-

tion. A state space model corresponding to equation

(8)is 4. NUMERICAL SIMULATION
z(t + 1) = Pz(t) + K Au(t) We show simulation results in order to demonstrate the
y(t) = Oz (t). (10) difference by design methods. Plant model used in this

simulation is derived from an actual process described
A minimal order observer (Kailath 1980) is written by in the next section.
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Fig. 5. Simulation results for a disturbance rejection  Fig. 6. Simulation results for a setpoint change
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Pi(s) = : _
1( ) (1 + 303)(1 T 53) NOx se-tpomt J stuck
e—110s NOx estimate
Ps(s) = .
2(s) 1+ 30s NH3 flow HRSG
setpoint

(1) Disturbance rejection (Fig.5)

e Conventional GPC design NH3 control

e GPC with disturbance feedforward X X

e GPC design with a feedforward model fuel catalysts
(2) Setpoint change (Fig.6) cv

e conventional GPC design =

e GPC with setpoint feedforward _~ exhaustgas (NOX)E NH3

e GPC design with a feedforward model Gas turbife_NOX production rate change |

Figure 5 shows that a disturbance feedforward reduces

a deviation. In Fig.5(b) an undesirable undershoot ap- Fig. 7. Combined cycle power plant

pears but in Fig.5(c) this response disappears. Figure 6 ) i
shows a setpoint feedforward make a quick tracking. AN @mount of NOXx discharge flow can be manipu-
In Fig.6(b) a large overshoot appears but in Fig.6(c) 'ated by ammonia (Nkj injection to catalysts by the

this response disappears same as the disturbance feedgaction, A'_NOMNWO? — 4N, +6H,0. Th? NOx .
forward. decomposition process has a large dead time that is

caused by gas analyzing and hNHow delay.

The NOx generation rate changes frequently accord-
ing to a plant operation. The object of NOx control is
to maintain NOx discharge rate at a setpoint against a

We present experimental results that have been ac_change of NOx generation rate.

complished a thermal power plant of which the rated Figure 7 shows a schematic diagram of a NOx
power output is 165MW. decomposition process of a combined cycle power
plant(Nakamotet al. 1995).

5. EXPERIMENTAL RESULTS

Nitrogen oxides (NOx) gas is generated by fuel com-
bustion in a boiler or a gas turbine used in a thermal Figure 8 shows a test result of NOx generation rate
power plant. An NOx decomposition process is in- change by a conventional GPC with a feedforward
stalled in order to reduce an amount of NOx discharge. control as shown in Fig.3. Figure 9 shows a result for
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Fig. 8. GPC with a feedforward control
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Fig. 11. GPC with a feedforward control

Figure 13 shows a plant start up operation with a
conventional Pl plus a feedforward control. Figure 14
shows the test results by the proposed control. In the
both figures, the control system started around 1200
seconds. Figure 14 shows not only smaller fluctuation
but also a wide usefulness from the start to the rated
condition by the proposed control.

6. CONCLUSION

In this paper we described a two-degree of freedom

same condition as Fig.8 by a proposed GPC design.configuration of a generalized predictive control. We
Same as simulation results, the proposed GPC camalso describe that the presented T-DOF GPC is sim-
prevent the undesirable undershoot. Figure 10,11 andilar to the state feedback control with the minimal
12 show experimental results of a setpoint change. order observer. Finally we show experimental results
These figures show same results as the simulation.accomplished on a commercial power plant.
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