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Abstract 

In this paper, three examples of predictive as well as descriptive biological modeling and optimization 
frameworks abstracted by research work in our group are described. These examples provide the 
opportunity to review the current state of the art in the respective problems and to draw analogies and 
contrasts with algorithmic development and applications in process systems engineering. Specifically, 
we discuss (i) optimizing of DNA recombination in the context of directed evolution experiments for 
protein engineering; (ii) probing the performance limits of metabolic networks with optimization-based 
techniques and (iii) identifying gene regulatory networks from DNA microarray data by utilizing 
contrasting systems identification methods. 
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Introduction 

Systems engineering approaches are currently emerging as 
vital tools for deciphering the behavior of biological 
systems. They are used for a variety of applications 
ranging from multiple DNA sequence alignment to 
effective database mining. Systems engineering 
contributions in biology can broadly be categorized as 
descriptive and predictive. Descriptive or data-driven 
approaches utilize multivariate statistics and information 
theoretic concepts to explain and/or augment the 
information content of genomic and proteomic data as 
well as measurements in the context of biological systems. 
Predictive approaches, on the other hand, rely on modeling 
analyses to estimate or set bounds for the behavior of 
biological systems involved in protein structure and 
function, gene expression, metabolic flux distributions, 
genetic circuit regulation and in higher levels of 
organization. 

First, an optimization based procedure (Moore and 
Maranas, 2002) is described for guiding/optimizing the 
sequence diversity spanned by combinatorial libraries 
generated by DNA recombination. The procedure builds 
on the predictive eShuffle framework (Moore et al., 2001) 
that was developed to quantify the statistics of library 
diversity generated via DNA recombination for a variety 

of protocol setups. In the optimization procedure, the fact 
that many amino acids have multiple codon 
representations (i.e., different triplets of DNA nucleotides 
spell the same residue) is exploited. This codon 
optimization procedure (eCodonOpt) relies on a mixed-
integer linear programming (MILP) representation and 
solution strategy. 

The next section switches focus from protein 
engineering to analysis and discovery in metabolic 
pathways. Specifically, we examine how to identify the 
theoretical performance limits of metabolic networks, 
constrained only by stoichiometric and thermodynamic 
constraints, in the presence of gene additions or deletions. 
The recombination of new genes into a metabolic network 
and/or the deletion of existing ones is modeled using 
binary variables leading to an MILP representation 
(Burgard and Maranas, 2001; Burgard et al., 2001). The 
objective function to be optimized typically draws upon 
the maximization of biomass, ATP usage or specific 
biochemical secretions. Here a procedure (ObjFind) is 
discussed for rigorously identifying what objective 
function, if any, is consistent with a set of experimentally 
derived metabolic fluxes. This procedure gives rise to a 
bilevel optimization problem that by using LP duality is 
converted into a single level nonlinear optimization 
problem. 



 

Finally, the last section highlights ongoing efforts 
aimed at identifying the underlying regulatory networks 
that govern gene expression. DNA microarray 
experiments can nowadays routinely provide gene 
expression data in a high-throughput manner (i.e., 
thousands of genes probed simultaneously) for a time 
series or system perturbation study. Here we highlight two 
alternative approaches for inferring underlying regulatory 
networks defined as a gene-gene directed graph of yes/no 
interactions. The first approach is based on a descriptive 
method that constructs a statistical model of the 
conditional gene expression (Bayesian networks) while the 
later uses a predictive model-based description of gene 
expression as a function of the expression of other genes 
in the previous time points. 

Modeling and Optimization in Protein Engineering 

Directed evolution methods accelerate the process of 
Darwinian evolution and selection to generate proteins 
with improved function. These methods (see Figure 1) 
typically begin with the infusion of diversity into a limited 
set of parental nucleotide sequences through DNA 
recombination and/or mutagenesis. The resulting 
combinatorial DNA library is ligated into an expression 
vector and transformed into an appropriate host. A high-
throughput screening or selection procedure is then used 
to identify the best variants for final sequencing or 
additional rounds of recombination or mutagenesis. The 
cycles of recombination/mutagenesis, screening and 
isolation continue until a protein with the desired level of 
improvement is found. 

In the last few years, remarkable success stories of 
directed evolution have been reported. Many directed 
evolution studies have been highlighted in excellent 
reviews by Petrounia and Arnold, (2000), Schmidt-
Dannert (2001) and Brakmann (2001). Despite these 
successes, directed evolution protocols have been 
developed and used largely based on empirical 
information and experience without a quantitative 
understanding of how diversity is distributed in the 
combinatorial DNA libraries and what crossover 
combinations are likely to give rise to functional 
recombinant protein hybrids. 

A key challenge in directed evolution is that only an 

infinitesimally small fraction of the diversity afforded by 
DNA sequences can be examined regardless of the 
efficiency of the screening procedure. For example, a 500-
nucleotide gene implies 4500 ≈ 10301 alternatives, but even 
the most efficient in vivo screening methods can query 
only up to 107-108 DNA sequences (typically limited by 
transformation efficiency). In addition, only a few of the 
library members may be functional. Therefore, it is 
important to know how diversity is generated and 
allocated in the combinatorial DNA library and what 
crossover patterns yield recombinant hybrids that are 
likely to be functional. Earlier we developed a systematic 
computational framework named eShuffle (Moore et al., 
2001) for identifying the statistics of library diversity for 
the DNA shuffling recombination protocol. Both 
experimental results and theoretical predictions have 
revealed that DNA shuffling cannot generate crossovers 
below a parental sequence identity threshold of 
approximately 60%. Therefore, the use of an optimized 
codon representation to increase the number of crossovers 
generated has been explored. 

Here we discuss a method of designing DNA 
sequences that, upon DNA shuffling, generate an 
increased number of crossovers by exploiting the inherent 
redundancy in the codon representation. For example, 
isoleucine has the following three synonymous codon 
representations: ATA, ATC and ATT. The key motivation 
here is that it is possible to optimize the underlying 
parental DNA sequence codon representation for 
increasing and/or shaping diversity while at the same time 
preserving the parental amino acid encodings in the 
generated combinatorial protein libraries. This strategy is 
well suited in cases where parental sequences are 
synthetically generated (e.g., through oligomer ligation). 
The utility of codon usage optimization has been 
recognized and exploited in a largely empirical way in the 
context of industrially developed directed evolution 
protocols such as oligo shuffling (Stemmer, 2000) and 
GeneReassembly (Short, 1999). Here a systematic 
computational framework named eCodonOpt (Moore and 
Maranas, 2002) is described for exploring the limits of 
performance that can be achieved through codon 
optimization. Specifically, we discuss a constraint-based 
modeling framework that permits only nucleotide 
sequences encoding the underlying parental proteins as 
solutions. It utilizes 0-1 binary variables as on/off switches 
to model the presence of a specific codon choice in a 
given residue position. DNA shuffling (Stemmer, 1994ab) 
is used as the benchmark recombination method to 
showcase the framework. The eCodonOpt framework 
(along with Figures 2 and 3) was introduced in Nucleic 
Acids Research, a publication of Oxford University Press. 

The basic problem addressed in this work can be 
stated as follows. Given a set of parental proteins, design 
the optimal nucleotide sequences encoding those proteins 
for a given diversity objective. Below, the index notation, 
variables, parameters and constraints utilized in the basic 
eCodonOpt model are listed: 

crossover
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Figure 1: Schematic representation of the 
key steps of directed evolution experiments. 

Crossovers are defined as the junction points 
between segments from different parental 

sequences. 
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Specifically, the proposed model utilizes the binary 

variable xink to represent the underlying nucleotide 
representation n = (A, T, C, G) at every sequence position 
i of the parental protein k. Parameter aink is equal to one 
only if there exists at least one codon representation that 
allows the use of nucleotide n at position i of parental 
sequence k. Parameter kinnb

1
 is equal to one only if 

nucleotides (n,n1) are both permitted at the first two codon 
positions, whereas parameter kinnc

2
 is equal to one if 

nucleotides (n,n2) are present at the first and third codon 
positions. These parameter values are determined by 
scanning the parental proteins against the codon 
translation table. See Tables 1-3 in the supplementary 
material of (Moore and Maranas, 2002) for a complete list 
of parameter values for all twenty amino acids. 

Codon Constraints 

Because only one nucleotide choice n can be present 
at each position i of sequence k, xink is allowed a non-zero 
value for only one of the (A, T, C, G) choices for n for 
every (i,k) pair (see constraint (1)). In addition, if a 
particular triplet (i,n,k) is not permitted (aink = 0) then 
variable xink is forced to zero (constraint (2)). 

kix
n

ink ,,1 ∀=∑   (1) 

0:,,,0 =∀= inkink aknix   (2) 

Constraints (1) and (2) suffice for residues with a 
single degenerate position (e.g., alanine). Additional 
constraints are needed for residues with multiple codon 
redundancies such as serine, arginine and leucine. 

Constraint For Serine Encoding Positions 

Specifically for serine with degenerate first and 
second codon positions, if a consecutive pair (n,n1) is 
disallowed ( 0

1
=kinnb ) then xink and knix

1,1+  cannot both be 

equal to one. 

0:,,,,1
11 1,1 =∀≤+ + kinnkniink bknnixx  (3) 

Constraint For Arginine, Leucine and Serine Positions 

Similarly, for degeneracies in the first and third 
position for arginine, leucine and serine residues, the 
following constraint is needed. 

0:,,,,1
22 2,2 =∀≤+ + kinnkniink cknnixx  (4) 

Limiting the Number of Codon Manipulations 

One may want to limit the number of codon 
representation changes (i.e., silent nucleotide mutations) 
made to the wild-type DNA sequences. Specifically, the 
total number of silent nucleotide point mutations in the 
designed sequences could be set to be less than an upper 
limit P. This requires the definition of the following 
additional parameters: 



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nnδ  

wink = codon representation corresponding to the wild-type 
          (original) nucleotide sequences 

P = maximum number of point mutations permitted from 
      wild-type nucleotide sequences 

Constraint (5) establishes an upper bound to the total 
number of allowable silent point mutations. 
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This constraint-based modeling framework allows the 
space of possible codon representations (codified in 
variable xink and subject to constraints (1-4)) to be 
searched for the one that optimizes a user defined diversity 
objective. Next, results for maximizing the number of 
crossovers generated for a pair of parental sequences are 
discussed. Additional results for and (i) minimizing bias in 
family DNA shuffling and (ii) maximizing the relative 
frequency of crossovers in specific structural regions are 
provided in (Moore and Maranas, 2002), and optimized 
sequences for each of the objectives are supplied in the 
supplementary material of the same reference. 

Crossover statistics for different parental sequence 
codon representations can be estimated by the eShuffle 



 

program, as discussed earlier (Moore et al., 2001). 
However, because the CPU of an eShuffle run can range 
from minutes to hours, utilizing eShuffle in the context of 
optimization loops is impractical for all but the simplest 
cases. Instead, two simple surrogate objectives for 
crossover generation are postulated and subsequently 
tested: (a) maximization of the pairwise sequence identity 
between the parental DNA sequences and (b) 
minimization of the total free energy change upon 
complete annealing of the two DNA sequences. Both of 
these surrogates for crossover generation capture the fact 
that crossover formation in DNA shuffling occurs 
predominantly within regions of near perfect sequence 
identity. 

Surrogate (a): Maximizing Pairwise Sequence Identity 

This intuitive surrogate for crossover generation 
implies that the degree of sequence identity between a pair 
of DNA sequences correlates with the number of 
crossovers generated. The calculation of the sequence 
identity is performed by counting the total number of 
matching nucleotides, 

kkM ~ , between two aligned parental 

sequences k and k~ . 

kkkxxM
i nn

kniinknnkk >∀=∑∑ ~,,
~,
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Note that the nonlinearity introduced by the product 
of binary variables (

kniink xx ~~ ) is eliminated (Moore and 

Maranas, 2002). Therefore, the first surrogate for 
maximizing crossover generation upon codon optimization 
involves maximizing 

kkM ~  subject to constraints (1-4) and 

(6). Constraint (5) is added if a limit on the total number 
of silent nucleotide mutations is needed. This problem 
belongs to the class of mixed-integer linear programming 
(MILP) problems and is solved using CPLEX 7.0 (Brooke 
et al., 1998) accessed through the GAMS modeling 
environment (Brooke et al., 1998). Note without any 
additional restrictions such as (5), this problem 
decomposes over codons and can be solved in linear 
complexity. This decoupling, however, does not hold for 
the second surrogate. 

Surrogate (b): Minimizing ∆G of Annealing 

The second surrogate objective implies that crossover 
generation correlates with the total free energy change 
upon complete annealing of the recombining pair of DNA 
sequences. The free energy change is approximated using 
empirical nearest-neighbor parameters (SantaLucia Jr., 
1998) that decompose the free energy calculation into the 
sum of the contributions of overlapping 2-nucleotide (nt) 
units (see Figure 2). Matching pairs contribute negative 
free energy terms lowering the total free energy change of 
annealing, whereas mismatches contribute positive terms 
increasing the free energy change. Parameter set pair

nnnnG
11

~~∆  

stores the free energy change associated with the 

annealing of nucleotide pair (n,n1) with )~,~( 1nn . The total 
free energy change 

kkG ~∆  upon complete annealing of two 

parental sequences )~,( kk  is calculated by summing over 
the contribution of all nucleotide pairs at positions (i,i + 1) 
along the entire sequence length. 
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Note that the four-term product in the expression is 
subsequently expressed in an equivalent linear form 
(Moore and Maranas, 2002). Therefore, the second 
surrogate for crossover generation in DNA shuffling 
involves minimizing 

kkG ~∆  subject to constraints (1-4, 7) 

and optionally (5). 

These two surrogate choices are tested based on the 
DNA shuffling of two glycinamide ribonucleotide (GAR) 
transformylases. Specifically, the DNA shuffling of the E. 
coli and human versions of GAR transformylase is 
studied. The wild-type parental sequences share a very 
low nucleotide sequence identity of 49% even though the 
two enzymes share the same function and presumably the 
same structure (Ostermeier et al., 1999). In the absence of 
any codon optimization, DNA shuffling crossovers are 
extremely rare for this system as shown previously in 
(Moore et al., 2001); therefore, there is clearly a need to 
increase the number of crossovers generated. 

First, surrogate objective (a), maximizing the 
sequence identity of the two GAR transformylases, M12, is 
examined. The maximum sequence identity upon codon 
optimization is identified for an increasing number of 
allowed silent nucleotide mutations. These codon-
engineered parental sequences are next fed to eShuffle to 
predict the total number of crossovers expected to be 
generated upon DNA shuffling. Crossover numbers are 
plotted in Figure 3 from zero (wild-type) to 320 permitted 
silent mutations. Interestingly, after 90-100 point 
mutations are accumulated, the total number of crossovers 
rapidly increases reaching a maximum value of about 1.5 
crossovers per sequence. Beyond this point, sequence 
identity ceases to correlate with crossover generation 
leading to the plateau effect beyond 140 silent mutations 
as shown in Figure 3. The second surrogate objective, 
involving the minimization of the free energy change of 
annealing, ∆G12, provides much better correlation with the 
extent of crossover formation. Almost twice as many 

Figure 2: Calculation of annealing free 
energy change using overlapping nearest-

nucleotide pairs. 

ATCGATCGATTA

CTCAATCGCGA

∆G = ∆GAT/TC + ∆GTC/CG + ∆GCG/GC + ∆GGA/CG + ∆GAT/GA



 
 
crossovers are formed compared with the previous 
surrogate (see Figure 3). The key difference is that, unlike 
sequence identity, the free energy change continues to 
correlate strongly with crossover formation even for very 
high numbers of silent mutations, preventing the onset of 
the plateau. 

The free energy change of annealing outperforms 
sequence identity as a surrogate for crossover formation 
because it appropriately weighs the thermodynamic 
contribution of different matches and mismatches. In 
addition, by considering the contribution of overlapping 
nucleotide pairs, it places a higher emphasis on blocks of 
sequence identity over isolated nucleotide matches. 
Sequence identity is not as successful as a surrogate 
because the matching nucleotides do not necessarily group 
into crossover-generating blocks of sequence identity. The 
qualitative trends in the result hold for a wide range of 
example problems studied so far implying that free energy 
of annealing appears to be universally superior to 
sequence identity as a predictor of crossover formation. 
This result has a direct implication on the way DNA 
shuffling studies are conducted and parental DNA 
sequences are engineered. 

Optimization in Metabolic Modeling 

The analysis and modification of metabolic pathways, 
known as metabolic engineering, has attracted significant 
interest in recent years catalyzed by the rapidly increasing 
number of sequenced microbial genomes. Overall, over 
sixty microbial genomes have been completely sequenced 
and many more sequencing projects are currently 
underway (Peterson et al., 2001).  In addition, current 
bioinformatic tools will allow the functional assignment of 
40-70% of these newly sequenced genomes (Eisenberg et 
al., 2000).  This flood of genomic information coupled 
with gene annotation and metabolic reconstruction efforts 
is poised to revolutionize the understanding of microbial 
metabolic networks of biotechnological and biomedical 
importance. Improved understanding of metabolic 
networks may uncover the manipulations necessary to 

enhance the biochemical production capabilities of a 
microorganism or suggest promising targets in pathogenic 
microbes for gene therapy.  Here we utilize recently 
acquired genomic information in conjunction with 
stoichiometric models of microbial metabolism to develop 
optimization techniques for enhancing their descriptive 
and predictive capabilities. 

Metabolic models are particularly useful for 
investigating how raw materials (i.e., glucose, oxygen, 
etc.) are converted to products (i.e., desired biochemicals 
or cellular biomass precursors – amino acids, nucleotides, 
lipids, etc.) in individual cells. Stoichiometric (i.e., flux 
balance analysis) models of cellular metabolism require 
only the stoichiometry of biochemical pathways and 
cellular composition information to identify boundaries for 
the flux distributions available to the cell. The underlying 
principle of flux balance analysis (FBA) is mass balances 
on the metabolites of interest. Fo  r a steady-state 
metabolic network comprised of N metabolites and M 
metabolic reactions we have, 

,
1

i

M

j
jij bvS =∑

=

 ∀  i ∈ N  

where Sij is the stoichiometric coefficient of metabolite i in 
reaction j, vj represents the flux of reaction j, and bi 
quantifies the network’s uptake (if negative) or secretion 
(if positive) of metabolite i. For all internal metabolites, bi 
is zero. 

Typically, the resulting flux balance system of 
equations is underdetermined as the number of reactions 
exceeds the number of metabolites, and additional 
information is required to solve for the reaction fluxes. A 
popular technique for investigating metabolic flux 
distributions is linear optimization (Varma and Palsson, 
1994). The key conjecture is that the cell is capable of 
spanning all flux combinations allowable by the 
stoichiometric constraints. Thus instead of predicting 
exactly how a metabolic network behaves, these models 
narrow the range of possible phenotypes (i.e., cellular 
behaviors) these systems can display in pursuit of a 
metabolic objective.  Therefore, FBA predictions are 
typically treated as theoretical limits to the performance of 
metabolic networks.  However, experimental evidence 
suggests that organisms have developed control structures 
to ensure optimal growth (i.e., maximum biomass 
production) in response to certain environmental 
conditions (Edwards and Palsson, 2000; Edwards et al., 
2001). The general flux balance analysis model for a 
steady-state metabolic network optimized for maximum 
biomass formation is  

max   biomassvZ =  

subject to 
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 ∀  i ∈ N  

,0≥jv   ∀  j ∈ M  

Figure 3: The total number of crossovers 
increases as more point mutations are 

permitted. Free energy change 
outperforms sequence identity as a 

surrogate. 
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where vbiomass is a flux drain comprised of all necessary 
components of biomass (i.e., amino acids, nucleotides, 
etc.) in their appropriate biological ratios (Neidhardt and 
Curtiss, 1996). Stoichiometric models have in some cases 
been successful in predicting the phenotypical 
characteristics of cells such as growth rates (Pons et al., 
1996; Edwards et al., 2001), metabolic byproduct 
secretion rates (Varma et al., 1993), biochemical 
production rates (Jorgensen et al., 1995; Henriksen et al., 
1996), and viability in the presence of gene deletions 
(Edwards and Palsson, 2000). 

In silico Modeling of Gene Additions 

The explosive growth of annotated genes associated 
with metabolism calls for a systematic procedure for 
determining the most promising recombination choices. A 
framework has been developed utilizing flux balance 
analysis and mixed-integer programming tools to select 
the mathematically optimal gene set for recombination into 
E. coli or other prokaryotes from a metabolic database 
encompassing many genes from multiple species. The 
resulting pathways need not lie directly on main 
production pathways, as they may enhance production 
indirectly by either redirecting metabolic fluxes into the 
production pathways or by increasing the energy 
efficiency of the present pathways. 

A comprehensive stoichiometric matrix containing all 
known metabolic reactions from the Kyoto Encyclopedia 
of Genes and Genomes (KEGG) (Kanehisa and Goto, 
2000) and Ecocyc (Karp et al., 2000), (a web review of 
Ecocyc is available by Maranas and Burgard (2001)), and 
other sources has been compiled and incorporated into the 
flux balance model of the model organism (e.g., E. coli). 
Such a stoichiometric matrix, containing already 3,400 
reactions, is currently under development (Burgard and 
Maranas, 2001). We refer to this multi-species 
stoichiometric matrix as the Universal stoichiometric 
matrix.  

A detailed description of how to model gene additions 
or deletions within a MILP framework is provided in 
(Burgard and Maranas, 2001). Here, for the sake of 
simplicity of presentation, a one to one mapping of genes 
to reactions is assumed. This is relaxed in the detailed 
model description (Burgard and Maranas, 2001). 
Specifically, let binary variables yj describe the presence 
or absence of each gene/metabolic reaction j.   





=
functional andpresent  is  gene if1,

organismhost  in the expressednot  is  gene if0,
j
j

y j
 

Thus the following constraint, 

jjj yvv max0 ≤≤  

ensures that vj = 0 if there exists no active gene capable of 
supporting reaction j. Alternatively, if such a gene, vj is 
allowed to assume any value between zero and an upper 
bound vj

max. Selecting up to h new genes to recombine into 
the host organism (i.e., E. coli) so that a metabolic 
objective v* is maximized can be formulated as an MILP 
problem. This is accomplished by augmenting the LP flux 
balance model with constraint yj = 1, ∀ j ∈ E that ensures 
that all E. coli genes are available as well as constraint 

hy
NEj

j ≤∑
∈

 

that allows up to h foreign genes to be incorporated in E. 
coli out of the comprehensive list contained in the 
Universal matrix (i.e., NE). Reactions chosen by the model 
but absent in E. coli (i.e., all nonzero yj elements of NE) 
provide routes for manipulating the cellular metabolism 
through recombinant DNA technology. 

Preliminary results using the flux balance E. coli 
model (Pramanik and Keasling, 1997) modified (Burgard 
and Maranas, 2001) to include up to date information from 
Ecocyc (Karp et al., 2002) demonstrate that improvements 
to seven amino acid production pathways of E. coli are 
theoretically attainable with the addition of genes from 
foreign organisms (see Table 1). In most cases, only one 
or two genes were added to the original amino acid 

Table 1: Model predictions for maximum theoretical yields of seven amino 
acids for growth on acetate and glucose 

 
Maximum Theoretical Yield  
(mmol / per 10 mmol Glucose) 

Maximum Theoretical Yield  
(mmol / per 10 mmol Acetate) 

 
Modified 

Keasling ‘97 
Universal 

Model 
% 

Increase 
Modified 

Keasling ‘97
Universal 

Model 
% 

Increase 
Arginine 9.26 10.07 8.75% 2.43 2.65 9.05% 
Asparagine 18.18 19.23 5.77% 4.66 4.91 5.45% 
Cysteine 11.49 11.90 3.57% 3.29 3.42 3.80% 
Histidine 9.77 9.80 0.23% 2.43 2.54 4.53% 
Isoleucine 8.00 8.07 0.91% 2.13 2.13 - 
Methionine 7.04 7.19 2.16% 1.81 1.85 2.46% 
Tryptophan 4.67 4.73 1.28% 1.17 1.19 1.32% 

Modified Keasling '97:   Modified Pramanik and Keasling (1997) E. coli model 
Universal Model:            Modified Pramanik and Keasling (1997) model augmented with the 
                                        non-E. coli reactions compiled from KEGG 



 
 
production pathway even though the complete list of 3,400 
reactions was available for selection. The mechanism of 
all identified enhancements is either by: (i) improving the 
energy efficiency and/or (ii) increasing the carbon 
conversion efficiency of the production route. 
Manipulation of the arginine pathway showed the most 
promise with 8.75% and 9.05% improvements for growth 
on glucose and acetate, respectively. Figure 4 shows the 
pathway modifications introduced in the recombined 
network for growth on glucose. Overall, the additional 
genes used by the Universal model save the original 
pathway three net ATP bonds increasing arginine 
production by 8.75%. Similar trends are revealed when 
other native and Universal amino acid production routes 
for glucose and acetate substrates are examined. 

Minimal Reaction Set Identification 

The recent explosion of fully sequenced genomes has 
brought significant attention to the question of how many 
genes are necessary for sustaining cellular life. A minimal 
genome is generally defined as the smallest set of genes 
that allows for replication and growth in a particular 
environment (Cho et al., 1999), and the existence of 
multiple, quite different, species and environment specific 
minimal genomes has been speculated (Huynen, 2000). 
Here we discuss a computational procedure for testing this 
claim by estimating the minimum life-sustaining core of 
metabolic reactions required for given growth rates under 
different uptake conditions. We formulate this problem as 
the following optimization problem 

min  ∑
=

M

j
jy

1

 

subject to  

,
1
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M

j
jij bvS =∑

=

 ∀  i ∈ N   

target
biomassbiomass vv ≥  

0 ≤ vj ≤ vj
maxyj  , ∀  j ∈ M  

{ }1,0∈jy   , ∀  j ∈ M 

that solves for the smallest set of metabolic reactions that 
satisfies the stoichiometric constraints and meets a 
biomass target production rate target

biomassv . Alternatively, 
instead of a biomass target, minimum levels of ATP 
production or lowest allowable levels of key 
components/metabolites could be incorporated in the 
model. The novel feature of this analysis is that whereas 
previous attempts utilized reductionist methodologies to 
extract the set of essential genes through a series of gene 
knock-outs, here we simultaneously assess the effect of all 
reactions on biomass production and select the minimal set 
that meets a given growth rate target (whole-system 
approach). A minimal gene set can then be inferred by 
mapping the enzyme(s) catalyzing these reactions to the 
corresponding coding genes. 

Preliminary results based on the E. coli FBA model of 
Edwards and Palsson (2000), for the first time 
quantitatively demonstrated that minimal reaction sets and 
thus corresponding minimal gene sets are strongly 
dependent on the uptake opportunities afforded by the 
growth medium and the imposed growth requirements 
(Burgard et al., 2001).  Figure 5 shows the number of 
reactions in each minimal set as a function of the growth 
demands placed on the network for growth on glucose.  In 
addition, whereas it was found that an E. coli cell grown 
on glucose substrate requires at least 224 metabolic 
reactions, a cell cultured on an optimally engineered 
medium could support growth with as few as 122 
metabolic reactions.   

Furthermore, note that neither the minimal reaction 
sets nor their corresponding reaction fluxes were found to 
be unique. Even after excluding cycles and isoenzymes, 
hundreds of multiple minimal sets were identified 
providing a computational confirmation of the astounding 
redundancy and flux redirection versatility of the E. coli 
network. The existence and subsequent identification of 
multiple optima in undetermined stoichiometric models 

Figure 4: Difference between optimal E. coli 
and Universal arginine production pathways 
for growth on glucose: (a) The pyrophosphate 
dependent analog of 6-phosphofructokinase in 

the Universal model replaces the ATP 
dependent version present in E. coli. (b) 

Carbamate kinase in the Universal model 
replaces carbamoyl phosphate synthetase from 

the E. coli network. 

Figure 5: Number of reactions in each 
minimal set as a function of the imposed 

growth demands for a glucose uptake 
environment. 

210

215

220

225

230

235

10
0% 90
%

80
%

70
%

60
%

50
%

40
%

30
%

20
%

10
% 1%

Target % of Maximum Growth Rate

N
um

be
r 

of
 R

ea
ct

io
ns



 

could be used to examine metabolic regulation hypotheses 
or to aid the design of experiments aimed at discriminating 
between alternate flux distributions (Lee et al., 2000).  
Finally, for the glucose-only uptake study, it must be 
noted that all identified minimal reactions sets included 11 
out of 12 reactions whose corresponding gene deletions 
were determined experimentally to be lethal for growth on 
glucose. Earlier analyses (Edwards and Palsson, 2000) 
based on single gene deletions conducted with this model 
using LP optimization were able to identify only 7 out of 
12 lethal gene deletions motivating the importance of 
considering simultaneous gene deletions within an MILP 
framework. 

Determination of Cellular Objective Functions 

Here we describe a mathematically rigorous 
framework for testing whether experimental flux data are 
consistent with different hypothesized objective functions. 
Specifically, we identified weights or coefficients cj for 
every reaction j that accept a set of experimental fluxes 
vj

exp as an optimal solution to the following linear 
programming problem heretofore referred to as the Primal. 
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This mathematical framework, named ObjFind, requires 
the solution of a bilevel optimization problem minimizing 
the squared deviations of identified fluxes vj from 
experimental data vj

exp while ensuring that the identified 
fluxes are the solution of the inner optimization problem. 
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Here the coefficients cj for the inner problem are adjusted 
by the outer problem so that the sum-squared difference 
between the experimental fluxes and the optimal inner 

solution vj are minimized.  A solution strategy founded 
upon duality theory concepts was employed. For example, 
the dual problem associated with the linear programming 
problem given by the Primal is  

min ZD = (uptake rate)⋅g 
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where ui is the dual variable associated with the first set of 
constraints in the Primal, g is the dual variable associated 
with the glucose uptake constraint. The dual variables, ui 
and g, indicate the change in the optimal value of ZP per 
unit change in the right hand side of their associated 
constraint. Likewise, the reaction fluxes, vj, are the dual 
variables associated with the constraints to the Dual 
problem. Strong duality implies that if the primal has an 
optimal solution, so does the dual, and their respective 
optimal objective values are equal. Furthermore, the 
primal and dual problems can be simultaneously feasible 
only at their respective optimal solutions. Therefore by 
constructing an optimization problem formulation that 
includes both the Primal and Dual constraints along with 
an equality constraint forcing their respective objective 
function values to be equal to each other, we ensure that 
any feasible solution (vj, g, ui) will be optimal to both the 
Primal and Dual problems. The solution of the following 
single level nonlinear optimization problem (NLP) 
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systematically characterizes the set of all possible cj values 
consistent with the minimization of sum-squared 
difference between a subset of observed fluxes vj

exp and an 
optimal solution to the Primal. It should be noted that the 
constraint (ZP = ZD) is nonconvex due to the bilinear cjvj 
terms. Therefore, multiple starting points were used to 
identify many local optimal solutions in search of the 
global optimum. Problems containing as many as 200 
variables were solved in seconds using MINOS 5.0 
accessed via the GAMS modeling environment on an IBM 
RS6000-270 workstation. 

In this study, coefficients of importance (CoI) were 
first assigned to each reaction flux that consumes, by 
either draining or dissipating, a resource in the network. 
The reaction fluxes associated with these coefficients are 
shown with bold arrows in Figure 6. ObjFind was then 
employed to identify CoI’s consistent with the aerobic and 
anaerobic experimental flux distributions for each 
condition (see Figure 7). Remarkably, the CoI’s for both 
growth conditions were strikingly similar even though the 
flux distributions for the two cases were quite different. 
This unexpected convergence is consistent with the 
presence of a single metabolic objective driving the flux 
distributions in both cases. It also appeared that fluxes 
with similar CoI’s clustered within groups that are both 
topologically and functionally related as depicted by 
Figure 7. 

Next, we examined how close these coefficients of 
importance track the biomass maximization hypothesis. A 
biomass reaction flux, complete with energy and reducing 
power requirements, was included to drain metabolic 
precursors in their appropriate ratios as proposed by 
(Neidhardt and Curtiss, 1996) for biomass formation. A 
CoI was assigned to this aggregate biomass flux. We then 
identified its maximum value capable of explaining the 
flux distributions for the aerobic and anaerobic cases, 
respectively. We find that the maximum possible values of 
the biomass CoI’s for the aerobic and anaerobic cases 
were 0.58 and 0.68, respectively, as shown by Figure 7. 
No other flux has a coefficient of importance nearly as 
high as the one identified for biomass formation. 

As more complete flux distributions are deciphered 
through isotopomer experiments, we expect the ObjFind 
procedure to be used for testing/inferring hypothesized 
objective functions in metabolism. 

Gene Regulatory Network Identification 

Ongoing large-scale sequencing projects and 
subsequent gene annotation efforts are generating a 
“spare-parts” catalogue of the genes present in an 
organism as well as their likely functions with an ever 
accelerating pace. While the same set of genes is present 
in all cells of an organism, widely different temporal and 

Figure 6: The reaction fluxes allowed to 
assume non-zero coefficients of importance 

are shown with bold arrows. Note the 
magnitudes of the CoI’s are similar for 
both the aerobic and anaerobic growth 

conditions. 
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Figure 7: The values of the coefficients of 
importance for the aerobic ( ) and 

anaerobic (□) experimental flux distribution 
when (a) no biomass flux is included and (b) 

a biomass flux is included. 
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Figure 8. Two steps involved in uncovering gene 
regulatory networks from microarray data. 

spatial gene expression profiles give rise to astoundingly 
diverse cellular morphology and functionality. 
Consequently, to understand how genes modulate 
intracellular and intercellular processes, entire regulatory 
gene interaction networks need to be deciphered so that 
questions such as which genes are expressed, when, where 
and to what extent, can be answered with relative certainty 
and confidence. Elucidation of such networks is essential 
not only for understanding the mechanics of various 
fundamental biological processes, like metabolism, cell 
growth and differentiation, but also for uncovering novel 
techniques/products that can be subsequently used to alter 
these processes. 

To this end, DNA microarray technology has emerged 
as the enabling tool for rapidly measuring the spatio-
temporal expression levels of genes in a massively parallel 
fashion (Spellman et al., 1998). However, most gene 
regulatory networks are comprised of a complex web of 
positive and negative feedback loops. This has motivated 
the development of formal systems-based network 
inference methods for unambiguously identifying the 
structure of gene regulatory networks given temporal gene 
expression data obtained through DNA microarray 
experiments (Figure 8). 

Most early network inference methods relied 
primarily on clustering genes on the basis of their 
expression profiles (Eisen et al., 1998; Wen et al., 1998; 
D'haeseleer et al., 2000). Lately, there has been 
considerable interest in developing computational tools 
that go beyond answering the question of whether two 
genes have similar expression profiles. Instead, the central 
question that is being raised is whether we can find, 
hidden within gene expression data, the signature, extent 
and directionality of interactions between different genes. 
In other words, rather than simply grouping genes with 
similar expression profiles, new methods attempt to learn 
gene regulatory patterns from expression data.  

Broadly, these methods can be classified into two 
distinct categories based on their fundamental treatment of 
gene interactions. Model-based methods assume that there 
exists a formalism Y = f(X) that captures the effect of 
expression level of gene X on that of gene Y. Different 
choices for the functionality of f( ) (e.g., linear, sigmoidal, 
etc.) give rise to different versions of model-based 
methods (D'haeseleer et al., 1999; Weaver et al., 1999; 
Holter et al., 2001). On the other hand, statistics-based 
methods start from a subtly different assumption by 
postulating that the experimentally observed gene 
expression profiles correspond to samples drawn from an 

unknown, multivariate probability distribution which 
needs to be determined. Bayesian networks provide the 
means for achieving this objective by postulating a 
conditional probability model that explains the observed 
expression data (Friedman et al., 2000; Pe'er et al., 2001).  

In light of these alternative approaches for uncovering 
gene regulatory networks, key research questions include:  
1. Given a hypothesized gene regulatory network and a 

set of time series gene expression data, is it possible 
to identify arcs in the hypothesized network that are 
inconsistent with the observed data and suggest new 
ones that were missing in the original hypothesis?  

2. Given a set of interacting genes, is it possible to 
identify whether there are missing genes (or actors 
with no DNA fingerprint) that are strongly 
modulating gene expression levels in the current gene 
set?  

3. Finally, how can future forced gene 
expression/repression experiments be suggested for 
reducing the ambiguity/redundancy in the inferred 
gene regulatorynetworks?  

Bayesian Networks 

The Bayesian network formalism has emerged as one 
of the most promising statistics-based methods for 
analyzing gene expression data (Hartemink et al., 2001; 
Pe'er et al., 2001). In this approach, the mRNA expression 
levels of the genes are modeled as random variables. The 
state of the overall system (the underlying gene regulatory 
network) is subsequently modeled as a joint probability 
distribution over these random variables. Estimation of 
this probability distribution and its structural features is 
the basic goal of the Bayesian network approach  
(Friedman et al., 2000).  

To this end, a genetic regulatory system is modeled as 
a directed acyclic graph G = <V,E>. The vertices i ∈ V, (i 
= 1,…,N ) represent the genes and the directed edges (i,j) 
∈ E, (i = 1,…,N ; j = 1,…,N) represent conditional 
dependencies between the expression levels Xi and Xj. 
Each gene i is associated with a conditional probability 
distribution p ( Xi | Pa ( Xi ) ) where Pa ( Xi ) is the set of 
parental regulators of gene i. The joint probability 
distribution is then obtained as follows (see Figure 9 for a 
representative example). 

( ) ( )( )∏
=
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iN XpXXXp
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Figure 9. Bayesian network encoding the distribution 
p(X1,X2,X3,X4)= p(X1) p(X2 | X1) p(X3 | X1) p(X4 | X3). 



 
 

The decomposable form of the above equation is 
obtained under the Markov assumption that states that the 
expression level of a gene is independent of all other genes 
given the expression level of its parents. The basic 
problem addressed in the Bayesian network inference 
methodology can be stated as follows. 

 Given a set of experimental time series expression 
data e

itX  for i = 1,…,N genes at t = 1,…,T time points, 
determine (i) the parental set Pa (Xi) for each gene and (ii) 
the parameters describing the conditional distributions 
implied by the resulting network connectivity. 

In a typical microarray experiment dataset, the total 
number of genes is approximately 5,000-10,000. The 
expression of these genes is usually monitored at 10-20 
time points. The frequency of sampling depends on the 
time-scale of the biological phenomenon that is under 
investigation. Given the experimental uncertainty 
associated with these experiments, 4-5 replicate expression 
levels are recorded at each time point. 

The quality of fit of a particular network 
configuration to the data is assessed via scoring functions 
such as the Bayesian information criterion (BIC) or the 
Minimum Description Length criterion (MDL) 
(Heckerman, 1998). The BIC metric, which is adopted in 
our research, involves two components, an approximate 
log-likelihood term for the posterior probability of the 
model given the data, and a penalty term for preventing 
overfitting of the data with additional parameters. 
Maximization of the BIC over the space of alternative 
network structures and parameter settings results in the 
best fitting model while eliminating unnecessary arcs. 
Since the number of possible network structures is super-
exponential in the number of genes, heuristic searches 
such as greedy-hill climbing and simulated annealing are 
employed to find local maximums in the structure space. 
The basic algorithmic steps are as follows: 

1. Calculate the mutual information content for all 
possible gene pairs. 

2. For each gene i, select k genes with the highest 
mutual information to form the parent set Pa (Xi). 

3. Generate a random guess structure that satisfies 
the imposed parental relationships. 

4. Compute the BIC score for the guess structure. 
5. Consider all structures one-move away from the 

guess structure and calculate their BIC scores. A 
one-move away structure is obtained by either 
adding, deleting or reversing a single arc in the 
original guess structure. 

6. Select the structure with the largest improvement 
in BIC over the original guess structure.  

7. Repeat steps 3-6 over N (e.g., N ≈ 200) times. 
Select the top k (e.g., k ≈ 20) scoring models and 
average arcs. 

Interpretation of the resulting Bayesian network is not 
always straightforward. Special attention needs to be paid 
to the statistical confidence that can be assigned to the 
uncovered gene interactions. Bootstrap resampling of the 

data and subsequent relearning of the structure is adopted 
as the mean for determining the confidence level of an 
interaction (Friedman et al., 2000). Those interactions that 
tend to be robust to resampling (present in most resampled 
networks) are assigned higher confidence levels. Even for 
interactions with high confidence, there is often 
uncertainty about their directionality. For instance, an 
interaction may indicate a causal relationship in which the 
expression of gene A leads to activation/repression of gene 
B (directed arc), or may simply indicate co-expression of 
the genes (undirected arc). Follow up gene perturbation 
experiments would be necessary to confirm if a particular 
gene has causal link to another gene in the network. 

The developed procedure is applied to a 21 gene yeast 
time series data set. The regulatory network obtained is 
shown in Figure 10. The two main advantages of the 
Bayesian network approach are (i) the ability to handle 
noisy microarray data and (ii) the incorporation of 
previous biological knowledge in the learning algorithm 
by postulating a prior structure distribution (e.g., if a 
certain causal relationship is generally accepted in the 
literature, then structures that have this relationship can be 
assigned a higher probability) (Hartemink et al., 2001). 
However, the key drawback of this approach is that it 
cannot identify feedback loops in the regulatory network 
due to the acyclic nature of the network structure. This 
provides the motivation for investigating model-based 
approaches as described next. 

Model-based Methods 

 A variety of model-based approaches have been 
investigated for deciphering genetic regulatory networks 
from gene expression data. A Boolean network 
representation was among the first formalisms proposed to 
model gene interactions (Somogyi and Sniegoski, 1996; 
Akutsu et al., 1999; Ideker et al., 2000). In this approach, 
genes are assumed to be either ON or OFF and the input-
output relationships between them are modeled through 
deterministic logical functions (such as AND, OR, NOT, 
etc.). More recently, an extension of this approach to 
account for uncertainty in expression data has been 
proposed in the form of probabilistic Boolean networks 
(Akutsu et al., 2000; Shmulevich et al., 2002). The strong 
simplifying assumptions on which these approaches are 
based, such as Boolean gene expression and synchronous 
network dynamics, enable the analysis of relatively large 
regulatory networks. However, in most real gene 
expression settings, these underlying idealizations may not 
be appropriate since (i) genes are frequently expressed at 
intermediate expression levels and (ii) time delays are 
observed in state transitions (Jong, 2002). In the light of 
these limitations, more general approaches have been 
proposed. These include linear weight modeling 
(D'haeseleer et al., 1999; Weaver et al., 1999; Zak et al., 
2001), ordinary differential equations (Chen et al., 1999) 
and S-systems (Savageau, 1998; Akutsu et al., 2000; Maki 
et al., 2001). 



 

We are currently exploring a linear, additive model 
embedded within a constrained optimization framework 
for extracting the underlying regulatory network from 
gene expression time-series data. Specifically, binary (0-1) 
variables −+

ijij YY /  are used to model whether gene j 

enhances/represses the expression of gene i. The strength 
of these regulatory interactions and their temporal 
variation is captured through the regulatory coefficient 
variable ijtr . A linear additive relationship is assumed 

between the gene expression levels as given by 
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where itX  is the predicted expression level of gene i based 
on the experimentally measured expression levels e

jtX  (j = 

1,…,N) at time point t. Subsequently, the total absolute 
error between the predicted and the experimental gene 

expression levels is minimized to determine the optimal 
network connectivity through the solution of the following 
optimization model. 
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The second constraint in the above model formulation 
enforces exclusivity on the type of regulatory interaction 
that can be observed between any two genes. Bounds on 
the regulatory effect of this interaction are provided by the 
third constraint. The proposed model-based approach has 
the following key advantages. 

1. Additional biological knowledge in terms of 
limits on the maximum number of total 
interactions totM  and individual gene interactions 

iM  is systematically incorporated through 
additional constraints such as 

( ) tot
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2. Time delays and temporal variations in the 
network interactions are identified through the 
time-dependent regulatory coefficient. Also, 
changes in the network connectivity over time 
can be readily accommodated by introducing a 
time index on the binary variable. 

3. The proposed modeling approach has the 
flexibility to account for uncertainty in 
experimentally measured expression levels. 
Specifically, this can be achieved by includinga 
probabilistic description of the experimental data 
in terms of gene expression scenarios within the 
model setting in conjunction with a stochastic 
programming framework. 

For highlighting the applicability of the proposed 
approach, it is applied to the 21 gene data set previously 
analyzed with the Bayesian network approach. The 
regulatory network obtained is shown in Figure 11. The 
total number of allowed interactions is limited to 20, the 
number of interactions identified in the Bayesian network 
(Figure 10), and a maximum limit of 4 parents per gene is 
enforced.  

Comparison of the networks obtained by the two 
alternative approaches indicates that even though there are 
significant differences in the network connectivity, certain 
broad features are conserved. For instance, gene 21 
emerges as a central gene in both networks. Also, some 
gene interactions are either modulated with additional 
intermediate genes (for instance, the interaction between 

Figure 10. Bayesian network inferred from 
yeast microarray data. 
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gene 7 and gene 10 in the Bayesian network appears with 
gene 21 as an intermediate in the model-based network) or 
with reversed directionalities (e.g., interaction between 
genes 20 and 21). The key advantage of the model-based 
approach is the identification of feedback loops, such as 
the one consisting of genes 10, 21, 15 and 13 in Figure 
11.The fact that only one of the four high confidence links 
that was identified in the Bayesian network (10 to 7) is 
also identified in the model-based approach, highlights the 
need for exploring multiple network identification 
techniques in order to uncover a final “consensus” model. 

Summary 

In this paper, three problems of a biological nature 
studied in our group were addressed. Computational 
frameworks motivated by methodologies commonly used 
in process systems engineering were discussed for each of 
the problems. Both predictive and descriptive methods 
were included, illustrating the convergence of different 
methods and modeling techniques required in the fields of 
protein engineering, metabolic engineering and regulatory 
network identification. 

It is becoming increasingly apparent that the systems 
paradigm is most appropriate for biological analysis since 
organisms are much more than the sum of their individual 
parts (i.e., genes, proteins, etc.). Due to the exponential 
increase in sequencing and proteomic data, the use of 
formal systems engineering algorithms and methodologies 
in computational biology will become increasingly vital in 
the upcoming years. Challenges will be plentiful due to the 
necessity of connecting the genome/proteome with 
phenotypic characteristics, and systems engineering is well 
positioned to capitalize on these opportunities. 
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