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Abstract 

Process monitoring has to consider the problem of measurement uncertainty.A 
model based approach (data validation) is compared to data driven techniques 
for an industrial application..  
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1. Introduction 

Efficient process monitoring is a key issue in plant operation. However 
operators have to deal with measurement uncertainty, and take appropriate 
actions to address measurement errors. Process state, including the value of key 
performance indicators, must be assessed with suitable precision to enable the 
optimization of operating conditions. Drifts in process efficiency have to be 
detected as early as possible, and faults have to be identified. 
An industrial case study is presented here, where a model based approach (data 
validation) is compared to data driven techniques.  
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2. Current methods for process monitoring 

Two strategies can be adopted for efficient process monitoring: one based on a 
first principle process model, used to reconcile measurements, or one based on 
feature extraction from a large historical data set. 
Data validation [1,2] uses sensor redundancy and a plant model to reduce 
measurement uncertainty and to calculate all non measured state variables of the 
system. Data validation is nowadays routinely performed for steady state 
processes and commercial software is available to implement it online [3,4]. On 
the other hand, data mining uses large collections of historical data to seek the 
most favorable combination of operating parameters. Data clustering can reveal 
multiple ranges of operating conditions, and correlation analysis allows one to 
detect patterns in the data sets [5]. Both approaches provide help in process 
monitoring, but have complementary assets, as will be shown in the present 
case study. 

3. An industrial case study  

The case study focused on the steam system of a large industrial site 
(metallurgical plant, including coke furnaces, blast furnaces, steel plant, rolling 
mill, galvanization lines). Three steam generators are in operation (1x 120 ton/h, 
130 bar, 530°C, 2x 100 T/h, 70 bar, 510°C). They mainly supply steam on site, 
but back pressure and condensing turbines also generate power. Multiple fuels 
differing in quality and cost can be burnt; some of them are by-products of the 
process (coke oven gas and low heating value blast furnace gas) and must be 
used in priority, while other fuels (natural gas and heavy fuel oil) come as 
supplements.  
The goal of the study is to evaluate the energy efficiency of the steam 
generators, and to identify ways to increase the steam production, and 
consequently to raise the potential for electricity generation. 

3.1. Methodology  

Process data is collected automatically and values of the main process variables 
can be retrieved from the process information management system. Each of the 
3 steam generators was first studied independently. Values for 70 process 
measurements were retrieved for a 5-month period, using 10-minute averages.  
The performance indices, like the thermal efficiency, are not measured directly, 
and must be evaluated from several measured variables. However the 
measurement uncertainty propagates to the estimates of the performance 
parameters, thus some noise reduction technique is needed to extract useful 
information. A steady state data reconciliation model was developed using 
Belsim-Vali software [4] and all data sets were processed in order to evaluate 
and validate several key performance indices, such as the boiler efficiency, the 
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steam production, the fuel consumption, the oxygen content in the combustion 
gas.  
The data base was also processed using data mining tools (PEPITo Data Mining 
toolbox, developed by Pepite [5, 6]). Several tools were exploited for data 
analysis: histograms, scatter plots, dendrograms, correlation analysis and 
principal component analysis [7]. Other tools were used later for modeling and 
knowledge discovery, like decision trees [8], artificial neural networks [9], and 
K-Means [10]. 

3.2. Data processing 

The first attempt was to calculate the key performance indices using directly the 
raw measurements, but this provided little useful information, due to 
measurement uncertainty and noise. For instance, trying to calculate the energy 
efficiency directly from the measured values led to very noisy estimates, and 
sometimes unfeasible values (e.g. efficiency above 100%).This could be 
corrected using validated estimates (fig. 1). Adding validation results (e.g. 
validated efficiency) to the raw data sets provided additional dimensions to 
explore. Correlations between process variables and efficiency parameters were 
much clearer.  
Data reconciliation allowed also detecting failing sensors: for instance, the O2 
measurement in the stack gas of one generator was systematically wrong. 
Temperature measurements located at the outlet of an air preheater were also 
flagged. These measurements were temporarily discarded, but data validation 
allowed obtaining estimates for those variables. Faulty equipment was also 
diagnosed: the efficiency of one pump was clearly below standard, and the 
equipment was replaced, which resulted in immediate savings. 
In a few cases, the validation program could not provide a reliable answer, due 
to missing measurements for non redundant variables (temporary sensor 
failure), or due to convergence to a solution with large measurement corrections 
(thus with probable gross errors). These failures could be traced to operating 
conditions where the steady state assumption was not correct, and where 
operating parameters were modified suddenly (start up or shutdown of a boiler, 
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Figure 1 : noise reduction by using validation Figure 2 : Isolation of erroneous measurements 
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change in fuel). The data mining toolbox allowed designing a filtering strategy 
that is able to detect most of the data sets where the validation program would 
fail (fig. 2); in this case, because of the poor status of the instrumentation 
system (occasional missing data) or because transients causing data inconsistent 
with steady state operation. Furthermore a neural network has been trained to 
provide estimates of the suspicious or missing measurements, thus allowing the 
validation program to return useful results in almost all cases.  
As an example, 6433 data sets have been processed by data validation, resulting 
in precise estimates of the thermal efficiency of one steam generator. 1335 
validation results were used as a training set in order to tune a neural network 
able to reproduce validated efficiency using raw measured values. The other 
data set were used to validate the predictive capability of the neural net. 
Because the training has associated validated and raw measurement values, the 
neural network reproduces not only the relationship between process variables 
and efficiency, but it also involves the correction of the measurement bias 
(fig.3). It involves two 10-neurones hidden layers and handles 38 process 
inputs. This model is able to predict validated efficiency with a standard 
deviation of 0.085%, even when the validation χ2 test detects the presence of 
gross errors. This estimate is now displayed in real time in the control room 
(thus much faster than the validated value, that is available every 15 minutes), 
and provides a useful reference to the operator, who has some immediate 
feedback when process parameters are modified.   
The use of such a tool does not replace at all data reconciliation: in fact the 
neural network has to be trained periodically with updated reconciled values, in 
order to integrate changes in the process conditions, such as calibration or 
replacement of sensors. Furthermore the validation results are more complete.  
Extrapolating our findings, we suggest that the synergy of both techniques 
allows to display most wanted key performance indices in real time and to 
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Figure 3: efficiency predicted by neural net Figure 4 : Histogram : efficiency variation 
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access more numerous quality information data to optimize operation. Let us 
mention the possibility to access in real time the validated parameters to be 
compared to the set points in Advanced Process Control systems. 
The next step was to analyze the variability in the operating conditions, in order 
to try to identify those leading to the best efficiency. The range of efficiency 
variation is approximately 10%, as shown in figure 4.  
The root causes for efficiency variations were explored by building a decision 
tree in order to classify all data sets. Figure 5 shows that just a few variables are 
needed to explain most of the variability. The most significant parameters 
appear to be : 

1. the mixed gas lower heating value (50%) 
2. the combustion chamber temperature(10%) 
3. the boiler feed water flow rate (2%)  

4. Results and discussions 

This analysis provides clues on ways to improve the operation. The main 
decision has been to improve the control of excess air. The second one is to take 
advantage of design differences between the boilers, to select the right 
combination of boilers to operate according to the composition of the gas mix 
available. Coke oven gas is richer in hydrogen than blast furnace waste gas, and 
produces a flame that radiates better. This results in a difference in the internal 
temperature profiles, and a small but significant difference in efficiency.  
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Figure 5 : decision tree to classify operating conditions according to efficiency 
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5. Conclusions and perspectives for future work 

This case study shows clearly that data driven techniques and model based 
validation can operate in parallel and benefit from each other. Synergistic 
effects have been demonstrated: data validation is able to reduce the uncertainty 
on measured process variables and calculated values of performance indicators. 
Working with reconciled data helps data mining in the identification of efficient 
operating conditions, and in the detection of abnormal process states.  
Future developments are going on. They focus on the inclusion of the regression 
models in a decision tool, that should help the operator in optimizing the load 
distribution among all the available steam generators, in order to maximize the 
energy efficiency for a given power demand and a given gas mix availability. 
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