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Silverman-Ho Algorithm H ., norm normal state space system, which has no impulsive be-
havior and does not track the original system response
Abstract properly as demonstrated in [5]. Liu and Sreeram [5]

proposed a new reduction algorithm via the Nehari’s ap-
In this paper, thed,, suboptimal model reduction for proximation algorithm and overcome this issue. With
singular systems is investigated. An optimal model réhe approach in [5], the reduced-order model will be a
duction algorithm is designed for obtaining a stable réeally singular system and the approximation has been
duced model. A necessary and sufficient condition f@btained as desired. For discrete singular systems,
the existence of a stable reduced-order system is givénang et al. [4] discussed the same problem with the
and this criterion can be verified numerically. Also, @pproximation inf{/; norm and some results obtained.
numerical algorithm is presented for obtaining such Moreover, Zhang et al.[9] discussed the,, subopti-
reduced order stable system. mal model reduction problem for singular systems. In
[9], it requires the transfer matrix of the error system to
be rational in order to guarantee thdt, norm exists.
However, the existence of the reduced-order system was

In recent years, singular systems have been investigaféd Solved there and has remained open. Alsoffhe
extensively due to their broad applications in modellinG‘Od?| redgctlon problem for d|scrgte_5|ngular systems
and control of electrical circuits, power systems an§fas investigated in [3] with the restriction of admissible
economics, etc. Some important characteristics of siptoperty.
gular systems include combined dynamic and static S0- |, this paper, we will tackle the model reduction
lutions, impulsive l_)eh_avu_)rs and Iarge_ dlmen5|onal|t¥3rob|em for singular systems and will present a new ap-
Thu_s model reduction is vital for analysis and controll%roach for thefl. suboptimal model reduction. In or-
design for such systems [4, 6]. der to preserve the impulsive nature of singular systems,
The initial investigation of model reduction for sin-we will use reduced-order fast sub systems to approxi-
gular systems was the chained aggregation approdBfte the fast sub systems as proposed in [5, 9]. How-
proposed in [7]. The authors there developed a gef\er, a necessary and sufficient condition has been ob-
eralized chain-aggregation algorithm and gave an int}ﬁin?d for the existence ofastaple reduced-order system
itive interpretation of the exact aggregation condition§ this paper. Further, an algorithm has been designed
for singular systems. The aim of the proposed methé@f the Ho. suboptimal model reduction and this algo-
is to remove the unobservable subspace. Initial behdifhm can be easily implemented via Matlab software .
ior of singular systems was also taken into consideration e organization of this paper is as following. In

while performing model reduction. However, as pointegaction 2, a system transformation and suboptimal
out in [8], its main drawback is its high computationajygge| reduction problem will be presented. In section

costs. 3, the Silverman-Ho algorithm will be given. In section

Perev and Shafai [8] considered model reduction fés the main results about tfé.. suboptimal model re-
singular system via balanced realizations and gavedgction will be given and a detailed algorithm will be
model reduction a|gorithm_ Unfortuna‘[e'y, their apulustrated in section 5. Conclusions will be presented
proach ignored the impulsive behavior which is of section 6.
paramount importance to singular systems. With this

1 Introduction



2 Prelimineries
jjlr(t) = Alrxlr(t) + Blr’u(t)
Consider the following singular systems y1r(t) = Crpz1,(t)
Nyiigy (£) = 2,(t) + Bayu(t)
Yor (t) = CQT‘IQT' (t)

(1) wherex,.(t) € R™7, x2,(t) € R™", nay + Nap = Ny,
N, € R™r*"2r ig nilpotent, and

()

Ei(t) = Az(t) + Bu(t) =(0-) =10
y(t) = Cx(t)

wherez(t) € R" is the state vectoru(t) € R? is
the input vector andi(t) € R™ is the output vector.
E ¢ Rnxn’ A e Rnxn, B ¢ Rnxq' C € Rmxn ~ T T T a

are constant matrices withi possibly singular. Assume @rBr = [Bi, Bl y(t) =y1r(t) +y2r(1)

that the matrix pait £, A) isregular (i.elsE—A| # 0).  Then the error system between the original system and

In this paper, the realization quadrugle, A, B,C) is  the reduced order system will be
used to represent the system (1). All matrices in this

paper are assumed to have appropriate dimensions. E.io(t) = Ace(t) + Beu(t)

QTETPT = diag(la Nr)a QT‘ATPT = diag(Alv"a I)
CrPy =[Oy Co] Prlw,(t) = [2],(t) 23,(1)]"

(6)

From [2], it is known that there exist two square non- Ye(t) = Cewe(t)
singular matrice€) and P such that system (1) can be TN T - .
transformed into the Weierstrass form wherez; (t) = [z7 (t) 7 (1)]", y. € R™, and
@1(t) = A1x1(t) + Biu(t) z1(0—) =219 EeT: diag(E,T ijr), A, = diag(A, A,)
y1(t) = Craa (1) @ BI' =[BT BI", C.=[C -C]
Nio(t) = z2(t) + Bau(t) x2(0—) = z2
Y2 (t) = Caza(t)

wherex;(t) € R™, xo(t) € R™,n1 +ne =n, N €
R™*"2 s nilpotent, and

Let

Qe = diag(Qv Qr)a P, = diag(Pv PT’)

Then theH ., norm of the transfer matri& . (s) for the

QEP = diag(I,N), QAP = diag(Ay, T) error system will be

CP=1[C, Co), P la(t)=[T@®) 270" G. o = C.P.P NsE, — A)" Q7 Q. B
QB =B BI1", y(t) =y:(t) + y2(t) el = ”Cl(sl e— 14(1;_131 —)C’1Q(ESIqj A1|)_1B1

System(1) is called system restricted equivalent(s.r.e) to + Co(sN —I)"'By — Cgr(sN, — I) ' Boy e
the system(2). The transfer function mat€s) is in-
variant under such s.r.e. transformation, i. e. , Then, the problem of th&/., suboptimal model reduc-
tion for singular system (1) is to find a reduced-order
G(s) = C(sE—A)"'B singular system(E,., A,, B,.,C,) with dim(E,) <
= CP(sQEP — QAP)"'QB dim(E) such that for a given positive number the
— Cy(sI— A By + Co(sN — )"\ B@R) following holds
and [Ge(8)lloo <7
Co(sN—I1)"'By = —(C3By—sCyNBy — - First, Itis known from [9] that|G.(s)|| is finite if and
shflchJ\[hfl‘B2 onIy if
with C2N}L—1B2 75 0. OQ(SN—I)ilBQ—CQT-(SNT—I)ilBQT = OQBQ—CQngr

The aim of this paper is to investigate the,, subopti- i. e.,
mal model reduction for singular systems. Suppose the

reduced-order singular system is CoN’By = Cy N/ By, i=1,2,--- ,h—1(7)
) C,wN'By. =0, i>h (8)
E, &, (t) = Apx,(t) + Bru(t) )
y(t) = Cra,(t) In this case, one has

which is assumed to be regular. Then there also exist |G, (s)||s =
two matrices,. and P, such that |C1(sI — A1)~1By — C1,(sI — A1) "By, + C2 By — 9. Bay oo



Therefore, theH ., suboptimal model reduction prob-
lem can be solved via using the conventional approaches

if (7) and (8) are met. As indicated by results in [9], the —Fo P Py —Ph

main difficulty for the model reduction problem is to —P P =P 0

find suitable(Cy,., N,., Bs,.) such that equaions (7) and Mo = e

(8) are satisfied. —Ph2 =P o 0
Py 0 .. e 0

Also it is known from [2] that the transfer matrix for a g Rhrxhm

system is determined only by the controllable and ob-

servable subsystem, Therefore, one problem in this pa-

per is to discuss the model reduction of the fast sub- -P, —-P --- —P 0

. . 1 2 h—1

systemg N, I, By, C5). i.e., to find the fast subsystem Y 0 0

(Ny, I, Ba,, Ca,) With g, < 1y and satisfy the condi- M, 2 o T o o

tions (7) and (8). Py, 0 .. o 0

The approach adopted in [9] is to fidd. first, then one 0 o .- e 0

tries to solve (7) and (8) to obtaiB,, andCs,. The pro- € Rhrxhm

posed approach there has two significant disadvantages.
On one hand, for a givel,, the equations (7) and (8) 2nd denote A
may not have solutions faB,,., Cs,.. On the other hand, n = rankMo

even the solutions for these equations exist, it is still N§§en one decompos, into the following form
easy to solve them due to their nonlinear nature.

In this paper, the following questions related to the Mo = L Ly
model reduction problem will be addressed. The SfhereL, € R > I, € R**hm are matrices with

istence Of(N.., I, Bay, Csy) satisfying (7) and () will ¢ column and row rank, respectively. Further, LBt

be tackled and their solutions will be investigated. Alsgndé respectively, be the first columns ofL, and
the lowest order ofV, will be identified and a model the firstr rows of L. Then

reduction algorithm will be presented.
N = (LFLy) " LTM LY (L,L}) ™
3 Silverman-Ho algorithm o
will be nilpotent and(N, B, C) forms a minimal real-
The Silverman-Ho algorithm in [1] is about the propization for P(s) as desired. This algorithm will be used
erty of a matrix polynomial. It has many applicationsn the sequel to design a procedure for solving the model

in system analysis and design. First, it can be stated@guction problems proposed in the previous section.
below.

4 Main Results
Lemma 1 [1] For any polynomial matrix P(s), there al- i i )
ways exist matrices N, B, and C, with N nilpotent, sudifom the Silver-Ho algorithm, it can be seen that the or-
that P(s) = C(sN — I)"'B der of the minimal realization faP(s) is determined by

the rank of the matrix(/y. For a given fast subsystem

(N7B2’Cz), IetR = CQNiBQ, 1= 071,"' ,h — 1.
For a given polynomial matrix Then the suboptimal model reduction problem is to find

a matrix P, such thatis, = rankMy > rankMy = no,.,

P(s) = Py + Pis+ -+ Py_ys"~\, e R"*m  whereM, corresponds td%, P, -- , Pr_1. So the ex-

istence of such matrix’, will determine whether the
original fast subsystem can be reduced. The following
theorem will give a necessary and sufficient condition
for the existence of such matri%,.

The above lemma guarantees the existendg,df, and
the nilpotent matrixV, such that

P(s)=C(sN —I)"'B Without loss of generality, let

The following process presents an approach for finding
a minimal realizatior(C, N, B), in the sense that they M2
are impulsive controllable and observable [2]. Let

> 1>
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there are two possible cases. (i) If

-P, —P oo —=Pp_1 O
2 M3
M: e PR e e e 4 4:|
4 —Ph,Q —Ph,1 0 *2 *3
—Py_4 0 0
.. which indicates thap; can affect the rank af/, due to
Then M, can be partitioned as the following fact,
Mo
M, = 1 2 3
o= [ M M M} | ME | M
rank *1 *g *3 > rank » ‘ » ‘ »
1 2 3
Let the vector set [ai, as -, aqg ] pi | Bi | m
be the maximal Ilinearly independent set o .
[ y P {'hen one can decrease the rankiéf by changing p;
a1, Qo, ., Qp ] such that . -
as discussed below. (ii) If
aq
(o) M2 M3
rank > rank 4 4
rankMy = rank =rank[M,] +d,d <m a a [ kg | *3 }
Q4
My Then itimplies thap; does not affect the rank @fly. In

o ) ) ) case (i), one can reduce the rankidf by changing the
This is possible since one can choose the independg¥mentg; as described below. Sing8;, ;] is linearly
vectors from the bottom to top if/y. Also, it can be gependent on

seen that! is determined byl/, andM,. Further, sup- M2 | M3
pose that %o | %3 ]
There exists vectors; andz, such that
[ My | MR | MG ] ,
O e e 8] = [T MZ + 2o, aTM; + 2T %)
a1 Prt1 | Brt1 | M+ In this case, one replage with
sz Pe+2 | Brt2 | Mk+2
: 2N i = i My + 23 %,
Ad pa_| Ba | M one can find that
Q11 DPd+1 | Bds1 | Na+1
- ML | M2 | M3 ‘
pd.+2 ﬁdfrz 77d.+2 i 4 ,4 B M41 ‘ Mf ‘ sz
a : : : rank | *1 %9 | %3 = rank
| Qm | : : : 5 7 : *1 \ *2 \ *3
L Pm /Bm Mm | Dbi 7 i
where k = rtank|[Pu_1], *1,%3 € RF¥9 %o which indicates that the rank can be reduced. However,

the vector amondp,, 5;,7,], d < 7 < m + 1 may

REx(h=2)a_ The matrix3 are of full row rank, p;, : _
become independent with

n; € R1*4 with

My | Mi | MF ]

rank [ :;3 } = rank[xs) *1 *o %5
J
DPrt1 | Brt1 | Met1
B € R%=24 k41 <i<m k+1<j<m. This Prt2 | Btz | o ©)

simplification is possible due to the fact that

rankPp_1 = rank[x3) L Pd Bd Nd |

after changing;. In order to avoid the possible rank
incremental in this case, one need to chapgaccord-
Br+1, Brao, -+ B ingly as bellow. Remind thdp;, 8;,7;],d < j < m+1

Then among



is linearly dependent with (9), so there exist vectonshereP;, is the vector set in case (i) afs is the vec-

Y1, Y2, y3 satisfying tor set in case (ii) and3 is the vector set with index
S . . d < 7 <m+ 1. In this case, one can iteratively reduce
[pj: Bismi] = [y1 My + o *2 +yz P, ] the rank of M, by changingPy; and Py;. Recall that

Py will not affect the rank of\/,, thereforeP,; will be

a function of Py, which is a free parameter used in the
optimization process below. So the suboptimal model
reduction problem can be converted into an optimiza-
tion problem for findingA,1, By1, Cr1, and Pys(Py2)
such that

In order to keep the rank not increasing afferis re-
placed byP, one can replacg; with

Bj =i My +y3 #2+y3 P

After changing thep;,0 < i < d + 1 in case (i) and
relatedp;, d < j < m + 1, the rank of M, has been
reduced, which indicates that a reduced model can
obtained. Now, with notation fat < ¢ < d + 1,

Q)%H(SI*A1)7131*Clr(SI*A1r)7lB1r++P02(P03) [loo

is minimized. This can be solved by the standard opti-
) mization technique introduced in [10].
S =< ni|rank :{M‘l

*2

M; ]
"3 5 Algorithm and lllustrative Example

Clearly, this set will provide a necessary and sufficieow a model reduction algorithm can be presented
condition for the existence of the lower order fast sulbvased on previous discussions.
systems.

1. Decompose the given singular system into the

Theorem 2 Given (N, By,(C>), there exists a slow and fast subsystems. If there exists con-
reduced-order, controllable and observable system trollable and observable part and denote it as
(N, Ba,., Co,.) with dimensioms,. < mny such that the (N, I, By, Cs). Otherwise, go to step 4.

Hoo norm of the error system is finite if and only if the

setS is not empty. 2. ComputeP; = —C,N*B, and obtainM.

w

. Change elements iRy; to Fj; such that the rank

With this theorem, the following results are obvious. ) _ :
of matrix Mg is reduced as desired.

Corollary 3 1. The lowest ordern,. of the reduced- 4 golye the unconstrained optimization problem and
order system isi, — N(S), where N(S) is the obtainA, 1, B,1, Cy1, P and thenP:.
number of the elements $ Further,
5. Use the Silverman-Ho algorithm to obtain the min-
imal realization(N,, I.., B, C,.) for the reduced
order system.

ny — N(S) > rank My +k

2. For single-input( or single-output), controllable
and observable system, there does not ex
reduced-order system such that th, norm of
the error system exists.

ﬁbw, we give one numerical example to illustrate the
algorithm. Consider the fast systed (B, C) with

Prior to give a model reduction algorithm, one should

note a fact that the correspondipg in case (i) can 8 (1) (1) 8 8 (1) ;
choose any value freely without affecting the rank of

. . =0 0 0 0 0, B=|120
M. This set can be a free parameter for optimal reduc- 000 0 1 9 1
tion algorithm given below. 0000 0 0 1
Let the order of the reduced order systermbgsatisfy-
ingne — N(5) < ng, < ny. Without loss of generality, 1 3 0 3 2
suppose that the origin&ly can be partitioned as C=110 21 0

3 2 3 11
Poy
Py=| Py It can be verified that this system is a minimal realiza-

Py tion. Computing



7012
—Py=CB=1|5 2
8 9
35
-P,=CNB=1|0 3
2 7

Then one can obtain thaf(S) = 1. Implementing this
algorithm, one can obtain the following parameters.

0.3284  0.1584 —0.0582 0.0001
N — —-0.3969 —0.3370 —0.0025 0.0663
T 0.7732 —0.0241 —-0.3357 0.1813
—0.0215 —0.7651 —0.3740 0.3443
—0.5660 —0.7371
B — 0.5363 —0.6610
T 0.5055 —0.0223
—0.3694 0.1392
—14.92564 —-1.5002 -1.3974 —0.1695
C,=| —53407 29334 09190 0.1649
—16.4778  2.5852 0.1916 0.0886

Also the’H,, norm of the error system is
IGe(5)ll5 = ICB = G B, 1%, = 9.8025

With the proposed algorithm in [9], one can obtain
reduced system with tHE ., norm

|Ge(s)|2, = |CB = C,.B,||>, = 27.5005 > 9.8025

e The optimization process is a combination of slow
and fast subsystems.

The similar technique can be applied to discrete singular
systems.

The disadvantage of the proposed algorithm is the de-
composition of the system matrices into slow and fast
systems. This overhead may bring numerical difficul-

ties in practice.
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