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Abstract

In this note we present a new updating technique to
estimate a low rank approximation of the Hankel map
of a time-varying system. We obtain error estimates
of our approximation and also explain how to use this
for model reduction of time-varying as well as time
invariant systems.

1 Introduction

In the last twenty years, a variety of model reduction
techniques have been developed to produce system-
atically simpler models of complex systems which is
essentially a mathematical model describing a real
world physical process. One wants that the mathe-
matical model reflects the physics of the real world
process, and satisfying this rigorously often requires
models of very high complexity. For such cases it is
essential to design models of reduced complexity.

A popular model reduction technique is balanced
truncation (BT) [7] [3] for which an a priori error
bound on the truncated model can be obtained [4].
This approach “balances out” the states so that each
state is as controllable as it is observable; one then
just truncates the “weak” states to produce a good
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reduced order model. In [6] and [9] a generalization to
time-varying systems is presented, but without any
algorithmic details. Recently, an a priori error bound
for time-varying systems that is similar to the time-
invariant case was obtained in [8].

The present paper focuses on the case were the orig-
inal system is large and sparse. This is typically the
case if it originates from a spatial discretization of
partial differential equations (see e.g. [11]). For such
systems it is important to exploit this sparsity for
computational efficiency. Iterative methods are very
suitable for this and are often easy to parallelize as
well. Direct methods like balanced truncation, on
the other hand, ignore sparsity in the system and
are not very attractive for parallelization : if we de-
note the order of the system by N, the complexity
of these methods is roughly ©(N?3) flops and they
require about ©(N?) words of memory, which is too
expensive computationally to use on large problems.
In the sequel we describe a novel approach for iter-
ative projection. It uses the Hankel operators which
are mainly related to controllability and observability
Gramians. The computational cost for constructing
those is just about O(N) flops at each iteration, and
we obtain a similar results of those obtained via BT.
All our results are presented for linear discrete-time
systems, but they extend to linear continuous-time
systems as well.

2 Time-varying systems

Linear discrete time-varying systems are described by
systems of difference equations:

Tpp1 = Apwr + Brug,  yx = Cray, (1)
with input u; € R™, state 2, € RY and out-

put yr € RP, and m,p << N. For infinite be-
haviour problems, the input sequence is assumed to



be square-summable, i.e u, € I5' ', and we assume
that {Ak}°, {Br}°, and {Cy}3° are bounded se-
quences® of matrices with appropriate dimensions.
Using the recurrence (1) over several time steps, one
obtains the state at step k in function of past inputs

over the interval [k;, k] :

k—1
x = Ok, k;)ag, + Z ®(k,i+ 1)Bjus,
i:k‘i

where ®(k, k;) = Ap_1... Ay, is the discrete transi-
tion matrix over time period [k;, k]. We will assume
the time-varying system to be asymptotically stable,
which means that Vk > k;

@K, ki)|la < m-a®* %) withm >1,0<a < 1.

Under such conditions one can define the Gramians
over intervals [k;, k — 1] and [k, ky] as follows :

k—1

Ge(k) =Y ®(k,i+ 1)B; B " (k,i+ 1),
ks
Go(k) =D ®" (i, k)CT C;®(i, k).
i=k

(Notice that the asymptotic stability is needed only
when k; = —oo or ky = +00.)

These Gramians can also be obtained from the Stein
recurrence formulas:

Ge(k +1) = AkG.(k)AL + BBl (2)
and
go(k) = Aggo(k + 1)Ak + CkTC'k, (3)

with respective initial conditions

Ge(ki) =0, Go(ky+1)=0.

We point out that both recurrences (2) and (3) evolve
differently with time. The equation (2) goes “for-
ward” in time, while the equation (3) goes “back-
ward” in time.

Lthis is a Hilbert space with inner product (x,yhp =

oo
PIERT
— oo
2 A sequence of matrices { My} is said to be bounded if there
exists a constant M € R such that ||My|l2 < M, Vk € Z.

3 Recursive low-rank Hankel method

Let us consider a time window [k;, kf] = [k — 7,k +
7 — 1] of width 27 and centered around [k — 1,k].
If we restrict the inputs to be non-zero only in the
interval [k;, k — 1] (i.e. the “past”), then the outputs
in the interval [k,kf| (i.e. the “future”) are given
by the convolution with a “Hankel map”. Indeed,
the state-to-outputs and inputs-to-state maps on the
finite window [k;, k] are given by (k; < k < ky) [12]:

—_———

z(k)

where Y = [y,z yka]T7 U= [u{_l u{f
O(k,kg) = [CF ALCE., O (ky, k)TC’,z;,], and
C(k,k;) = [Br—1 Ap—1Bi_2 ... ®(k,k; + 1)By,],
where Oy = O(k,ky) and Cy = C(k,k;) are respec-
tively the observability and the reachability matrices
at instant k related to the finite windows [k, k] and
[ki,k — 1]. Since z(k) € RY, the finite dimensional
“Hankel” map H(k, k;, k) mapping U to Y is of rank
at most N and can be factorized as follows :

H(k, ki kp) = O(k, kg)C(k, k:).

The submatrices of the factors satisfy the following
recurrences :

C

0; = [ 0 A },j—ka...,k, Ok, = Ch,,

Cj+1 = [ Bj AjCj } , g =ki+1,..., k=1, Cx,41 = By,.

These recurrences construct the controllability ma-
trix forward from k; to k — 1 and the observability
matrix backward from k¢ to k. The idea of our Recur-
sive Low-Rank Hankel approximation method is now
to compute these recurrences using low rank approxi-
mations at each time step, according to the following
recursive scheme :

H(k, ki, k)



Algorithm 1. Let the N X n initializing matri-
ces Sc(k;)=By, and So(ks) = Cy,, then the i'"
(i=1,...,7) low-rank approximations S.(k;+i) and
So(ky—1) are obtained as follows :

[Se(ki+i) | Ec(ki+i) ] =(I) [V (i) | V(i) ](4)
Sg(kf_l) _ U(I)T(Z) II 5
E’l (kif—i) - U(QjT(,L-) ( ) ( )

o

where (I), (II) denote :
(I) = [ Biy+i-1 | Apyio1Sc(ki+i—1)],

_ Cr,—i
1) = { Sa(kp—i+1) Ay, ] ’

UM G) € Retnxn gnd VD (5) € RMHIX come
from the SVD of the product (IT).(I) :

(I1).(I) = Un(1)2(0) Vi (i)"

SVD

(6)

Let us investigate the amount of work involved in our
algorithm: first we need to form products of the type
A;S.(j) and ST(I +1)A;. If we assume the matrices
Ay, to be sparse?, then the amount of work needed for
this is ©(aNn) [5]. The construction of the left hand
side of (6) requires an additional 2N (n 4+ m)(n + p)
flops and the application of the transformations U
and V requires O((p+n)(m+n)(2n+p-+m)) flops,
and so the complexity of this algorithm is ©(N(p +
n)(m + n)) for each iteration.

Now in order to make the link between the whole con-
trollability and observability matrices C(.,.), O(.,.)
and their low-rank approximations S.(.) and S,(.),
we have the following theorem :

Theorem 1. *At each iteration, there exist
orthogonal — matrices  V; € Rrtim)x(ntim) g g
U; € Rtw)x(ntin) satisfying : (1 = ky +i, r =
kp—i)

CLLE)V; = [Sc(l) | Ec(D) | ... | Ai—1Ce(l, ki),
O (1, kg Ui = [ Sulr) | Eolr) | ATOT(r+ L,ky) ],

where E.(k;+1) and E,(ks—1) are the neglected parts
at iteration i (4) and

Collki) = [ E(l=1) | ... | (1 —1,k)Eo(ks) |
Oe(h kf)T = [ EO(T) | | @(kf,?“)TEo(k‘f) ]

3« the number of non-zero elements per row or column of
Ap.
4The proof is very similar to that of Theorem.1 of [2], and
is left out here for sake of brevity.

As a consequence of this theorem we have the
following result which give us an approxima-
tion of the original Hankel map H(k,k;, kyr):

Corollary 2. There exist orthogonal matrices
Vi, € Rntrm)x(ntrm) qpq {7, € RFTPIX(+7P) gch
that :

ULH(k, ki, kp) Vi =

ST (k)S.(k) 0 ST (k)Ax_1(ITI)
0 ENK)E.(k) EY(k)Ap_(I1I) |,
(IV)ARSo(k) (IV)ArE.(k) (IV)ApAx_1(II)
(7)
where

(II11) =Ce(k, k), and (IV) = Oc(k+1,ky).

This result will enable us to evaluate the quality
of our approximations by using the Hankel operator
without having to pass via Gramians, which can be

very useful in some cases.

4 Model reduction of LTI system

In this section we analyze the quality of our ap-
proximation for the time-invariant case. In this spe-
cial case we run the above procedure on the interval
[-7,7]°, and we obtain two matrices S, and S, of
full rank n. First, using those matrices we can ap-
proximate the Gramians of the original model S by
P, = 8.5T and Q, = S,S”. The difference between
the approximate low-rank Gramians and the exact
Gramians
EC(T) = gc(T) - PT’ 50(7—) = go(T) - QT

remains bounded for large 7, as indicated in the fol-
lowing theorem.

Theorem 3. 6 Let P and Q be respectively the solu-
tions of P = APAT + 1 and Q = ATQA + I, then

R
1E(T)ll2 < 2|IPl2 < 7731_7

and

A)?
< 2 < 2"{(—
1€a(m)ll2 < nol| Q12 < 17— p(A2

where 1. = max |E.(7)|l2 and 1, = max || E,(7)||2.

5Which means that we choose k; = —7 and ky = 7 (7 € N).
6The proof is very similar to that of Theorem.2 of [2], and
is left out here for sake of brevity.



Theorem 4. Using the first n columns UT(l) of U,

and VT(l) of V., we obtain a rank n approximation of
the Hankel map :

H(7) = U S (1) - Se(r)VIIT = &n(7),
for which we have the error bound :

1€ (T2 <

2

K(4) r K(4)
————max{nc[[9 All2, no[[AScl|2} + ———55 0N
s max{n ST Al mll AS.ll} + 1 P

Proof. This follows directly from the bounds of
Theorem.3 that can be used to bound the blocks in
the form in (7) different from the (1, 1) block. O

Remark 1. In the time-invariant case all matrices
A, B and C are constant. As a consequence all Han-
kel maps of width T are equal as well and only the
interval width plays a role in the obtained decom-
position. As a consequence one obtains an approxi-
mate rank factorization of a Hankel map with i block
columns and rows at each instant i. The bounds ob-
tained in Theorem.3 and 4 are moreover independent
of T. As i grows larger one can expect that reasonable
approximations of n. and n, are in fact given by the
last terms, i.e. ne =~ ||Ec(T)|l2 and n, = [[Eo(7T)|2
which will give much tighter bounds in these theo-
rems.

5 Numerical example

In this section we apply our algorithm to the Inter-
national Space Station model (see [1] for a brief de-
scription of this model). The order of this system is
N =270, it has 3 inputs and 3 outputs (m = p = 3),
the order of the reduced system is n = 32. We run
our algorithm with 7 = 3N. We show the H, norms
of the original system and of the error systems ob-
tained using the BT method and the RLRH method.
In the figure, the 0,,4,-plot of the full order and the
corresponding error system are shown. It can be seen
from the figure and the table that the recursive low-
rank Hankel approximation yields results which are
close to those obtained using Balanced Truncation.

Frequency response — full model,
-+ BT error system, -- ILRH error system.

IS
0.1159

IS = Sprlln.,
2.3630e-004

IS = Sl
0.0011

6 Conclusions

In this paper we propose a new model reduction
method based on a recursive low rank approxima-
tion of the time-varying Hankel map. We applied
this to both the time-varying and time-invariant case
and showed error bounds for the approximation of
the Gramians and Hankel map. Numerical experi-
ments show that our approach provides a compara-
ble results to those obtained by Balanced Trunca-
tion but with a significantly reduced computational
cost. Although this Hankel map factorization ap-
proach has obvious advantages, many open questions
remain regarding performance, convergence, and ac-
curacy which require further analysis.
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