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Abstract

Fraud detection in telecommunications is an area where pattern
recognition and so called "intelligent” techniques have found
widespread use. Due to fraud, companies suffer not only di-
rect economic losses but also the risk of bad publicity. In this
paper real cases of fraud are being treated in order to develop
a detection system with low number of false alarms and good
sensitivity. Call data records provide a number of measures
that can be used to discriminate fraudulent activities from cor-
rect ones. Three neural networks schemes have been applied to
such data comparing latter their results with new cases.

1 Introduction

Telecommunication companies are often faced with fraudulent
activities on the part of some clients that use their services
to yield an illegal profit. Automatic fraud detection is based
on data from call records handled by pattern recognition tech-
niques. A survey of data mining techniques can be found in

[3].

An automatic fraud detection system (AFDS) should maximize
the number of fraudulent cases detected and minimize the num-
ber of false alarms. The cost associated with non detected fraud
and with false alarms should be known in order to optimize the
performance of the AFDS as is proposed in [2]. In this par-
ticular case no quantitative measure has been given about these
costs, the only indication being that false alarms should be kept
as low as possible with a ratio below five percent.

Fraud amounts to a very small percentage of the total number
of cases. For this reason segmentation of data is often a pre-
requisite in order to overcome the imbalance between legal and
fraudulent traffic (see [1] for a longer discussion). In our case,
data comes after a previous screening performed by the com-
pany. This filtering eliminates most obvious cases of non fraud
activity.

Commercial packages such as HNC Fraud Manager (from
HNC software) cover different kinds of fraud such as Subscrip-
tion Fraud, Internal Fraud and Dealer/Agent Fraud. In this pa-
per the type of fraud considered is Call Sell Operation (CSO).

This amount to the illegal re-selling of telephony services. The
only data used is obtained from Call Data Records (CDR), that
means that no use is made of the private customer data.

In the real application considered in this paper, some data min-
ing neural techniques have been tested in order to develop a
detection system with low number of false alarms and good
sensitivity. For each technique a number of models have been
developed and tested with data spared for this purpose. The
models are later compared using new data not previously avail-
able. The comparison points out that model selection is far
from being straightforward. Good generalization is hard to
achieve even with the aid of a large data base.

The fraud problem is presented in the next section together with
the available data. The different neural techniques are shown
in section 3, followed by the selection of neural fraud detec-
tors. The comparison of the models at work with fresh data is
presented in section 4. The conclusions derived from this work
end the paper.

2 Fraud detection problem

The use of phone services generates large amount of data with
information about calls in basic telephony and traffic in mod-
ern information networks. Millions of records are created each
day containing the activities made by the users. Most of these
records correspond to non-fraudulent activities. Due to this, the
fraud detection task has to deal with two basic characteristics:
large amount of information and a small ratio of fraudulent ac-
tivities.

Fraud detection systems (FDS) use well defined criteria for
analyzing all information coming out of Call Data Records
(CDR) together with information about the user ([7]). Human
analysts define a set of rules for FDS. As a result, the perfor-
mance of the FDS is largely determined by subjective criteria
and too depending on human knowledge.

Automatic detection systems try to discover relationships
among data and use them to classify new cases. Many vari-
ables are usually at the disposal of such systems. In this paper
the type of fraud considered is Call Sell Operation, this is the
illegal re-selling of telephony services. The only data used is
obtained from Call data records, that means that no use is made
of the private customer data.



The data base used for the tests consists of thousands of records
previously screened. Each record contains the following fields:

e Phone number

e Total number of calls

e Total cost of the calls

e Cellular/conventional phone

e Technique used in screening

o Cause that motivated the selection of the record
e Severity of the case

e Length of the temporal window used in the screening of
the record

These fields are numerically modified in a certain way to pre-
vent sensible information from spreading. This should not af-
fect the automatic detector in any significant way since they
look after patterns and not for particular values of the variables.
Of all records used, just about a 20 % correspond to fraudulent
activities. This percentage is obviously larger than the normal
rate of fraud in non-screened data. The used non-fraud records
are still sufficiently informative and numerous.

The above listed fields can be accommodated in a vector X
whose components are all normalized to have zero mean and
variance unity as is usually done in the artificial neural net-
works realm. Each record in the database contains also an in-
dicator y that can take two values: ”1” if the call was used for
fraudulent purposes or ”0” otherwise.

From the neural perspective the data base is seen as a collection
of pairs (x;, ;) with ¢ = 1,2,--- N, being N the number of
available (labelled) records . A neural network can be trained
using some input/output pairs to produce at its output correct
values of y when an instance of vector x is presented at its
input.

A fraud detection system has to use the labelled data to pro-
vide a classification of new cases. The possible outcomes are
summarized in the contingency table 1. As can be seen, a case
of fraud is called a "positive”. A correctly classified positive
is so called a true positive” (TP). A case of fraud that is not
signaled by the detector is a "false negative” (FN). Similarly, a
case of legal activity is denominated a “negative”, if the detec-
tor classifies it as legal the result is labelled as "true negative”
(TN). Finally, a "false positive” (FP) or false alarm is a case of
legal operation misclassified as fraud.

Classification Case  Denomination
Fraud Fraud TP
Legal Legal TN
Fraud Legal FP
Legal Fraud FN

Table 1. Contingency table.

The goodness of a fraud detector can be assessed in terms of
sensitivity and susceptibility. The first property refers to the
capacity of the detector to signal true cases of fraud, the second
is the tendency to produce false alarms. These properties can be
better defined as functions of the number of "true” and "false”
positives and negatives as shown in Table 2.

Indicator Symbol  Expression
sensitivity TPR 1007710
susceptibility ~ FPR 10057477y

Table 2. Definition of sensitivity and susceptibility.

It can be seen that the TPR or True Positives Ratio is obtained
as the percentage of true positives over the total number of pos-
itives (T'P 4+ F'N). In the same way, the FPR of False Positives
Ratio is obtained as the percentage of false alarms over the total
number of legal cases (F'P + T'N).

The available data has been split in three sets. A training set
(TS) that will be used for adjusting the models parameters,
usually trough a gradient based adjusting algorithm such as
backpropagation or other similar. A second set denominated
validating set (VS) will be used to compare the performance
of different networks (networks with different parameters or
different structures) and select the one that provides the best
results without overfitting the data. Finally a third set (MVS)
will be used to compare different model building techniques.
All the three sets are composed of past data. However, the re-
sulting models will be compared in the more realistic scenario
composed of new data that will be designated as (NS).

Of all historical data, TS contains 29 % of the records, VS con-
tains 43 % and the rest (28 %) forms the MVS. The results will
be given based on NS which is as large as VS.

The size of the stored data base is NV = 10000 labelled cases.
The NS consists of 5000 new cases.

3 Neural detectors

Neural networks are nowadays usual instruments for approx-
imating nonlinear mappings from examples. In this particular
application they will be used to classify cases of phone services
based on the features included in vector x that will be used as
the input vector of the networks.

After adequate training, the output of the network NN(x) will
be considered to signal a case of fraud when it is larger than
0.5, else the case will be classified as a legal activity one.

On top of the requirements of high sensitivity and low suscep-
tibility, the specifications for an automatic fraud detection sys-
tem should include the ability to treat large amounts of data and
ease for incorporating new labelled cases. Radial basis func-
tions (RBF) networks with local basis are appalling to this task
since there are methods for constructing and adapting them at



the same rate of arrival of new information.

On the other hand, multilayer perceptrons are considered to
achieve more flexibility with fewer nodes, specially in high di-
mensional spaces, where RBF networks are victims of the curse
of dimensionality.

In the following some tailored techniques for constructing neu-
ral fraud detectors will be presented.

3.1 Homogeneous RBF networks

The first neural structure used in this paper corresponds to the
RBF type with linear output node (see Figure 1). The output of
the network is the weighted sum of the outputs of all nodes:

NN(x) = Y wpe 4097/ 1)

n=1

being w,, the output weight for the n-th node, d(x) the dis-
tance from input vector x to the n-th basis function calculated
as d(x)? = ||x — ¢, ||?, nn the number of nodes of the network
and c,, the center of the n-th node.

node nn
| | | |
input hidden output
layer layer layer

Figure 1. A radial basis function network with linear output
node.

The number of nodes nn, the centers c,,, the widths o,, and
output weights w,, can be selected in different ways. Usually
some parameters (such as nn, o, etc.) are selected a priori
leaving to the training procedure the task of adjusting the rest
of the parameters in such a way that the output of the network
takes appropriate values in a controlled set of data.

For the sake of comparison with more complex models we be-
gin with a RBF network with nodes of equal widths disposed
at the locations of high density of fraud.

The placement of centers can be accomplished in this way:
whenever a labelled case of fraud is misclassified a new ba-
sis (node) should be placed taking the current input vector x as
center. Please note that not all cases of fraud in the database
receive a node, just those that happen to lie far away from other
cases in the input space.

The output weights of the nodes are obtained through a simple
gradient-based algorithm using the TS (see for instance [4]).
The VS is used to stop training before overfitting occurs.

With these simplifications the only design parameter that has
to be chosen is the width of the basis (¢). We will later see
how the choice of o affects the performance in the MVS. This
algorithm is quite simple to program, test and implement and
is able to cope with new cases of fraud adding new nodes when
needed. In fact, this approach achieves a solution many times
faster than backpropagation does with feedforward networks of
various hidden layers.

Typical problems of this approach are that the placement of
centers can allocate far more resources than needed in regions
having dense data and small variations in the output. This first
problem can be alleviated using an extended input-output met-
ric for the center-allocating phase (see [5]), and allowing the
centers to be moved in the training phase as done in [6]. How-
ever this is not an issue in our present application since the
number of fraud cases are small.

After training it was found that the performance of the algo-
rithm in the TS is quite good, achieving almost 100 % sensi-
tivity with less than 10 % of false alarms. This is somehow
expectable of a clean data base and does not relate well to the
performance in the real use of the fraud detector. Table 3 shows
the results obtained applying the algorithm to the same data set
used to adjust the w,, parameters, that is, to TS. It can be seen
that for small values of o the sensitivity is low, larger values
provide better sensitivity at the cost of an increase in the num-
ber of false alarms.

o FPR TPR
0010 O 89.0
0015 09 985
0.020 45 994
0.030 6.2 996
0.060 8.6 100
0.100 11 100

Table 3. Results obtained in the TS by the homogeneous RBF
construction algorithm.

The MVS data is now used to assess the effectiveness of this
technique. In Table 4 the susceptibility and sensitivity are
shown for the same values of the parameter o. As expected the
results are not as good as with the TS. Again, for large values
of o the TPR goes up at the expense of worse FPR.

o FPR TPR
0.010 0 57.0
0015 09 593
0.020 45 631
0.030 6.2 76.0
0.060 86 80.1
0.100 11 89.9

Table 4. Results obtained in the MVS by the homogeneous
RBF construction algorithm.



A graph can help analysing the results. Figure 2 shows the sus-
ceptibility or False Positive Ratio FPR in the horizontal axis
and the sensitivity of True Positive Ratio TPR in the vertical
axis. The results correspond to homogeneous widths RBF net-
works for different choices of o. This plot (known as Lorenzt
diagram) allows to decide which parameter of a classifier yields
better results once an optimization criterion has been stated (in
terms of acceptable FPR and desired TPR). The upper curve
(circles) shows the results for the TS. Each circle correspond
to a different value of the parameter (o in this case). The val-
ues are the same listed in Table 3. The lower curve (x-marks)
shows the results for the MVS. The values of o are the same
than in the TS curve.
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network should provide for x,, is zero. However, if a basis with
w = 1 is placed at x. it would have the effect of providing a
value for x=x, of x = e~ lIxe=xu*/o*

The value « is designated as overlap. An overlap less than 0.5
could be considered tolerable since only values greater than 0.5
are considered to signal positives. It has to be noted however
that the basis at x. might not be the only one in the vicinity of
the negative at x,,. This causes a problem since the output of
the network is the sum of the output of all nodes. A correct
value for x has to be selected.

It has to be noted that once « has been selected, the width of
each base is determined. Using this approach the only parame-
ter to be chosen is the amount of overlap that is permitted.

This algorithm is also easy to implement and the parameter «
can be tuned using the Lorenzt diagram as in the previous case.
The results obtained for the TS and MVS are shown in Table 5.
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K FPR TPR K FPR TPR
0001 O 96.4 0.001 0 53.0
0.005 11 993 0.005 12 64.2
0.010 2.0 9938 0.010 49 671
0.020 43 100 0020 7.2 818
0.050 7.1 100 0.050 9.8 838
0.100 10.8 100 0.100 105 94

Figure 2. Lorenzt diagram obtained for homogeneous RBF net-
works on the MVS data (x-marks) and the TS data (circles).
Just three values of the varying parameter o are given in the
graph. See text for more details.

This graph tells us that if a 5 % is the upper limit tolerable
for false alarms, then values of & > 0.02 should not be used.
Also it warns us against making optimistic claims about the
performance of the classifier based only in the data used for
training. The performance in data not used for training is lower
and this is an indication of the generalization capacity of the
classifier.

3.2 Variablewidth RBF networks

A second and more elaborate algorithm for constructing RBF
networks makes use of the idea of the nearest neighbor of a
basis function. Again the nodes are located at points of the
input space that represent fraudulent cases. For each basis the
width is selected so as to cause minimum disturbance on the
closest case of non-fraud activity. A reduction of the number
of false alarms is seek in this way.

To make this clearer suppose that a basis is to be situated at
location x. corresponding to a labelled case of fraud that is
currently misclassified. Suppose also that the closest labelled
record in the input space using Euclidean metric that corre-
spond to non-fraud activity is x,,. The value that the neural

Table 5. Results obtained in the TS (left) and in the MVS
(right) by the variable width RBF construction algorithm.

It can be seen in Figure 3 that the performance of the algo-
rithm in the TS (circles) shows high sensitivity but the ratio of
false alarms is considerably reduced with respect to the pre-
vious technique. In the MVS (x-marks) the results are again
poorer than in the TS but some improvement has been made
over the first technique. The values of the varying parameter «
are the same as in Table 5.
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Figure 3. Lorenzt diagram obtained for variable width RBF
networks on the MVS data (x-marks) and the TS data (circles).



3.3 Multilayer perceptrons

The last technique is the well known multilayer perceptron (see
Figure 4). In this paper we have restricted ourselves to the
use of one-hidden layer perceptrons with sigmoidal activation
function in the hidden layer and a single linear output node.

The network output is calculated as a function of its input vec-
tor as:

n=nn

NN(x) = Z W Sp (x) + b°

n=1

&)

being nn the number of nodes in the hidden layer and s, (x)
the output of the n—th node, obtained as:

k=ng

Sn(x) = Z wixy, + b 3)
k=1

where n,, is the dimension of the input vector x. Coefficients
w?, b°, wi and b’ are the adjustable parameters of the network
and are referred to as weights. Training is the procedure (gra-
dient based in most cases) for assigning a value to weights so
that the approximation error is made small. The VS is used to
control the number of training cycles in order to avoid over-
training.

node nn

| | | |
input hidden output
layer layer layer

Figure 4. A perceptron with a single hidden layer and a linear
output node.

For this restricted class of perceptrons the only parameter to be
chosen is the number of nodes nn. As in the previous cases, the
performance will be shown using data from MVS for different
values of nn.

Results in the TS and VS are a little poorer than those of the
RBF networks, but contrary to those they do not degrade much
when the MVS is used. However the results happen to be very
much dependent on the number of training cycles and the initial
value given to weights before training. For instance, in Figure

5 the results obtained with ten networks of nn = 5 are shown.
The networks are different because they have been obtained
using a training algorithm that provides random initial values
to weights.
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Figure 5. Lorenzt diagram obtained for a perceptron with one
hidden layer of five nodes using the MVS data.

The number of nodes also plays a role in this classifier. Figure
6 shows different curves each one obtained in a similar way
as the one in Figure 5 but using different values for nn. Each
line joins result points obtained with different neural networks
with the same number of nodes, that is, networks with differ-
ent number of training iterations and different initial value of
weights but with the same number of nodes.
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Figure 6. Curves for networks of different number of nodes
using the MVS data.

It appears that small networks (nn < 4) have less sensitivity at
smaller susceptibility but perform better than larger networks
if ratios of false alarms over 5 % were allowed. Also, since
curves for nn = 5 and higher looks very similar, it seems that
there is little difference in performance for different number of
nodes once a certain degree of flexibility has been reached.



4 Results

According to the results obtained with the controlled sets of
data TS, VS and MVS a single model has been selected from
each of the three classes. All three models have a FPR less than
4 % and TPR greater than 60 %.

The most realistic test for a classifier is when it is faced with
totally new data. This has been carried out using data from
the NS. These labelled cases have been obtained after pre-
screening obvious cases of legal activities, so that the fraud-
ulent cases in this new set of data are about 30 %.

Table 6 shows the TPR and FPR obtained for the three models.
It can be seen that the homogeneous width RBF network did
perform acceptably well despite its simplicity. Better results
are given by the variable width RBF network, that retains in
this test the low value of false alarms although the sensitivity
has lowered a bit. Finally, the perceptron detector is the best
combining the higher sensitivity with a medium and very ac-
ceptable false alarm level.

Model FPR TPR
Homogeneous width RBF 6.25% 74.4%
network with o = 0.02

Varying width RBF network 2.23% 71.2%
with k = 0.01

One hidden-layer perceptron  3.20% 77.0%

with seven hidden nodes

Table 6. Results of the three selected models using fresh data
(NS).

It can be seen that all three models have shown a worse per-
formance with the new data than with the historical one used
(in one way or another) to generate them. This is the classical
problem of generalization.

5 Conclusions

The comparison of three models have shown that one hidden
layer perceptrons perform better than radial basis function net-
works constructed with the algorithms presented in this partic-
ular problem. However, RBF are easy to adapt to new cases
of fraud due to the local nature of the approximation they of-
fer. For instance, removing or adding a new basis produces
changes in the overall classification just in cases whose vector
x lies close enough to the altered basis. The classification is
thus changed only locally and the extension of the changes can
be controlled. This is a great advantage when one is faced with
patterns changing over time as can be the case with fraud.

On the other hand, a perceptron has not easy incremental learn-
ing capabilities. Retraining affects not only new patterns but
also every other pattern already learned due to the global na-
ture of the nonlinear activation functions used by its nodes.

Changing the metric of the basis has been proposed (see [5]) as
a means to give more flexibility to RBF networks and attaining

better results. This however has the problem that the construc-
tion of the network becomes as involved as a perceptron, being
then no difference between both approaches.

The comparison also points out that model selection is far from
being straightforward. First of all, performance in the labelled
data set used for training is not indicative of final performance.
The use of a validation set to avoid overfitting and a model
validation set to select the most appropriate parameters and/or
structures provides a simple way for dealing with the problem
of generalization, however many cases have to be spared for
this purpose. Finally, the gap between performance in the cases
contained in the database and in the NS shows that good gener-
alization is hard to achieve even with the aid of a large database.
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