Proceedings of the

44th IEEE Conference on Decision and Control, and
the European Control Conference 2005

Seville, Spain, December 12-15, 2005

ThB02.2

Output Dependent Observability Linear Normal Form

G. Zheng', D. Boutat? and J.P. Barbot!
QLVR/ENSI, 10 Boulevard de Lahitolle, 18020 Bourges, France.
driss.boutat@ensi-bourges. fr
1ECS/ENSEA, 6 Avenue du Ponceau, 95014 Cergy-Pontoise, France.
{ zheng, barbot } @ensea. fr

Abstract— This paper gives the sufficient and necessary
conditions which guarantee the existence of a diffeomorphism
and an output injection in order to transform a nonlinear
system in a ‘canonical’ normal form depending on its output.
We propose two methods: one is based on the commutativity
via the Lie brackets of a family of vector fields and the second
one is the dual of the first one, based on the closure of a family
of 1—forms.

I. INTRODUCTION

In control theory, the design of an observer for linear sys-
tem is well-known. Motivated by this, the so-called problem
of observability linearization by means of a diffeomorphism
and an output injection of nonlinear system was proposed.
Till now, the linearization problem has been extensively
studied in [9] [10] [7] [12]. The Sufficient and necessary
geometrical conditions, which guarantee the existence of
a diffeomorphism and an output injection to transform a
nonlinear system into the canonical linear form, were first
addressed in [9] and [10]. As these conditions are too
restrictive, an analytical approach is introduced in [13] and
is generalized by Krener and Xiao [11]. Other approaches
using quadratic normal forms were given in [2], [3], [4] [5].
All these approaches allow us to design an observer for a
larger class of nonlinear systems.

Recently, [8] gave the sufficient and necessary geometrical
conditions to transform a nonlinear system to the so-called
output-dependent time scaling linear canonical form. In [6]
the author gave independently the dual geometrical condi-
tions of [8].

In this paper, we will propose two different methods
to deduce the geometrical conditions which are sufficient
and necessary to guarantee the existence of a local diffeo-
morphism and an output injection to transform a nonlinear
system in a ‘canonical’ normal form depending on its output.
This kind of linearization will be called Output Dependent
Observability linear normal form (ODO linear normal form).

This paper is organized as follows. Notations, definition
and problem statement are given in section 2. In Section
3, we present our first method to deduce the geometrical
conditions for a nonlinear system to be transformed to ODO
linear normal form. The dual result, based on the closure of
a family of 1—forms, is given in section 4. Throughout the
paper, an example is discussed to highlight our propositions.

0-7803-9568-9/05/$20.00 ©2005 IEEE

II. NOTATIONS AND PROBLEM STATEMENT
Consider the following system:
&= f(z)
1
{ y = hiz) M
where U C R" is the set of admissible state, f : U T R" —
R"™ and h :U CE R™ — R are analytic.
Assume that for all == € U the codistribution
span{dh,deh,“,dL?—lh}isofnmk7LSetai::dLy4h

forl§i§nand9z(91 Hn)T.

We call the components of 6 the observability 1—forms,
and they form a basis of the cotangent bundle T*U of U.
Let g; be the vector field defined by:

0;(g1)=0 for 1<i<n-1
On (g1) =1
and define gy = (—1)k_1acl];c_1 (g1) for 2 < k < m. It is

clear that {¢,....,g,} form a basis of the tangent bundle
TU of U. Moreover, we have:

0 0 .. 0 1
0 o 1 Iy,
0(g1,gn) =| * . 1 : =A
1
1 ln72 ln n
where
lij = 0x(9;) (2)

with2<k<nandn—-k+2<j<n

Definition 1: We say that a dynamical system is in Output
Dependent Observability linear normal form (ODO linear
normal form) along its output trajectory y(t) if it is in the
following form:

z=A(y)z + B(y)
{ =z,=Cz @)
where
0 0 0 0
ai(y) 0 0 0
A<y) = 0 az(y) 0
0 0 ozn_l(y) 0
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and a;(y) # 0 for y € |—a,a] and a > 0.

Without lose of generality we can assume that «;(y) > 0
on |—a,al for all i = 1 : n— 1. Indeed, if for a certain k we
have o < 0 then we take —zg 1 instead of zj41.

Remark 1: We just consider the linear output in this
normal form as the work in [9], but it’s not necessary to
set the output as a linear one. A function of the linear output
such as h(Cz), even a nonlinear output such as h(z) in [13]
would be considered in the future.

Before to state the problem which we will deal with in
this paper, we first give some motivations to study systems
in the ODO linear normal form.

The main motivation for ODO linear normal form is
to generalize the linearization theorem in [9], [4] and [6].
Moreover, we also want to apply this normal form into
cryptography since that it introduces the observability bi-
furcations into the matrix A(y) which can be use to increase
the robustness of the cryptosystem. In addition, it’s obvious
that we can design observes for this kind of normal form.

Indeed, for system (3), there exist many ways to design
an observer. We can construct a step by step sliding mode
observer (see [1]) for the system (3) as follows:

En_1knsign (21 — 1)

En_g&n_lsign (22 — ,’22)
=AYz + By + | :

Ell‘{gsign (2,171 - ZA’n,1)

K18ign (zn — %n)

with the auxiliary states:

~ _ 2 sign(zn—=2n)
Zpn—1 = Zn—1 + Elﬁl;@n_;(y)”

5ign(Zn—1—2n—1)
an—2(y)

Zp—2 = Zn_2 + Eako

sign(Za—22)

21 =21+ En,—lﬁm,—l a1 (y)

where

if zp =2,,F1 =1,else B1 =0
if Enfl = 7:’7171 andE1 = 17E2 = 17 elseE2 =0

if 22 = 22 and En72 = 17E7L,1 = 1, elseEn,1 =0

So, if all observation errors are bounded and all «; # 0 then
it is possible to find k1, ....,k, such that the observation
errors go to zero in finite time.

Obviously, there exist many other observers which work
for system (3), but the problem which we consider here is
the following.

Problem statement: When does there exist a local diffeo-
morphism and an output injection which transform system
(1) to the ODO linear normal form?

We answer this question in two ways: in next section we
give the sufficient and necessary conditions using a family
vector fields associated with the nonlinear system and in the
following section we give the dual of the first method which
give us the diffeomorphism.

III. MAIN RESULT

In this section, we will use Lie brackets commutativity of
a family of vector fields to give the sufficient and necessary
conditions to solve our problem.

Theorem 1: System (1) can be transformed to ODO lin-
ear normal form (3) by a diffeomorphism and an out-
put injection if and only if there exist a family of func-
tions (c(y));<;<,_, such that the followmg family of
Vector fields: g1 = mg and go = - T R S—
[Grn—1, f] satisfy to the commutativity conditions:

Qn—1
[ghgj] :Ofor 1 SZ,] Sn

where ™ = a1...0—1.

Remarks 1: 1) If o; for all 1 <4 <n — 1 are constants,
so their derivatives are zero, then we get [g;, g;] = O for
1 < 4,7 < n, so we obtain the linearization theorem of
(9D.

2) If a; = s(y) for all 1 < ¢ <n — 1 then we obtain the
result stated in [8] and [6].

Proof: Necessary condition:
For system in the form (3), it is easy to show that g; =

ﬂ%a’— which ylelds that g; = 71 and then by construction

we obtain g; = == for all 2 < i < mn.
Sufficient condltlon

Assume that there exist (o;(y));<;<,_; such that:

[gi,gjl =0for 1 <i,j<n
then there exists a local diffeomorphism ¢ = z such that

7]
d¢<g» az

As d¢ is a multiclosed 1—forms, and doé(g;) = E)%i is

constant SO 5 d(b(f) = d¢([§z,f]) = «;dd(git1) =
O‘%aziﬂv thus B—Zidd)(f) = alaz — for 1 <4< n-—1.
Thus, by integration we obtain: do(f) = A(y)z+ B(y). ™

It’s natural to ask how to compute such functions
(@i(y))1<i<n_1? The following criterion, in many cases,
yields us to determine functions (¢ (y));<;<p_1-

Criterion 1: 1If system (1) can be transformed to ODO

linear normal form then there exist functions Aq,..., A\,_1
such that:
[ghgn] =\
(9K, 9n] = Akgr mod. (g1, ..., Gr—1]
forall 2 <k<n-1
where
e k+17Tn
Mok = (CDM(Ch T ot T
+o C,Z_}%) + (—:Z:ﬁ
(—1)F*! ”——) forl<k<n—2 ¥
Tn—k
A1 = (_1)n % + %
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n—=k

and 7, = [] ap—; forall 1 <k <n-1, andﬂkfddiy"
i=1

Before, to proof this criterion, we will give some remarks
on the family (A;);<;<,,_; -

Remarks 2: 1) Until the compilation of this paper we
don’t know if equation (4) is sufficient to find the family
(i (Y))1<i<pn_1 - Indeed in (4), we can have the same
equations for different )\;. If n is odd then \; = 0, thus
for n = 2k 4+ 1 we have at most n — 2 equations, and as we
will show it in our example for n = 4, we have A3 = —M\o.
However, in many cases, by identification, the writing of
equation (4) allows us to give (o (¥));<icp_1 -

2) Lie brackets [g;,g,] for 1 < 4,57 < n — 1 don’t give
us more equations than those obtained in (4). Indeed, if we
set B = (bij)i<ijcn = (9i:9i]) 1< j<n > then B is an
antisymmetric matrix and

bis=0b;;=0forallie[1,n—1] and j € [1,n — i

and by using the Jacobi’s identity we have:

[92, 9n—1] = [[91, f], gn—1]
= (_ Hgn—lvgl] Mﬂ
+ [glvgn])
As [gn—1,91] = 0, we have
[nggn—l] = [glagn}

By the same argument we obtain:

bivkn—tk = 1g1 fork=1:p

where p = 2L if n is odd else p = 2.

To show that the other b; ; provide equations which are
combinations of Ay, we use over and over the Jacobi’s
identity. For example for b3 ,_1, we have:

b3,n—1 - [g?ngn—l] = [[92, ] In— 1]
= —[[gn-1,92], ] + [92, 9n]
- Hgla gn] ) f] + )\292 mod [91]

= )\292 mod [g1] — [Mg1, f]
= >\292 mod [91] - )\1 [glvf]
+ (L) g

= ()\2 - /\1) g2 mod [g1].
Proof: For system (3) we compute g; and go and we
get:

109
g1 = 7?15721

1 0 = 0
g2 = ;28722+;%04n—12n—1a

Now, as for 3 < k < n we have gy = [gk—1, f] then by
induction we obtain:

—_ 190
9k = m Oz, i
T _
T Zh=2 — ot
k—3 9
+ 71_%73 Q10 _9 + ... Tn—12n—1 Ozp_1
’
™
taeg. 04k72
“k 2
. +Cl
—| %= 4Oz o1+ .. Tn—2%n—2752—
]_ 2 k—2Ck—-1 n— n— sz,z
k 2
+C( 20&10(2 Q2 (5
7'r
k 3 +03 B
T s 4 5
+ +.. Tn—-3%n—-3%3z, 5
k—2
C( )z 2041042 Qg—2
k ) 9
+(_1) ﬂ?ﬂ-nfkr+lzn7k+lawl

+ Ry 1(Zny Zn—1s -+ Zn—k+42)91 + -
+ R k—2(2n, 22 _1)gr—2

From this it is easy to compute all Lie Brackets [gx, gn]
for 1 <k <n—1 and deduce equation (4). [ |

Here, a simple example is studied in order to illustrate the
previous theorem. Moreover, it allows us to highlight our
concern stressed in Remarks 2.

Example 1: Consider the following system:

T = ﬁfﬂxlxs

. _ B

T2 = e y=uay (6)
i3 = p(y)r2

Eq4 = y(y)z3

Its family vector fields is:

_ l4wm 0
g1 = R
_ 9 [z L+aa\") 9
92 = u0m  \uB 73( /3) dx1
10 (v (yuB) ﬁ
g3 = 78$3+<( 2+ﬂ(’wﬁ ) 35
—yuws (14 24) (up) 9 + R1391
(yuB)? Oz
Y (w’ PLGZI0)
= |5+
o (72 ((w ? (w >M>

0 (o (wﬁ)’ 9

o, (w ? <wm2> e
1 (yuB)

+(1+x4 - VB )x oy

+R14 (23,22) g1 + Ra3(23)92
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From which a straight computation gives:

A = (ryuﬁ)’+m+2i
B T Y
L up)
o= 2 Y
(yuB)’
A p—
° ? Yo

which by identification with equation (4) yields to a3 =
B,as = i and a3 = 7y, S0

g = (1+4+x) %
-0

g2 = O1s

-0

g3 = 87333

~ o 0 X1 0
o= Oy 14240z

It is clear that [g;,g;] = 0 for all 1 < 4, j < 4. Therefore the
two conditions of theorem 1 are fulfilled, thus system (6)
can be transformed to ODO linear normal form.

Theorem 1 allows us to know whether a nonlinear system
can be or not transformed to ODO linear normal form.
However, it doesn’t give the diffeomorphism for transforming
system (1) to ODO linear normal form. The following section
deals with this question.

IV. THE DUAL VERSION AND THE DIFFEOMORPHISM

In this section, we propose another method, based on the
closure of a family of 1—forms, to give the diffeomorphism
which transforms system (1) to ODO linear normal form.

Considering the family of vector fields (g;),,,, defined
in theorem 1 it is easy to show that: o

0 (g1, gn) =
0 0 0 1
0 Tn—2 l2,n
=A
T
1 ln’g ln,n
where
lk,j = 0k(g5)
with2<k<nandn—-k+2<j<n
Set

w=A10:= (w1, wa, ...,wn)T @)

where, for all 1 < s < n, we have:
Wsg = Z ’rs,mem (8)

Then the following algorithm gives all components of w:

Algorithm 1:

forall 1 <j<n
Tnyg = -+ = Tn—j42,5 = 0 and Tn—j+1,7 = 1
for2<k<n—-1land1<j;<n

k
Tnekyj = = 2 en—ktie(—1)Tn—kti—(j—1),j
i=2

n—s+1

and then (8) become: wy = > 75 mbm.
m=1

Theorem 2: System (1) can be transformed to ODO linear
normal form (3) by a diffeomorphism and an output injection
if and only if there exist a family functions (o (y));<;<,_1
such that the multi 1—form w given in (7) is such that dw =
0.

Moreover, the diffeomorphism which transforms (1) to (3)
is given locally by ¢(x) = z where

Zi:¢i($)=/wi+¢i(0) forall1 <:<n
¥

where 7y is a smooth path from 0 to = lying in a neighborhood
Vo C U of 0.

Proof: To prove this theorem we will show that the
two following conditions are equivalent:

i) ['gvuﬁj] =0, Vi,j € [1,n]
it)dw =0

Recall that for any two vector fields X,Y we have:
dw(X,Y) = Lx (w(Y)) = Ly (w(X)) = w([X,Y])

Now set X =g; and Y = g;, we obtain:

— w([gi, 95])

As w(g;) and w(g;) are constants, then we have

dw(gi, g;) = Lg,w(g;) — Lg;w(3i)

dw(gi, ;) = —w([9:, 951)
As w is an isomorphism and (g;);;<,, is a basis of TU,
then condition 7) is equivalent to condition 7). [ ]

The following gives another way to find equations in
(ai)lgign—l‘

Criterion 2: If system (1) can be transformed to ODO
linear normal form (3) by means of a diffeomorphism and
an output injection then there exist functions oy, ...
such that:

d [Qn (gk)] = O’k_lek mod [91, ceny F)k_l]
forall 2 <k<n-1
Remarks 3: i) The multi 1—form w can be viewed as an
isomorphism TU™ — U x R™ which sends each g; to the
canonical vector basis azniﬂ. Moreover, dw = 0 means
that locally there is ¢ : U — U such that w is the tangent
map of ¢.
i1) The family of (0;),-,;~,,_, is linearly dependent of the
family of (Ai);<;<p_q -
i17) For a given k = 2 : n — 1 we have:

den (gk) = dln)k

;On—1
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where [, ; for 0 < ¢ < n — 2 are given in matrix A (2).
The other components of A don’t yield other equations than
those we obtain in (4). Indeed,

dby, (gk) =dbn—; <9k+i)
= dln—i,k-‘ri
= ak_lﬁk.mod[Gl, ceey gk—l]

On-1(93) = On-1(lg2,f]) = On(92) — Lybn-1(g2) =
0., (g2) because 6,,_1 (g2) = 1 is constant. By using induc-
tively the same argument over and over we obtain the above
formula.

Now, ln—1,4 = 971—1 (94) = en—l ([937 f]) =
On (93) - Lfon—l (93) =0, (93) — Oy (92) . So, dln—1,4
0203m0d[91,92] — Lf (Jgongd[Ql]) = Jgangd[Gl, 92] —
((Lyoa) 02 + 01Lgb2) mod[6,]) . Thus we have:

dln_174 = (0’2 — 0’1) 93 mod [91,02].
In the same way we can show that the other components

of dA don’t give us more equations than those given by

(dln:i)2§i<n—1 in o;.
Example 2: (example 1 continued)
The observability 1—forms of (6):

01 = dl‘4
Oy = ~drs+ Y x3dry
03 = ypdry + 29 yrzdes
+ () w2 +2 (/%) 23) daa
ﬂ / /
0, = d 2 d
4 (i x4+ (29 4 (yp)') ysdas
+ (%’wxz + () w2 + 3y (v) z%) ds
+7"(91
According to criterion 2, we get:
/ ! ’
R G /T e DY
YHB Y Y
I ! ’
oy = () n (vw) LY
YHB Y ¥
/
oy = 2l#0)
YuB

It is clear that \; = 01, A1 + Ay = 05 and A3 = o3.
After some computations we have:

0 0
~ 0 0
A =
0 we
B (29 yuxs + (yp) yas)
0 1
Y , 7/963 )
2yyzs (vw) 2 +2(v'7) 23
29 ypag + v (yp) @2 213
( +3v (') 23 Tz T

A straight computation gives

Thus w = d¢ where ¢(z) = 2 = (ﬁ,iﬂz,xs,m)T’ and

so we obtain the diffeomorphism coordinate.

V. CONCLUSION

In this paper we propose the geometrical conditions which
allow us to determine whether a nonlinear system can be or
not transformed locally to ODO linear normal form by means
of a diffeomorphism and an output injection. In addition,
two equivalent results are given. In the first one, we use Lie
brackets commutativity and the second one is based on the
closure of a family of 1—forms. Moreover the last solution
gives explicitly the diffeomorphism coordinate.

However, one question remained to solve is to find more
equations to determine functions (¢;),;«,_; - Finally, this
paper only deals with the system with only single input single
output, and the case of multi-inputs multi-outputs is under
development.
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