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Abstract— Generalized adaptive notch filters (GANF) are used
for identification/tracking of quasi-periodically varying dy-
namic systems and can be considered extension, to the system
case, of classical adaptive notch filters. We analyze the enhanced
GANF algorithm, proposed in the literature, which incorporates
gradient smoothing. We show, both analytically and by means of
computer simulation, that gradient smoothing does not improve
tracking performance of generalized adaptive notch filters.

I. INTRODUCTION

Generalized adaptive notch filters [1], [2], [3], were de-
signed for the purpose of identification/tracking of quasi-
periodically varying complex-valued systems, i.e. systems
governed by

=>_0t)e(t) +o(t) =T (10t +u(t) (D)
=1

where ¢ = 1,2,... denotes the normalized discrete time,
y(t) denotes the system output, ©(t) = [p1(t),... ,@n(t)]T
is the regression vector, v(t) is an additive noise and 0(t) =
[01(t),...,0,(t)]T denotes the vector of time varying coef-
ficients, modeled as weighted sums of complex exponentials

k
wa(g)
=3 au(t) (t)e & I=1,....n ()

All quantities in (1) and (2), except angular frequencies
w1(t),... ,wk(t), are complex-valued. Since the complex
amplitudes ay;(t) incorporate both magnitude and phase
information, there is no explicit phase component in (2).
We will assume that both the amplitudes a;;(t),l =1,... ,n
and frequencies w;(t) in (2) are slowly time-varying, and
that v(t) = va(t) + jur(t). E}()] = ER3(t)] = o2/2,
Elvg(y)vr(t)] = 0, Vt, is a complex white noise of variance
o2, independent of the sequence of regression vectors ¢ (t).
One of interesting applications, which admits such problem
formulation, is identification of multipath (e.g. mobile radio)
channels - see e.g. [4], [5], [6].

Denote by a;(t) = [ai;i(t),...,a,:(t)]T the vector of
system coefficients associated with a particular frequency w;,
and let f;(t) = el Zi=1%i(9)_Finallylet 8;(t) = f;(t)ou(t),
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i=1,...,kand B(t) = [B],...,BF]T. Using the short-
hand notation introduced above, (1) and (2) can be rewritten
in the form

k k
t)=> @l ()Bi(t) +v(t => Bi(t)
1=1 =1

From different algorithms capable of tracking both complex
amplitudes and frequencies in a system governed by (1) -
(2) we have chosen a relatively simple solution described
in [3], which combines the exponentially weighted least
squares approach to amplitude tracking with gradient search
approach to frequency tracking

et) = yt)— oL (OAL(BB(E 1)
P(#) = 1 AL0)[P(-1)
Pl -Dert)e OPE-1] &
A o (HP(E - 1)er(t) Anlt)
1) = P()en(t)
B(t) = A(0)B{E—1)+1"(t)e(t)
gi(t) = Im{e"(t)e’ DT (1)B;(t — 1)}
Wi(t+1) = ©i(t) —ngi(t)
i o= 1,....k
o~ k o~
o(t) = Z@(t) 3)
where A, (t) = A(t) ® L,, A(t) = diag{e/>®),
eIk} and @i (t) = [@" (1), ... .  (1)]".

In the above algorithm X (0 <k)\ < 1), usually set close to
one, denotes the so-called forgetting constant, which controls
the rate of amplitude adaptation, and 1 > 0, usually set
close to zero, denotes the stepsize coefficient, which controls
the rate of frequency adaptation. Generally speaking, both
design parameters should be chosen so as to trade-off the
tracking speed of a generalized adaptive notch filter (which
decreases with growing A and increases with growing 1) and
its noise rejection capability (which increases with growing
A and decreases with growing 7).

The initial conditions for (3) should be set to ﬁ( ) =20
and P(0) = clIj,, where I, denotes the kn x kn identity
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matrix and c is a large positive constant, which is a standard
initialization procedure for all RLS-type recursive estimation
algorithms [9].

Derivation of (3) is two-step. First, the problem of tracking
of B(t) is solved for a system with fixed frequency modes
(constant frequencies). Then, the frequency adaptation loop
is added by performing the gradient-type minimization of the
instantaneous measure of fit

J(tw) = lyt) — T (OBt — 1, w) = [e(t,w)[

where w = [wy, ... ,wi]T.

In order to smooth out the frequency estimates, and hence
to improve parameter tracking, one may attempt to replace
the instantaneous measure of fit with its locally averaged
counterpart

Jt,w)=vJ(t—1w)+(1-v)J(tw)

where 0 < v < 1 is the coefficient which decides upon the
degree of smoothing. All that is needed to incorporate this
change, is replace the “instantaneous” gradient terms g; ()
in (3) with the smoothed gradient terms g;(t)

gi(t)
Wit+1) =

vgi(t—1) 4+ (1 —v)g(t)
wi(t) —ngi(t) 4)

Note that for v = 0 the smoothing action is switched off, i.e.
the modified algorithm becomes identical with the original
algorithm.

The gradient smoothing technique was advocated by Tsatsa-
nis and Giannakis in [4] and seems to be a natural way of
enhancing tracking capabilities of generalized adaptive notch
filters . We will show that - contrary to such expectations -
gradient smoothing always worsens tracking performance of
the GANF algorithm, and hence there seems to be no good
reason to use it.

II. ANALYSIS OF THE SIGNAL IDENTIFICATION
ALGORITHM

The problem of identification of quasi-periodically varying
systems can be considered generalization, to the system case,
of a classical signal processing task of either elimination or
extraction of nonstationary sinusoidal signals buried in noise.
Actually, note that when n = 1 and ¢(t) = 1, V¢ the model
(1) - (2) becomes a description of a noisy nonstationary
multifrequency signal s(t) = 6(t)

i wils)

k
y(t) = s(t) +v(t) = Zai(t)e = +u(t)

k
=" Bit) +o(t) )
i=1

'Even though the form of smoothing (local arithmetic mean) proposed in
[4] is slightly different from the one considered here, the qualitative effects,
discussed below, are obviously the same.

In this special case the generalized adaptive notch filter (3)
- (4) becomes an “ordinary” adaptive notch filter

e(t) = y(t)—1FTAMB(E-1)
P#) = ;A ()[P-1)
Pt —11,11P(t—-1)] ~
a A+1}£P(tkf 1)1y, Alf)
1(t) = P()1,
B(t) = A®B(t—1)+1"(t)=(t)
gi(t) = Im{e"(t)e’* O f;(t —1)}
3i(t) = vgt—1)+ 1 —v)gl(t)
Wit+1) = wi(t) —ngi(t)
1 1, Lk
k o~
5t) = Z@-(t) (6)

~ ~

where B(t) = [B1(t), ..., BT, Bi(t) = filt)a;(t), i =
I,...,kand 15 =[1,...,1]T.
——

The problem of eliminagon and extraction of complex sinu-
soidal signals (called cisoids) buried in noise was considered
by many authors - see e.g. [7], [8] and the references therein.
We will analyze (6) using the approximating linear filter
(ALF) technique, introduced in [7]. Approximating linear
filters characterize the relation between the sequences of
estimation errors and the sequences of measurement noise
v(t) and of the one-step changes of the true frequency
w(t+1)—w(t), provided that the analyzed algorithms operate
in a neighborhood of their equilibrium state.

A. Theoretical analysis

Similarly as in [7], we will consider the single frequency case
(k = 1) and steady state tracking conditions. For k£ = 1,
the scalar (1 x 1) counterpart of the matrix P(t), denoted
by p(t), tends to a constant steady state value p(co) =
limy oo p(t) = 1 — A. Hence, in the case considered, one
can rewrite (6) in a much simpler form

e(t) = y(t)— OB 1)
Bty = Ut —1)+ (1 - MNe(?)
g(t) = TIm{e* ()™Mt — 1)}
gt) = wvgt—1)+ (1 —-v)g(t)
Wit+1) = W) —ng(t)
) = B (7)

Denote by AJB(t) = B(t) — B(t) = 5(t) — s(t) and AB(t) =
@(t) — w(t) the signal estimation error and frequency esti-
mation error, respectively. Let

AG(t) = B (HAB() = Adr(t) + jAG (1)
e(t) = B (v(t) = er(t) +jer(t)
w(t+1 w(t+1)—w(t) 3
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Using the technique proposed in [7], the following result can
be proved
Proposition 1

Assume that the sequences {e(t)} and {w(¢)} are uniformly
small so that one can neglect higher than first-order moments
of their elements. Then the algorithm (7) applied to signal

y(t) = pt) +olt), BEt)=*Vpt-1) 9

can be approximately described by the following linear
filtering equations

Ar(t) = MApr(t—1)+ (1 - Ner(t)
Adr(t) = AAGI(t—1) 4+ A2AG() + (1 — Nes(t)
g(t) =2 BPAGE) + Adr(t—1) — es(t)
g(t) = wvg(t—1)+(1-v)g(t)
AB(t+1) =2 AB) —w(t+1) —ng(t) (10)

where b = |5(t)].
Proof: See Appendix.
Denote by ¢~ the backward shift operator and let § = 1 —

nb2. Solving_the approximating linear equations (10) with
respect to A¢r(t), A¢r(t) and AD(t) one obtains

Adr(t) = F(g)en(?)
Apr(t) = Gi(g Her(t) + Ga(g™Hw(t)
AG(t) = Hi(g Her(t) + Ho(g Hw(t) (1)
where
1)
F(g )= Tt
Gl(q_l) = ng(izq_l)) ) G2(q_1) = - béw:q(ql_) )
1 -1
and
Mi(g™") = I=XN+N=0+v2-X=08]q¢"*
+ vl —N)g?
Ma(g™h) = M1-wg™t)
Ni(g™") = (1-v)(1-6)1-q¢ g
No(g™) = 1=(A+v)g ' +vAg?
D) = 1-+d+v2-dg "

+ MHv(l+N)])g?—vAg?

It can be checked (see e.g. [12]) thatfor 0 < A < 1,0 < § <
1 and 0 < v < 1, all approximating filters are asymptotically
stable provided that

V1 =3+ A+ X+ (1-v)(1-X)>0

The sufficient stability condition, which holds for any value
of ¥ (0 < v < 1) and stays in a good agreement with

the optimization recommendations discussed below, takes the
form

(1-2)?
A
Suppose that that the frequency w(t) evolves according to
the random walk model, i.e. that the frequency increments
w(t) form a zero-mean white noise sequence with variance

02, independent of v(t).
For a constant-modulus signal it holds that

Bladop - HAcON] L Bl (O)]

One can check that e(t), similarly as v(¢), is a complex-
valued white noise obeying o2 = Elle(t)]?)] = b%02,
Ele%(t)] = Ele3(t)] = 02/2, Eler(t)e;s(t)] = 0. Therefore,
using standard results from the linear filtering theory, one
arrives at

1-6< (12)

E[(Adr(1)?] = I[F(2)] Ele}(t)]
E[(Adr(t))?] = I[G1(2)] Ele} ()] + I[Ga(2)] Elw?(t)]

E[(AB(1))%] = I[H1(2)] Ele] ()] + I[Ha(2)] E[w?(t)]

! %X(Z)X(Z_l)%

" 27j z

where
11X (2)]

is an integral evaluated along the unit circle in the z-
plane, and X (z) denotes any stable proper rational transfer
function.

Suppose that

Bz

A(z71)

where A(z71) = 1+a1z7 +a22 2 +azz73 and B(z71) =
bo 4+ b1z~ + baz~2. Then it holds that [12]

X(zhH =

det(El)
I[X = 13
XC) = Geris (13
where
1 aq a9 as
o ai l+as a;1+a3 ao
1=
a9 as 1 aq
as 0 0 1
and
BO al a9
22 = B1 1 +ay a1+ as
B2 as 1

with BO = bg +b% +b2, Bl = 2bl(b0 +b2) and BQ = 2b0b2.
When there is no smoothing (v = 0) the problem is analyti-
cally tractable. Straightforward but tedious calculations yield
[10]

B[@() - w()?] = g o + [2"7 + 21M] 2

(14)
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N 2
Bl - 80P = | L+ 5ot e ot as)

4p 2py

where 1 = 1 — X and y = nb%. The approximations hold for
sufficiently small values of y and ~.

Both mean-squared tracking errors can be minimized with
respect to p and ~. Denote by pu, and ~, the values of
1 and v which minimize the frequency tracking error (14).
Similarly, denote by pg and 7z the analogous settings for
which the signal tracking error (15) attains its minimum.
Finally, let

2
£ = —u (16)
be a scalar measure of signal nonstationarity. Note that £ is a
product of the signal-to-noise ratio b2 /o2 and the variance of
frequency changes o2, It can be shown that for sufficiently
small values of £ it holds that [10]

Mo = v 8, Y= \/i
E[(@(t) — w(t))?| s, V0] = V261 00, (17)
and
pe =2, =2
E(IB(t) — Bt)*|ug, vs) = /26 o (18)
Remark

Note that the settings that are optimal from the frequency
tracking viewpoint are not the best choice from the signal
tracking viewpoint and vice versa. Note also that vy, = 112 /2
and g = i3, which suggests that setting v = 1*/2 (when
we are primarily interested in frequency tracking) or v =
p? (when we are interested in signal tracking) may be a
good way of reducing the number of design parameters of
a GANF algorithm. Observe that, according to (12), in both
cases discussed above the generalized adaptive notch filter is
stable for any value of 0 < v < 1.

B. Numerical study

Unfortunately, when v > 0 the analytical results obtained
using (13) become very complicated and cannot be easily
brought down to the form revealing the effects of smoothing.
For this reason we decided to analyze the problem numeri-
cally.

Figure 1 shows both theoretical and experimental results
obtained for a single cisoid with a constant amplitude
b = 1, embedded in complex-valued white Gaussian noise
with variance 02 = 0.2 (SNR=7dB). The evolution of the
instantaneous frequency w(t) was modeled as a random walk
process with the variance of frequency increments set to
02 = 107" and with the starting value set to w(0) = 7/2.
Note that in the case considered & = 5-10~7 and hence
for v = 0 (no smoothing) the optimal settings are p, =
0.045, 7, = 0.001 (when frequency tracking is the main
objective) and pug = 0.032, v3 = 0.001 (when signal
tracking/cancellation is our primary task). We examined the

x 10

El(A0(®)]

0.04

Fig. 1. Variance of the frequency estimation error A&(t) (upper figure)
and signal estimation error A3(¢) (lower figure) for a nonstationary noisy
cisoid with randomly drifting frequency. The theoretical results (solid lines),
obtained for different values of the frequency adaptation gain ~ and different
values of the smoothing coefficient v, are compared with simulation results:
the symbols O , + and X correspond to v = 0, v = 0.9 and v = 0.95,
respectively. The amplitude adaptation gains p were fixed at the values
e = 0.045 (upper figure) and pg = 0.032 (lower figure).

effects of smoothing in the neighborhood of the points
(tw,Vw) and (pg,vg). Since the amplitude adaptation gain
1 does not affect in a direct way the frequency tracking
loop, we fixed it at its “optimal” (as long as there is no
smoothing) values (i, and g, respectively. Hence, the only
two parameters that were changed were v and v 2.

The experimental results shown in Figure 1 were obtained
by double averaging. First, for a given realization of mea-
surement noise and a given frequency trajectory, the time-
averaged squared tracking errors were computed for different
pairs (7, ) from 10000 iterations of the algorithm (after it
has reached its steady state). The single-realization results
obtained in this way were next averaged over 50 different
realizations of {v(¢)} and {w(t)}. Note that the results of
simulation experiments stay in a very good agreement with

2The full three-dimensional inspection of the error surface, regarded as
a function of p, v and v, confirmed that analysis of such two-dimensional
cross-sections is representative
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theoretical curves.

Both theoretical and experimental plots show clearly that
smoothing can only degrade tracking capabilities of the
GANTF algorithm. While in the close vicinity of the points
(#w,Yw) and (pg,vs) smoothing has practically no effect
on tracking errors, when settings are less carefully chosen
the obtained results are always worse than those yielded
by the unmodified GANF algorithm. This observation was
confirmed by many numerical studies (not reported here),
performed for different values of &.

ITI. ANALYSIS OF SYSTEM IDENTIFICATION ALGORITHM

A. Theoretical analysis

Similarly as in Section 2, we will consider the single fre-
quency case (k = 1). If the sequence of regression vectors is
wide-sense stationary and persistently exciting, and A is close
to 1, one can use the following steady state approximation

P(t) = (1 - ) (®*)! (19)

where ® = E[p*(t)pT(t)] > 0.

Using (19) the generalized adaptive notch filtering algorithm
(3) can be, for a system with a single frequency mode,
rewritten in a simplified form

1) = )= B - 1)

(
() = PUB(E—1)+(1-N® o (H)e(t)
g(t) = Im{e"(t)e*MT(1)B(t — 1)}
gty = vglt—1)+ 1 —-v)g(t)
Ot+1) = o) —ng(t)
o) = Bt (20)
Let
AB(t) = B(t)-B(t)
Ag(t) = BULBAB(L) = Apr(t) + jAG;(t)
e(t) B (t)e* (t)u(t) = er(t) + jer(t)

Using the notation introduced above one can prove:

Proposition 2

Assume that all conditions of ALF analysis are fulfilled and
that the sequence of regression vectors ¢(t), independent of
v(t) and w(t), is wide-sense stationary and persistently excit-
ing. Then the generalized adaptive notch filtering algorithm
(20) applied to the system governed by

y(t) =@ (B0 + (1), B(t) =Bt 1)

can be approximately described by equations (10) with b =
Bl®3,, where 3, = B(0).
Proof: Because of the lack of space the proof, which com-
bines the Taylor series approximation technique, exploited
in the signal-oriented case (see Appendix), with the direct
averaging approach [11], widely used for analysis of adaptive
systems, is skipped.

21

Since the approximating linear filters associated with (20) are
identical with the analogous filters derived in Section 2 for

the signal identification algorithm, some of the conclusions
drawn there extend to the system case. This concerns, for
example, analysis of the frequency tracking error for ran-
dom walk frequency variations. Unfortunately, the parameter
tracking results cannot be easily generalized to the system
case. This is because - unlike the signal case - the variance
of the system tracking error e,(t) = T (¢t)AB(t) (which is
a natural extension, to the system case, of the signal tracking
error A3(t)) cannot be explicitly related to the quantity
E[|A¢(t)|?] = E[|B"(t)®AB(t)|?], which can be evaluated
using the ALF-based approach.

B. Numerical study

The results summarized below were obtained for a time-
varying two-tap channel-like FIR system governed by

y(t) = 601(t)u(t) + O2(t)u(t — 1) +v(t)

where u(t) denotes a white 4-QAM input sequence (u(t) =
+144, 02 = 2) and v(t) denotes a complex Gaussian mea-
surement noise with variance o2 = 4. The impulse response
coefficients of the system were modeled as nonstationary
cisoids

0,(15) = aiejzzzl w(s)7 = 1, 2
with time-invariant complex “amplitudes” o = [a1,as]|T
=[2-37,1+2j |7 Note that in this case 3, = a,
@(t) = [u(t),u(t — 1)]T, ® = Tho? and BU®B, /02 = 5,
i.e. SNR=7dB.
The evolution of the frequency w(t) was modeled as a
random walk process with the variance of frequency incre-
ments set to 02, = 10~7 and with the starting value set to
w(0) =7/2.
The results, depicted in Figures 2 and 3, lead to the same
conclusion as that reached in the signal case - even though
gradient smoothing increases the number of design degrees
of freedom (“tuning knobs”) of GANF algorithms, it does
not improve their tracking capabilities. Hence it cannot be
recommended in practice.
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APPENDIX
Since y(t) = B(t) + v(t), it holds that
e(t) = B(t) - OBt - 1) +v(t)

AB(t) PRt —1) = B(t) + pe(t)
Combining the last two equations one arrives at

AB(t) = A [ 0B(E = 1) = B(8)| + po(t)
Note that

FPIB(t 1) = F DI OAR(E 1) + B(t — 1)

For small frequency errors it holds that e/2%(®) =~ 1 4
JAG(t). Using this approximation and neglecting all terms
of order higher than one in A% (t) and AF(t—1) one obtains

TPWB(E— 1) = B(t) + DAB(t — 1) + B AB(L)
Therefore
AB(t) 2 AT“DAB(t — 1) + jABE)AD(E) + po(t)
and
BHAB(E) = A3 (t—1)AB(t—1)
+ JADPAG(L) + pB* (H)u(t)

The first two equations of (10) follow directly from the above
result.

Similar technique can be used to cope with the frequency
update in (7). Note that

e (1) WB(t — 1) = SN (= 1)B(t - 1)

—B(t = 1) + OBt — 1) (t)
and

~

AW B (¢ — 1)B(t - 1)
2 B*(t — 1)(1+ JAB()) (AB(t — 1) + B(t — 1))

= 3°(t — )AB(t— 1) + j|B(t — DIPAD() + |B(t — 1)
Combining the last two equations, and noting that
PRt — 1" (1) = B(t)v* (1)

(since under our first-order approximation the terms propor-
tional to v*(¢)Aw(t) and v*(t)AB(t — 1) can be neglected),
gives

()PPt — 1) = Bt — D)AB(t — 1) + jb2AD(¢)

+B(t = 1) =Bt = D) + B(1)o" (1)

and
g(t) = BAG(E) + Im |8 (t = DAB(E = 1) + BH)" (1))

which is the third equation of (10).
Finally, since w(t + 1) = w(t) + w(t + 1), the frequency
estimation error can be expressed as

AB(t + 1) = AD(t) — ng(t) — w(t +1)
which is the last equation of (10).
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