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Abstract— Recently in [10] an ergodic control problem for
a class of diffusion processes, constrained to take values in
a polyhedral cone, was considered. The main result of that
paper was that under appropriate conditions on the model,
there is a Markov control for which the infimum of the cost
function is attained. In the current work we characterize the
value of the ergodic control problem via a suitable Hamilton-
Jacobi-Bellman (HJB) equation. The theory of existence and
uniqueness of classical solutions, for PDEs in domains with
corners and reflection fields which are oblique, discontinuous
and multi-valued on corners, is not available. We show that
the natural HJB equation for the ergodic control problem
admits a unique continuous viscosity solution which enables
us to characterize the value function of the control problem.
The existence of a solution to this HJB equation is established
via the classical vanishing discount argument. The key step
is proving the pre-compactness of the family of suitably re-
normalized discounted value functions. In this regard we use a
recent technique, introduced in [4], of using the Athreya-Ney-
Nummelin pseudo-atom construction for obtaining a coupling
of a pair of embedded, discrete time, controlled Markov chains.

I. INTRODUCTION

This paper is a condensed version of Borkar and
Budhiraja[8]. The reader is referred to [8] for proofs of all the
results stated here. In a recent work [10] an ergodic control
problem for a class of constrained diffusion processes, in
polyhedral cones, was studied. Such controlled constrained
diffusion processes arise in the heavy traffic analysis of single
class open queuing networks with state dependent arrival and
service rates with control in the marginal service rates (cf.
[17]). The domain G C IRF, which is the state space of
the controlled Markov process, is given as an intersection
of N half spaces G;;i = 1,--- N. Associated with each G;
is a vector d; which defines the “direction of constraint”
in the relative interior of 9G;. At a point x € OG where
several faces meet, there is more than one possible direction
of constraint, in fact the set of permissible directions is a
cone denoted by d(z). Roughly speaking, the constrained
version of a given unrestricted trajectory in IR¥ is obtained
by pushing back the trajectory, whenever it is about to exit
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the domain, in one of the permissible directions of constraint
using the minimal force required to keep the trajectory inside
the domain. Precise definitions will be given in Section 2.
The constraining mechanism is described via the notion of a
Skorohod problem. Under appropriate conditions on (d;)Y ;
it follows from the results in [14] that one can define the
”Skorohod map”, denoted as I'(-) which takes an unrestricted
trajectory v (-) and maps it to a trajectory ¢(-)=I"(¢)(-) such
that ¢(t) € G for all ¢ € (0, 00).

The controlled constrained diffusion process that we will
study is obtained as a solution to the equation:

r <X(O) + / (X (s), u(s))ds

0

X(t)

[ o) mie=o. @
0

where W (-) is a standard Wiener process, b : G x U — IR¥;
o : G — IRF** are suitable coefficients, U is a given control
set and u(+) is a U valued ”admissible” control process. The
cost of interest is the ergodic cost criterion:

T
limsup%/ k(X (s),u(s))ds, 1.2)
0

T—o0

where the limit above is taken almost surely and k& : GXU —
IR is a suitable map.

It was shown in [10] that, under appropriate conditions
on the model, (Conditions II.2, II.3, I1.4) there is a Markov
control for which the infimum of the cost in (I.2) is attained.
In the current work our goal is the characterization of
the value function of the control problem via a suitable
Hamilton-Jacobi-Bellman (HIB) equation. For unconstrained
diffusions this problem has been extensively studied and
we refer the reader to [6] for a detailed account. For
the controlled Markov processes in the present work, the
problem is quite challenging since the domain in which
the process is constrained to lie is not smooth (because of
the corners where the faces meet) and the reflection field
is oblique, discontinuous and multi-valued at the boundary
points which lie on more than one face. The theory of
existence and uniqueness of classical solutions for PDEs in
such domains is not available. However, using the funda-
mental ideas of Crandall and Lions [13], [18], Dupuis and
Ishii [15] have developed existence and uniqueness theory of
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viscosity solutions for fully nonlinear second order elliptic
PDEs on such domains. In this work we will show that
the value of the ergodic control problem introduced above
can be characterized via the unique viscosity solution of an
appropriate HIB equation. The usual approach to the HIB
equation for the ergodic control is via the ”vanishing discount
method” (cf. [12], [9], [6], [3]). In this approach one first
studies the value function V,(z) of the discounted control
problem:

Vale) = inf ( /O T emash(x(s), u(s))ds) a3

where a € (0, 00), the infimum is taken over all admissible
controls u and X*(-) is the solution of (I.1) with X (0) = z.
For f € CZ(G) let Lf : G x U — IR be defined as follows.
For(z,u) € G x U,

k 2
(LG 3 ansle) gt o)+

7,7=1

of
; bl(x7 U) 8361 (I)v

1.4)
where a;;j(z)=c(z)oT (z). Using results of [15] we will
show that the value function V,,(z) is the unique viscosity
solution (see Definition III.1) of the following HIB equation.

nelrf] (Ly(z,u) + k(z,u) —ap(x)) =0, z €@
(Vib(z),d;) =0, z€dG; icn(x), (L5)

where In(x)={i € {1,2,--- N} : x € G, }(as a convention
we set, for z € G°, I,(x) = (). We remark that the
work [15] considers the case where the domain is bounded,
however by a slight modification the techniques there can be
used to cover the case in the present work.

In order to study the HIB equation of the ergodic control
problem, we need to take the limit as o — 0. The key step
in this program is to show that the family:

{Va(')iva(') = Va(0), a€(0,00)}

(1.6)

is pre-compact in C(G). The classical derivation (see The-
orem VI.3.1 of [6]) of such a result makes use of certain
gradient estimates on V,(x), uniform in «, which we are
unable to prove for the model considered in the present
work. Another approach based on viscosity solutions, taken
in [3], proves the above pre-compactness by making some
strong stability assumptions on the model (a restoring force
towards bounded sets that grows without bound as |z| — o)
which are not natural for the constrained diffusion models
that arise from the heavy traffic analysis of queuing networks.
In the present work we prove the pre-compactness of the
family in (I1.6) by using the Athreya-Ney-Nummelin pseudo-
atom construction which was recently introduced in the
context of partially observed ergodic control problems in [4].
Using this construction, the pre-compactness of the family
of (re-normalized) discounted value functions for a partially
observed control problem was proved in [7]. One of the key
requirements for the coupling methods used in the above
cited works to work, is the existence of a suitable Lyapunov
function for the underlying controlled Markov processes. For

the processes considered in the present work, the existence
of such a Lyapunov function was proved in [1]. Using this
Lyapunov function one can show that a Foster type drift
criterion is satisfied for an appropriate embedded discrete
time controlled Markov chain. This, along with the pseudo-
atom construction enables us to show that the coupling time,
for two embedded controlled Markov chains driven by the
same Markov control and independent noise processes but
two different initial conditions, has finite moments. The
above step is the main ingredient to the proof of the pre-
compactness of (1.6).

Once the pre-compactness is proved, one can take the
limit of (aV,(0),V4(-)), along a subsequence, as o — 0.
Then by stability (under perturbations) properties of viscosity
solutions it follows that the limit, denoted as (p, V'(-)) is a
viscosity solution of the HIB equation for the ergodic control
problem (see (V.15)). The rest of the work involves showing
that this equation admits a unique solution and that p is the
infimum, over all admissible controls, of the cost function in
1.2).

II. PRELIMINARIES AND BACKGROUND RESULTS.

Let G C IR* be a polyhedral cone with the vertex
at origin given as the intersection of half spaces Gj,
i =1,---,N. Each half space G, is associated with a unit
vector n; via the relation G; = {zr € RF : (z,n;) > 0},
where (-,-) denotes the usual inner product in IR*. Denote
the boundary of a set B C IRF by 0B. We will denote
the set {x € 9G : (x,n;) = 0} by F;. For z € IG,
define the set, n(z), of inward normals to G at x by
n(x)={r : |r| = 1, (rre—y) <0, Vy € G}.
With each face F; we associate a unit vector d; such
that (d;,n;) > 0. This vector defines the direction of
constraint associated with the face F;. For x € 0G define
d(z)= {d €RF:d =3, I idison > 05 [|d]| = 1} .
We will denote the collection of all subsets of {1,---N}
by A.

Let D([0,00) : IR*) denote the set of functions mapping
[0,00) to IRF that are right continuous and have limits from
the left. We endow D([0, oc) : IR¥) with the usual Skorohod
topology. Let Dg([0,00) : IR*) = {¢ € D(]0,00) : IR¥) :
¥(0) € G}. For n € D([0,00) : IR¥) let |n|(T) denote the
total variation of 1 on [0,T] with respect to the Euclidean
norm on IR

Definition IL1: Let ¢p € Dg([0,00) : IRF) be given.
Then (¢,17) € D([0,00) : IRF) x D([0,00) : IRF) solves
the Skorohod problem (SP) for ¢ with respect to G and
d if and only if ¢(0) = (0), and for all ¢t € [0,00) (1)
o(t) = ¥(@) +n(t); ) ¢@t) € G; B) n|(t) < o5 (4)

nl(t) = /[

measurable v : [0, 00) — IR¥ such that y(t) € d(¢(t)) (d|n)-
almost everywhere) and 7(t) = f[O,t] y(s)d|n|(s).

On the domain D C Dg([0,00) : IR¥) on which there is
a unique solution to the Skorohod problem we define the
Skorohod map (SM) I as I'(v)) =0, if (¢, 1) —¢) is the unique
solution of the Skorohod problem posed by /. The following

) Itg(s)eacydln|(s); (5) There exists (Borel)
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is the key assumption made in [10] on the data defining the
Skorohod problem.

Assumption I1.2: (a) There exists a compact, convex set

B € IRF with 0 € B, such that if v(z) denotes the set of
inward normals to B at z € 9B, then for ¢ = 1,2,---, N,
z € OB and |(z,n;)| < 1 implies that (v,d;) = 0 for all
v € v(z) . (b) There exists a map 7 : IR¥ — G such that if
y € G, then w(y) =y, and if y & G, then 7(y) € IG, and
y — 7m(y) = av for some o < 0 and v € d(n(y)). (c) For
every x € OG, there is n € n(x) such that (d,n) > 0 for all
d € d(z).
Results of Dupuis and Ishii [14] show that under Assump-
tion I1.2 the Skorohod map is well defined and Lipschitz
continuous on all of Dg([0,00) : IR¥), in particular, D =
D¢([0,00) : IR¥). In rest of the paper Condition I1.2
will always be taken to hold. We refer the reader to [16]
for sufficient conditions and examples for which the above
condition holds.

We now introduce the controlled constrained diffusion
processes that will be studied in this paper. Throughout this
paper we will assume the relaxed control framework, i.e.
there is a compact metric space S such that the control
set is U=P(S) (the space of all probability measures on S
endowed with the weak convergence topology). All topolog-
ical spaces in this paper will be endowed with their natural
Borel o- field. For a topological space I, we will denote its
Borel- o field by B(K). The space of all real, measurable and
bounded functions defined on K will be denoted as BM (KC),
the subset of BM (K) consisting of continuous functions
will be denoted by C(K) and the space of all probability
measures on (/C, B(K)) will be denoted by P(XC). The space
P(K) will be endowed with the weak convergence topology.
For A € B(K), Za(-) will denote the indicator function of
the set A. Also, we will denote by CZ(G) the space of real
valued, bounded and twice continuously differentiable func-
tions on G. By a filtered probability space: (2, F, P, (F¢))
we will mean a probability space (€2, F, P) endowed by a
filtration (F;);>¢ satisfying the usual hypothesis. A pair of
stochastic processes (u(-), W(-)) defined on some filtered
probability space: (2, F, P, (F%)) is said to be an admissible
pair if: W(-) is a F;- standard Wiener process and u(-) is a
U valued, measurable, {F;} adapted process.

We will consider controlled constrained diffusion pro-
cesses of the form defined in (I.1), where for (z,u) € GxU,
b(z,u)= [¢b(z,a)u(da) and the coefficients o : G —
IR*** and b : G x S — IRF satisfy the following conditions.

Assumption I1.3: (i) There exists r € (0,00) such that b
is a continuous map and for all z,y € G and o € S

16z, @) = by, )| + [lo(z) — a(y)]] < 7|l — ]

and [|b(z, @)|| + || (z)]| <.

(ii) There exists ¢o € (0,00) such that for all z € G and
a € RF o/ (o(z)o’(x))a > coa .

Under Assumptions II.2 and I1.3, it follows via the Lipschitz
property of the Skorohod map and the usual fixed point
arguments that, (I.1) admits a unique strong solution (cf.
Theorem 2.6 [10]). We now present the blanket stability

condition, under which existence of an optimal Markov
control was established in [10]. Define

N
C;{—Zaidif@iZOQie{lv"'7N}}' (IL7)

i=1

The cone C was used to characterize stability for a certain
class of constrained diffusion processes in [11], [2].

Let 6 € (0,00) be fixed. Define the set

C(0)={v € C : dist(v,0C) > 6}. (11.8)

The blanket stability condition below, which will be assumed
throughout this paper, stipulates the permissible drifts in the
underlying diffusion.

Assumption I1.4: There exist a § € (0,00) such that for
all (z,u) € G x U, b(xz,u) € C(9).
Using these stability properties, the following result on the
existence of an optimal Markov control was proved in [10].

Theorem IL.5: There exists a Markov control 7(-) such
that if for some p € P(G), X (-) is the corresponding process
solving (I.1) (with u(s) there replaced by T(X (s))), on some
filtered probability space, with the probability law of X (0)
being p then:

T
limsup%/O k(X (s),0(X(s)))ds

T—o0

T
=inf ess inflimsup l/ k(X (s),u(s))dsI1.9)
T—o0 T 0
a.s., where the outside infimum on the right side above is
taken over all controlled processes X (-) with an arbitrary
initial distribution and solving (I.1) over some filtered prob-

ability space with some admissible pair (W (-),u(-)).

III. THE DISCOUNTED COST PROBLEM.

One of the important goals in optimal control theory is to
derive the Hamilton-Jacobi-Bellman equation for the value
function and characterize the value function as the unique
solution (in an appropriate class) of the PDE. The classical
approach to the HIB equation for the ergodic control is by
the “’vanishing discount method” (cf. [12], [9], [6], [3]). In
this approach the first step is to study the value function
Vo (x) of the discounted control problem defined via (I.3).
In this section we will characterize the value function V()
via a suitable HJB equation.

With an abuse of notation we will write for a € S,
(Lf)(w,0(y), merely as (Lf)(x,a), where 0y, denotes
the probability measure concentrated at the point «. Thus
with this notation, for (x,u) € G x U, (Lf)(z,u) =
Js(Lf)(z, a)u(da). For i = 1,2,--- N and f € CZ(G) let
D;f: G — IR be defined as: (D; f)(x)=(d;,Vf(z)), =€
G. The natural HIB equation associated with the control
problem (I.3) is the one given in (L.5). Theory of classical
solutions for such a PDE is not available, and therefore we
will consider solutions in the viscosity sense[13], [18], [15].
We now describe what we mean by a viscosity solution

6670



of (.5). Denote by S* the space of k x k real symmetric
matrices. Let Fl, : G x IR x IR* x S*¥ — IR be defined as
1
Fy(z,r,p, M)i—§Tr(aM)—|—ow"— infU{<b(x, u),p
ue
(IL1)
Also, define F, , and F* as maps from G x IR x IRF x S*
to IR, as follows.

Fo . (z,r,p, M) = Fy(x,r,p, M) Amin{—(d;,p); i € In(x) }
(II1.2)
FX(x,r,p, M) = Fy(x,r,p, M)Vmax{—(d;, p);i € In(z)},
(1I1.3)
where minimum [maximum] over an empty set is, by con-
vention, oco[resp. —oo].

Definition II.1: We say that ¢ € Cy(G) is a viscosity
solution of the equation (1.5) if and only if, for all o € G
and for all ¢ € C?(G), such that zg is a strict maximum
[minimum] point of ¢ — 1,

Fo (w0, ¢(20), (DY) (o), (D*¥)(0)) < [resp. 2] 0.
(111.4)
We now have the following result.
Theorem II1.2: The value function V,, defined via (1.3) is
the unique viscosity solution of (L.5).

IV. THE VANISHING DISCOUNT LIMIT.

In this section we will show that if V, is given via
(1.3) and Vo (2)=V4(z) — Vo(0); = € G, then the family
{Va; « € (0,00)} is pre-compact in C(G). We begin,
following [4], by an embedding of the continuous time
control problem in a discrete time control problem. Define
U={6 : [0,1] — U : 6 is a measurable map }. We
endow U with the coarsest topology under which , for every
e € L2[0 1] and fe Cb(S) the map ¥ : & — IR defined
as U(u fo t) [ f(0)ue(dO)dt, is continuous. Let d C
P(C ([ 1] : IR*)xU) be the class of all probability measures
which correspond to the probability law of some admissible
pair (u(t), W(t))o<i<1. It follows from [6], Chapter 1, that
dis a compact metric space.

Let ¢ € & and let (u(-),W(-)) be the corresponding ad-
missible pair on a filtered probability space (2, F, P, (F)).
Define

ko(z, §)=IE ( /0 1 e_‘"sk(X””(s),u(s))ds) . (IVS5)

where X*(-) is given as a solution of (I.1) with X(0) = z.
Then setting d=e~“ we have that

E (/OOO e R(XE (), u(t))dt>
Z 6" (ka(X3 00) ) -

where for n € INy, ¢, is the conditional law of (u(n +
5), W(n + s) — W(n))o<s<1 given F, and X7=X%(n).
Note that ¢,, is a sequence of F, measurable, ® valued
random variables. We will call the sequence {¢,} as the
admissible control sequence corresponding to the admissible

(Iv.6)

Y+k(z,u)}.

pair (u(-), W(-)). Also, note that {X7} is a controlled
Markov chain with control set ® and (controlled) transition
probability kernel p(z1, ¢, dy1), on G, given as follows

¢ €,

[ twite E(f(€),
“ (IV.7)

where {£=X (1) and X (-) is given via (I.1) with X(0) = =
and the control pair (u(t), W (t))o<i<1 having the probability
law ¢.

We now introduce a Lyapunov function for the controlled
Markov chain {XZ}. This Lyapunov function was con-
structed in [1].

Theorem IV.3: There exist cg,fy, My € (0,00) and a
function F' : G — IR such that it is twice continuously differ-
entiable on G \ {0} and for any admissible pair (u(-), W(-))
on some filtered probability space (0, F,{F;},P), z € G
and X*(-) given by (I.1), we have that

&, dy)= f e BM(G),

E(F(Xp1) | Fo) = F(XT) < —colxzepe + Molxzes,
(Iv.8)

where B={z € G| |z| < ¢y} and XF=X"(n).

We now introduce a controlled probability transition kernel

on H=G x @G, with control set & x ® defined as follows.

For T = (z1,22) € H and ¢ = (¢1,¢2) € ® x D, let

p(Z, ¢,dy) € P(H) be defined as:

(.’E QS? dy)—p(l‘l, (bla dyl) (3}2, ¢2) dyQ)

Let v be a Markov control and for zi,z2 € G, let

X®i(-) be given via (I.1) with u(s) replaced by v(X%i(s)),
X% (0) = x; and driving Wiener process W); i = 1,2.
The Wiener processes W) and W® are taken to be
independent of each other. Denote X (n) by X2 It is
easy to see that if T=(z1, z5) then {X, }={(XZ', X2} is
a H valued controlled Markov chain, starting at =, with the
controlled probability transition kernel p(Z, ¢, dy) and the
Markov control g, (Z) = (0v(x1), 0,(x2)). Also, as noted
earlier, for ¢ = 1,2, X¥ is a G valued controlled Markov
chain, starting at x;, with the controlled probability transition
kernel p(z, ¢, dy) and the Markov control g,,.
The Pseudo-Atom Construction. We will now proceed, as
in [4], to adapt the Athreya-Ney-Nummelin construction of
a pseudo-atom to the current problem. Let H=G x G and B
be as in the statement of Theorem IV.3. Define B*=B x B
and let H*=H x {0,1} = G x G x {0, 1}.

Let A denote the Lebesgue measure on G. Define v €
P(H) as

(IV.9)

A XA (AN B*

Sy A NAN B)
(A(B))

Using the uniform non-degeneracy of the diffusion coeffi-

cient in (L.1), it follows that there exists 0 < 6* < 1 such
that for all ¢ € & x @

p(z, ¢,

(1V.10)

A) > 0" 1p-(z)v(A), Yo € H, Aec B(H).
(IV.11)
Foraset A € B(H), we let Ag=Ax{0} and A;=Ax{1}.
For every 11 € P(GxG) we define a u* € P(H*) as follows.
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(1= 5)u(AB*) + p(A(B)°)
5* u(AB"). (IV.12)
Clearly, p*(Ap) + p* (A1) = p(A) and if A C (B*)¢ then
Wi(Ao) = p(d).

Define g : H* — ® x ® as follows. For (z1,x2,1) € H*,
0 (x1,x2,1)=0,(x1,22). On a suitable probability space
(Q*, F*, P*), define a H* valued controlled Markov chain:
Zp = (X7,i%), where X = (X}* X2*), with the control
set & x ® and the Markov control 0;, so that:

(1). The controlled transitign ke:rnel pf Z,, is given as follows.
Forz=(z,i)€¢ H*and p € & x ®

P (2,¢,dy) if Z € Hy \ Bj
5= (" (2, 6, dy) — 6*v*(dy) if Z € B}
v*(dy) if z € Hy.

(IV.13)
where § = (y,j) € H*.
(2). The initial distributions are given as follows. For A €
B(H)

P*(Zy € Ay) =
P*(ZO S Al)

(1 =0")1ap+(T) + Lap-)e(T))
51 ap- (T).

The above construction assures that the probability laws of
(X2, 05(X5) bnen, and {X,,2,(X, )} nen, are the same.

The following theorem is an important consequence of the
drift inequality (IV.8).

Theorem 1V.4: Let
T(z1,22)=1nf{n € Ny : Z, € BT}.

Then there exists a r € (1,00), such that for every M, €
(0, 00),

sup supE*(rT(“’“)) < 0,

z;, €G;lzi| <Mo3i=1,2
where the inner supremum is taken over all Markov controls
.
An immediate consequence of the above result is the follow-
ing Corollary.
Corollary 1V.5: The family {V,(-) : « € (0,1)} is pre-
compact in C(G).

V. THE HJB EQUATION FOR THE ERGODIC CONTROL
PROBLEM.

Let V, and V, be as in the previous section.
From (I.3) and the boundedness of k it follows that
SUPqe(0,1) @Va(0) < oo. This, along with Corollary IV.5
implies that there exists a sequence «,, — 0 as n — oo and

€ (0,00), V € C(G) such that

lim a,V,, (0)=p, limp—xVa, =V.

n—oo

(V.14)

where the second limit is taken uniformly on compact sets
of G.

For p* € [0, 00), consider the following equation.
11615 (L(z,u) + k(x,u) —p*) =0, z€d
(Vi(z),d;) =0, € 9G; ie€lIn(z). (V.15)

A viscosity solution to the above equation is defined in a
similar manner as is defined for (I.5) in Definition III.1. The
following is the main result of this paper. Denote the right
right side of (II.9) by p.

Theorem V.6: Let (V, p) be given via (V.14). Then V is a
viscosity solution to (V.15) with p* = p = p. Furthermore,
(V,p) is the unique viscosity solution of (V.15) satisfying
V(0)=0.
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