Proceedings of the

44th IEEE Conference on Decision and Control, and
the European Control Conference 2005

Seville, Spain, December 12-15, 2005

TuC04.5

Iterative Feedback Tuning for robust controller design and optimization
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Abstract— This paper introduces a new approach for ro-
bust controller design using Iterative Feedback Tuning (IFT)
method. Based on some robustness principles a new criterion
is proposed reflecting both performance and robustness speci-
fications. Then, some analysis of the new criterion is made and
we show how to apply the standard IFT procedure using the
new criterion. The approach is transparently illustrated on one
model-based controller design example.

I. INTRODUCTION

Iterative Feedback Tuning (IFT) is an iterative procedure
for controller optimization [2]. It is useful mainly for tun-
ing of low-order controllers. It can tune a badly adjusted
controller to upgrade its performance, where the desired
performance has to be formulated as a criterion function
of some specific form. Although the main application of
IFT is controller tuning (optimization starting from an ini-
tial controller), it is successfully used for model-free and
model-based controller design as well (for some application
examples see [1], or [3]). The IFT procedure was primarily
developed for tuning of single-input single-output (SISO)
one-degree-of-freedom (1DOF) or two-degree-of-freedom
(2DOF) discrete-time controllers. Later, the procedure was
modified to allow optimization of other controller structures
[1].

The IFT procedure does not require a plant model; only
closed-loop system experiments are necessary to estimate a
gradient of a criterion function which is to be minimized. In
the classical IFT method the criterion is typically constructed
with two terms: one reflecting a desired tracking property,
the second one restricting control action energy. This kind of
criterion is obviously insufficient if other specifications, such
as robust stability, are imposed. The robustness specification
belongs to the most commonly required specifications and it
would be useful to handle it within the IFT framework.

One attempt to deal with the robustness was made in
[6], where the H,,-norm approximation of a sensitivity
matrix (matrix with the four sensitivities) is introduced to
the criterion. In this paper we introduce a robust stability
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measure to the criterion in a simpler and more flexible
way. We use the elements of the sensitivity matrix, i.e.
the sensitivity functions and we add the square of their
weighted Hy-norm separately to the criterion using closed-
loop signals. We focus only on a single-input single-output
(SISO) discrete-time linear 1DOF controller structure in this
paper, but the same approach is easily extendable to a 2DOF
structure.

The paper is organized as follows: Section 2 introduces
the considered closed-loop system and the classical IFT
procedure with some details on possible configurations. In
section 3 we develop the new robustness criterion and the
corresponding modified IFT procedure. We show that an
unbiased estimate of the required gradient can be computed
from closed-loop signals. Section 4 illustrates the function-
ality of the developed approach on one controller design
example. Finally section 5 gives some conclusions.

II. BASICS
A. Closed-loop system

A one-degree-of-freedom linear discrete-time controller
optimization is considered. A corresponding closed-loop
(CL) diagram is shown in Figure 1. The block G is either a
discrete-time plant model G(z7!) or a real plant G with a
sample and hold device and the block C(z~!) represents a
linear discrete-time controller to be optimized. The operator
271 is considered to be either a frequency operator in a Z-
transform, or a time delay operator. The external signals 7 (¢),
d(t), v(t) are an output reference, an external control action
input, and a perturbation signal, respectively. The output
signal y(¢) and the control action w(¢) are internal closed-
loop signals.

d(t) v(t)

*ou) . +
>

rit) 4 ﬂ

C +

Fig. 1. Considered closed-loop system.

The reference input r(¢) and the control input d(t) are
exogenous signals added to the closed loop either as a
reference for the output, or as a closed-loop excitation
providing us with some plant information. The perturbation
v(t) is an unwanted and unknown perturbing signal.

Considering the plant model G(z7!) in the closed loop,
the system in Figure 1 can be described by four closed-
loop transfer functions (generalized sensitivities): S(z71),
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C(z71HS8(z71),G(z"HS(z71),and G(2~H)C (27 1) S (27 1),
with the sensitivity S(z7!) defined as follows:

SE = 1+GEHCE) (1)

(To simplify equations, we will often use the following
simplified notations for the sensitivities: S, C'S, GS, GCS
and for the signals: 7, d, v.)

The sensitivities represent the behavior of closed-loop
internal signals w(t) and y(t) with respect to one external
input signal (the other input signals are considered to be
zero). The sensitivities are typically used to describe the
following input-output signal relations:

yt) = Su(t)

u(t) = —CSv(t)

y(t) = GSd(t)

y(t) = GCSr(t) 2

Recall that by analyzing the sensitivities from (2) we can
measure the system robust stability with respect to different
kinds of uncertainties, and noise and perturbation signals
(see for example [7]). Conventional H,, design techniques
typically use the so called sensitivity matrix T'(z71):

GCS GS
T—( cs S > )

which contains the four sensitivities. To design a robust
controller, these techniques minimize the H.,-norm of the
weighted matrix W1 (21T (2~ 1) Wa(271):
Jmin [Wa(=™)TWa(a™) o 4)

The weighting filters W; allow the designer to scale and to
weight appropriately the sensitivities in order to obtain the
best compromise in the sensitivity minimization. Weighting
selection is one of the main designer tasks in the H.,
controller design techniques.

Using the sensitivities as they are defined in (2), the two
internal closed-loop signals u(t) and y(t) (see Figure 1) have
the following expressions:

y(t) = GOSr(t)+ GSd(t) + Su(t)
u(t) = CSr(t)+ Sd(t) — CSv(t) ®)

B. Classical Iterative Feedback Tuning

The classical IFT scheme for 1DOF controller optimiza-
tion considers the closed-loop system as it is shown in Figure
1 but without the control excitation input: d(¢f) = 0. IFT
generally minimizes the following criterion function:

Jp(p) =E {(Ly(z‘l)(y(t) - yd(t))ﬂ
B [(Lu(=Vu()’] (©6)

(the index P denotes “performance”), where p is a vector
of controller coefficients to be optimized, e.g. C = C(p)
and E[-] denotes expectation with respect to all random
signals. The first term in the criterion reflects some tracking
performance specifications (yq(t) is a desired closed-loop

time response, y(t) is the output (5)). The second term
adds a possible control action energy restriction. The transfer
functions L, (27') and L, (27"') are some stable weighting
filters adjusting the criterion and A is a scaling factor added
for the same purpose.

Replacing the signals w(t) and y(t) with the sensitivity
expressions (5) and with d(¢) = 0, we obtain the following
criterion:

Jp(p) = E[L,(GCSr + Sv — y4)?]
+AE[L,(CSr — CSv)?] (7)

where C' and S depend on the optimization vector p.

Notice that the criterion (7) contains three of the four
sensitivities (2). Only two of these sensitivities (GC'S and
CS) are driven by the external signal r(t) that is at the
designer’s disposal, while the third one (S) is driven by
the uncontrollable perturbation signal v(¢). This implies that
we can see the optimization of the criterion Jp from two
different points of view:

1) By minimizing the criterion Jp we improve the track-
ing performance (term E[(y — yd)?]) and limit the
control action (term E[u?]).

2) By minimizing the criterion Jp we minimize a
weighted and perturbed H> norm of the sensitivities
GCS and CS. The sensitivity S is neglected since
it is weighted with the unknown random perturbation
v(t).

Controller optimization using IFT minimizes the criterion
function (6) step by step by iteratively tuning the controller.
The following style of procedure sets out one such step:

1) Step I: Ist real-time experiment. An external excitation
signal (r1(t) or di(t)) is applied to the closed-loop
system. In this experiment we obtain the internal
closed-loop signals y(¢t) and wq(t) containing some
weighted sensitivity functions as shown by (5). We
can establish three general configurations for the 1st
experiment:

« Configuration 1: The excitation is applied at r(¢):
r(t) =ri(t), d(t) = 0.

« Configuration 2: The excitation is applied at d(¢):
d(t) =di(t), r(t) = 0.

o Configuration 3: The excitation is applied at both
r(t) and d(¢): r(t) = r1(¢), d(t) = d1(t).

2) Step 2: 2nd real-time experiment. Another excitation
signal (ro(t) or do(t)) is applied to the closed loop,
in order to obtain an estimate of the signal gradients:
est%—yp1 and est%. These derivatives are necessary to
compute the gradient of the criterion. The following
design choices are available for the 2nd experiment:

o The excitation in the 2nd experiment may be
applied either at r(t) = ro(¢) or at d(t) = da(t)).
o The excitation signal applied in the 2nd experi-
ment is not arbitrary, but highly though not com-
pletely constrained, as described in detail below.
The theory of IFT shows that the computation of
the desired gradients requires a special excitation
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signal containing a feedback from a signal gener-
ated in the 1st experiment, possibly filtered with a
selected stable filter K (27 1).

The obtained derivative estimate is perturbed (i.e. de-
viates from the exact value) by a noise term. The form
of the noise term is determined by the Ist experiment
configuration, and the 2nd experiment choice, as we
shall see later.

3) Step 3: Criterion gradient estimation. Using the esti-
mated signal derivatives est%—-’ﬁ and est%—g obtained
from the 2nd experiment, the criterion gradient est%
is estimated.

4) Step 4: New coefficients calculation. A new controller
parameter vector p is computed from the estimated
criterion gradient. This new controller parameter vector
defines a new controller C(p).

Notice that in the classical IFT procedure, the excitations in
steps 1 and 2 are always applied at r(t).

ITII. IFT FOR ROBUST CONTROLLER DESIGN

To introduce a robust stability measure to IFT, we can
incorporate the four sensitivities (2) to the optimized criterion
function. To do so we add a new term Jg(p) (R denotes
robustness) to the classical criterion Jp(p); we will call Jp
a performance index and Jg a robustness index. The new
IFT criterion becomes:

J(p) = Jp(p) + Jr(p) (8)

where Jp(p) has the standard form (6) and Jg(p) contains
some norms of weighted sensitivity terms LgS, LosC'S,
LgsGS, LagesGCS. The transfer functions Lg, Leg, Las,
Lgcos are stable and proper weighting filters to be chosen
by the designer. The exact structure of Jr(p) is given below,
since it differs according to the configuration chosen for the
IFT tuning.

A. Robustness index
Consider the IFT scheme where configuration no. 1 is
chosen for the 1st experiment; i.e. the excitation is applied to
r(t): r(t) = r1(t), d(t) = 0. The internal closed-loop signals
have the following form:
y(t) = GCSr(t) + Sv(t)
u(t) = CSr(t) — CSv(t) )
We propose the following robustness index (the criterion
for robustness):

Jr(p) = Jaes(p) +Jes(p) + Jas(p) + Js(p)
= AeosE [(Laosy)?] + AesE [(Losu)?]
+ AesE [(LasC'y)*] + AsE [(LsC™'u)?]
(10)
where the \; are some weighting (scaling) coefficients to
adjust the relative impact of each particular robustness term.

The terms L; are some stable and proper weighting filters
to impose some specific sensitivity attenuations. The reason

for the subscripts on the four summands in (10) is suggested
by equations (11) below.

Replacing the signals y(¢) and w(t) by (9) in the criterion
(10), we have:

AaosE [(Laos(GCSr + Sv))?]
= AosE[(Los(CSr — CSv))?]
= AesE [(Las(GSr + C1Sv))?]

= AsE[(Ls(Sr— Sv))?] (11)

We can observe that the sub-criteria Joog, Jos, Jas, Js
of the robustness index Jgr always contain two sensitivities.
One sensitivity is different in each term and it is driven (or
weighted) by the excitation 7(t), the other is driven by the
perturbation v(t). In order to impose robustness we shall rely
only on the sensitivities driven by the excitation r(¢) because
we have control over the energy of that signal, while the other
term is considered as a perturbation.

Each sub-criterion in (11) contains the Hs-norm of a
corresponding weighted sensitivity perturbed with the filtered
perturbation v(t). To measure robust stability we would,
of course, prefer an H,,-norm instead. To improve the
quality of the robustness measure for Jr we can choose an
appropriate filter L;. For example:

o A band-pass filter selecting the problematic frequency
band (where a sensitivity modulus is too high) can help
to lower the sensitivity in the appropriate frequency
band. A similar idea using band-pass filters is advanced
in [6] to approximate the H,-norm.

o A filter where the frequency response is the inverse
of the spectral factor of the external excitation signal
allows one to remove the sensitivity weighting caused
by the excitation.

Notice that the criterion can be adjusted at each iteration
to capture the robust stability property as it evolves with
successive controllers.

The proposed robustness index (10) allows one to shape
each sensitivity independently in a transparent manner and it
gives us a sensitivity shaping design tool. On the other hand,
we have to take into account that the criterion minimizes
an Hs-norm instead of the H,,-norm and this may result in
different weighting filters with respect to standard sensitivity
shaping techniques. One key advantage of this IFT approach
to robust controller design is that the filters used are not
limited in complexity since they do not influence the final
controller order. This is an important advantage with respect
to H,, design methods, where a subsequent controller re-
duction step is often used to reduce the complexity of the
controller.

The criterion (10) has the following gradient:

0Jr _ O0Jacs n dJcs | OJas  OJs

ap ap dp + dp dp

(12)
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where the sub-criteria gradients are as follows:

aJS —1 ac—l -1 8u

—= = 2)XsE|L L —

ap As {SC us( o u+C op
9Jcs = 2)csE LcsuLcsafu

op dp

1

0Jas = 2XgsFE LcscilyLGs oC y+ Cil%

op dp dp

Jcos = 2)\gosE LGcsyLGcs@ (13)

ap dp

The exact internal closed-loop signal derivatives are as
follows:

oy oC oC

5 = GSa—p(Sr — Sv) = Gsa—p(r —y)

ou oC oC

5 = Sa—(SrfSU) _sa—p(rfy) (14)

The term (Sr — Sv) in (14) represents the required form of
the excitation for the 2nd experiment; as is indicated in (14)
it can be generated as (r(t) —y(t)) using the reference signal

r(t) and the output signal y(¢). The expressions (14) shows
that, to obtain the derivatives g” and 6“ the excitation signal
(r(t)—y(t)) has to be filtered by the closed -loop sensitivities

GS and S.

B. Robustness index gradient estimation

To estimate the gradient (12) properly, we need to present
a more explicit version of steps 2 and 3 of the IFT procedure.
We consider the configuration 1 for the Ist step of the IFT
procedure: the excitation is applied to r(t) = r1(t) with
d(t) = 0. The obtained internal signals are then:

yl(t) = GCSTl(t) + SUl(t)

Ul(t) = CS’I"l (t) - CS’Ul (t) (15)

In the 2nd experiment, the excitation can be applied either
to r(t) or to d(t). As we show later, these two possibilities
are equivalent. The excitation signal is considered to be in
the following form:

ra(t) = da(t) = K(Sr(t)—=Sv(t)) = K(r1(t)—y1(t)) (16)

K(z71) is any chosen stable proper filter with K—1(z71)
stable and proper. We show below that with this 2nd exper-
iment we are able to estimate the internal signal derivatives
est% and estg—";. The estimates will serve to estimate the
gradient of both the standard performance criterion Jp and
the robustness criterion Jz. With the excitation ro(¢) from
(16) added to the closed loop and with dy = 0, the obtained
2nd experiment signals are:

yg(t) = GCST‘Q(t) -+ S’Ug(t)
u9 (t) = CSTQ (t) — CSUQ (t) (17)

The derivative estimates are evaluated as follows:

@ 1-19C  Op 11090
estap K C ap Yo = B c~ S@ vy (18)
ou 1~10C 0w e 8C’
estap =K 'C R Uy = 78p S— p (19)

where the terms with vo(¢) represent the estimation error.
Notice that if necessary C~! can be unstable. A stable
approximation of the inverses C'~! is then used instead using
all-pass stable filters; for details see [2].

The estimation of the gradient (12) is computed using
the estimated derivatives (18), (19), which are unbiased. By
computing the estimation errors of the unbiased sub- crlterlon
gradients esta‘]ccs, estaJCS, estaj‘;s, and est—, one

observes that the estimate of the gradient est oJ /f obtalned

this way is also unbiased. The errors on the estimated
gradients have the following form:

s _ 005 _
op dp
- 1 aC
2\s ) {Ls(Srl Sv1)LsC 'K~ Sa } (20)
GJCS aJCS
p —est ap =
- 1,00
VDS [Lcs(CSrl — CSvi)LesK 567@2} @1
dJas tajGS .
ap ap

2Xas Y [LGS(GSr1 + C—lsvl)LGSC—ZK—lsg—ivz} (22)

dJacs estaJGCS _
dp dp
oC
QAGCSZ Laes(GOSri + Svi)LaosC™ K™ Sa—pu (23)

with the sum defined as follows:

*

ZNZ

It is easy to see that all these estimation errors have zero
mean, because the disturbances vo(t) and vy (t) in the two
experiments are uncorrelated, each having zero mean.
Remark 1: If the 2nd experiment excitation is applied
to d(t) = do(t) instead of r(t), the estimation errors on
the estimates (18), (19) and the gradient estimation errors
(20) - (23) are the same except that they are multiplied

with the controller C. The reason is that to estimate %

and d—“ we do not need to filter the internal signals yo(t )

and ug( ) with C~1 as we do in (18), (19). This remark
is valid for all three IFT configurations as they are defined
in the IFT procedure step 1 (section II-B). The analysis of
the two different possibilities of excitation point in the 2nd
experiment leads us to the conclusion that with only one
2nd experiment possibility (either ro = 0 or do = 0) we can
produce the other one by simply adding the controller C' or
its inverse C'~! (or its stable approximation) in the excitation
filter K.

Remark 2: Consider the complete controller C'. consisting
of a fixed part H and a part C' to be optimized as follows:

Co(z™h) = H(z"1)C(z™)

Nt=1,2,... (24)

(25)

3605



where H is a stable and proper transfer function. The errors
as they are mentioned in Remark 2 are again the same, only
multiplied with the fixed part H. The derivative estimates
(18), (19) are slightly different, since the signals y»(t) and
uz(t) have to be filtered with the fixed part H.

C. IFT configuration 2 and 3
For the 1st experiment, and with configuration no. 2
(excitation with d; (¢), and r(t) = 0) the internal closed-loop
signals are as follows:
Y1 (t) = GSdl (t) + SUl (t)

uy(t) = Sdy(t) — CSvi(t) (26)

and the proposed robustness index has the following form:

Jr(p) Jacs(p) + Jes(p) + Jas(p) + Js(p)
AaosE [(LacsCy)?] + AcsE [(LosCu)?]
AasE [(Lasy)?] + AsE [(Lsu)?] (27)
The choice of the robustness index again reflects the
need to introduce into the criterion all four sensitivities

weighted with the exogenous excitation. Again, the sub-
criteria gradient estimates est 3‘]5"05 , est dg)cs, estd‘écs, and
P P P

_|_

estaaﬁ contain some errors. The errors are unbiased and they
have a similar form as in configuration no. 1.

Configuration no. 3 has two excitations: 71 (¢) and d;(t)
are applied simultaneously. The closed-loop internal signals
are given by (5). A robustness index can then be defined as
follows:

Jr(p) Ji(p) + J2(p)

ME [(L1y)*] + A2 E [(Lau)?]
\E [(Ll(GCSr +GSd+ Sv))ﬂ

FAE [(LQ(CST +8d— CSU))2] (28)

Again the robustness index contains all four sensitivities
weighted by an exogenous signal. However, notice that in
this configuration the four sensitivities cannot all be weighted
independently. Unbiased gradient estimates est%—J;, est%—{;
can be generated as in the previous configurations.
IV. ROBUST CONTROLLER OPTIMIZATION
EXAMPLE

To demonstrate the effect and the use of the new robust-
ness criterion terms we will optimize a discrete-time PID
controller for the following discrete-time model:

~0.1813271 +0.21222 2
B 1—0.60652~1

The model (29) is taken from [4] (p.137). It is a discretized
continuous-time plant model (with gain 1, time constant 10s
and delay 3s). The sampling time is 5s. The required tracking
performance specifications for the PID are: rise time about
20s and maximum overshoot under 10%. Additionally, we
will require the gain margin to be as large as possible.
The margin corresponds to the inverse of the maximum of
the output sensitivity: |S(271)|maz- It gives us one of the

G(z™h (29)

main robustness measures, since it represents the minimum
distance of the open loop frequency response (Nyquist plot)
to the critical point (—1,0¢). The initial controller coeffi-
cients are set to p = [0.1,0,0]%, which gives us a low-gain
proportional controller.

Controller 1: Tracking performance controller optimiza-
tion. In the first stage we use the following optimization
criterion:

Te(p) = B [(y(t) = ya()*] (30)
where the desired response y4(t) reflecting the tracking
performance specification is given by the following tracking
reference model Ty(z71):

0.2257271 +0.15332 2
va(t) = Ta(z"")r(t) = (950 +0.31822

r(t)
(€29)
The excitation r1(t) is a unit step of 80 samples.

Step response
T

| Reference

0.8

o
>
T

Tracking performance
criterion

Amplitude

Tracking performance +
sensitivity attenuation

criterion (A = 0.001) q

0.4r s

Tracking performance +
sensitivity attenuation

criterion (ks =0.01)

0 I I I I I I I
0 10 20 30 40 50 60 70 80

Time [s]

Fig. 2. Closed-loop step response for the three controllers.

|S| frequency response
25 T T T

—
IS],q = 2:070B:

Tracking performance q
criterion

8! (dB]

-1 IS, = 1-4508: B

Tracking performance + 8] ay = 1-65dB:
15+ sensitivity attenuation N i

1.5 Criterion O‘s =0.01) Tracl_(l_ng performance +
sensitivity attenuation

criterion (As =0.001)

3 I I I I I I I I
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1

Frequency [Hz]

Fig. 3. Output sensitivity frequency response modulus |S(z~1)|.
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Running the IFT optimization on the criterion (30) gives
us the following optimal PID controller:

0.51771 + 0.1444821
(1—271)(1—0.19749z71)

The corresponding closed-loop step response is shown in
Figure 2 (dotted line). The value of the criterion with this
controller is J(p) = 5.3 - 1075, We observe from Figure 2
that the controller fulfills the performance requirement. The
corresponding output sensitivity response is in Figure 3 (dot-
ted line): the maximum is about 2.07dB, which represents a
gain margin of about 0.78.

Controller 2: Tracking performance and robust stability
controller optimization. To improve the gain margin while
preserving reasonable tracking performance we propose the
following criterion:

J(p) = E [(y(®) = ya()*| +2sE [ (EsC 7 u(t))?] (33)

The first term reflects the tracking requirement and is the
same as in (30), while the second term represents mini-
mization of the output sensitivity maximum. The scaling
factor is set to Ag = 0.001 (this makes the two terms
approximately equivalent, see the final criterion values), the
weighting filter Lg(2~1) is an inverted 2nd order notch filter
[5] with the frequency of band-stop f, = 0.02Hz, band
attenuation M, = —10dB, and the denominator damping
Ca = 0.5. The frequency response of the weighting filter Lg
is in Figure 4.

The IFT procedure with this modified criterion gives us
the following second optimal PID controller:

0.58743 + 0.028572~
(1—2"1)(1+0.1323521)

The resulting closed-loop step response is shown in Figure
2 (dashed line), the criterion reached: J(p) = 5.7-1076 +
8.2 - 10~° (first term represents tracking, the second one
robustness). The second controller again fulfills the tracking
performance requirement. Although its tracking behavior
is almost identical to the first controller, the gain margin
is higher as can be seen from the corresponding output
sensitivity response in Figure 3 (dashed line). The sensitivity
maximum is now 1.65dB, which represents a gain margin of
about 0.83. Hence using a supplementary robustness index
in the IFT criterion we have increased one of the main
robust stability measures without any tracking performance
degradation.

Controller 3: This controller is designed using the same
criterion as the 2nd controller but with the scaling factor Ag
set to 0.01 in order to accentuate the robustness requirement.
The obtained controller has the following form:

0.61199 + 0.297532 !
(1 —271)(1+0.791052~1)

Cprp1(z7 1) = (32)

Cpip2(z7h) = (34)

Cprps(z7h) = (35)

Frequency response
10 T T T

Modulus [dB]
&
T
.

0 I I I I I N . |
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1
Frequency [Hz]

Fig. 4. Frequency response modulus for the weighting filter Lg(z~1).

The closed-loop step response for the 3rd controller is shown
in Figure 2 (solid line), the resulting criterion value is J(p) =
6.8-1076+48.1-10~*. The controller guarantees the required
tracking performance and the sensitivity maximum is now
1.45dB, which gives a gain margin of 0.85. The sensitivity
response in shown in Figure 3 (solid line).

V. CONCLUSIONS

In this paper we have presented a simple and flexible
approach to adding some robustness measures to the clas-
sical IFT optimization criterion. The approach allows one
to optimize or design a controller using the model-free
IFT methodology, while considering not only the tracking
performance and the energy preservation but also the robust
stability. The robust stability is treated by a sensitivity
shaping approach, which gives the designer a simple and
flexible tool. The presented model-based controller design
example illustrates transparently the proposed approach.
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